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Preface

THESE LECTURE NOTES are the outcome of a six week course with
the Bangalore applied mathematics group of the Tata Institute. It is a
pleasure to recall the enthusiasm and energy of the participants. The
lectures were on introduction to certain aspects of gas dynamics con-
centrating on some of the currently most important nonlinear problems,
important not only from the engineering or computational point of view
but also because they offer great mathematical challenges. The notes, I
hope, touch on both these aspects.

I am indebted to Professor K.G. Ramanathan for inviting me inthe
first place and for making my visit so enjoyable and stimulating. To
P.S. Datti, who cooperated in writing these notes and workedand re-
worked them, go my very deep thanks. I would also like to thankP.P.
Gopalakrishnan who reproduced them so well.

Cathleen S. Morawetz

New York
December 1980
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Chapter 1

The Traffic problem and a
first order nonlinear
equation

1.1 Introduction

Many physical laws occur as conservation laws. The most general such 1

law in its differentiated form is given by

Yt + (F(Y))x = 0

whereY = (Y1, . . . ,Yn) is a vector valued function ofx, t with x ∈ Rn

andF(Y) is a matrix valued function ofY. The termconservationcomes
from the fact that ifF(Y) → 0 as|x| → ∞ then

∫

Y|dx| is constant for
all time, that is, thes integrals are conserved.

In these notes we shall consider conservation laws in only two in-
dependent variables, either time and one space variable or two space
variables.

The simplest case to treat is that of the single conservationequation
with the variablest, x. ThenY, F(Y) are scalar. We replaceY by N and
consider

Nt + (F(N))x = 0, −∞ < x < ∞, t > 0 (1.1)

1
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with N(x, t) ∈ R.

We shall now formulate the traffic problem, first proposed, by
Lighthill and Whitham [26]. LetN(x, t) denote the density, the num-
ber of vehicles passing through the positionx at time t on a highway.
Let u(x, t) be the average (local) velocity of the vehicles. Then in any
section [x1, x2] theconservation equationstates that the total number of
cars is preserved, or

x2∫

x1

N(x, t2)dx−
x2∫

x1

N(x, t1)dx−
t1∫

t1

N(x1, t)u(x1, t)dt+

+

t2∫

t1

N(x2, t)u(x2, t)dt = 0.

Assuming the quantitiesN, u to be smooth, we obtain in the limitt1 →2

t2, that

x2∫

x1

Nt(x, t)dx+ [Nu]x2
x1
= 0.

This is the integrated form of the conservation equation. Asx1 → x2,
we obtain

Nt + (Nu)x = 0. (1.2)

We can always put this equation in the form of (1.1) if we useu = U(N).
This assumption seems to be reasonable since drivers are supposed to
increase or decrease their speed as the densityN decreases or increases
respectively. The maximum value ofu occurs whenN = 0 (the maxi-
mum is, say, the maximum allowed speed). And whenN is maximum
u = 0. Hence the graph ofU plotted againstN takes the form shown in
figure 1.1.
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Fig. 1.1.

Rewriting (1.2) as

Nt + (F(N))x = 0,

whereF(N) = NU(N) is the flux of cars, we see thatF = 0 whenN = 0
and whenN is maximum (in this caseU(N) = 0). Hence the graph of3
the flux curveF(N) will look as in figure 1.2. It could have the shapes as
shown in figure 1.2 (a) and 1.2 (b), but these lead to certain difficulties
in the theory.

Fig. 1.2.
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Fig. 1.2 (a). Fig. 1.2 (b).

Consider the simplest case in which the flow is steady, i.e., indepen-
dent of time. Then from (1.3), we obtain

F(N) = constant.

In general, the lineF(N) = constant, will cut the flux graph in two points
as shown in figure (1.3).

Fig. 1.3.

If we require continuity inN, then we have to take eitherN = N1 or4

N = N2. If we allow jump discontinuities inN, then uniqueness in the
solution will be lost as shown in figure (1.4). Then thick linecan be a
condidate for the solution but the dotted line could also be acandidate
for the solution.

So, for uniqueness, we need an additional condition which iscalled
an Entropy Condition. The terminology will become clear when we
study gas dynamics. Again this has to come from the physics ofthe
problem at hand.
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For the traffic problem at hand, we would like to add theentropy
conditionthat infinite acceleration is impossible, i.e.

∂U
∂x

< ∞(or
∂N
∂x

> −∞).

It turns out that there is then a unique solution to the initial value prob-
lem.

Fig. 1.4.

We also observe that for a given conservation law in differentiated
form there are several equivalent conservation laws in differentiated 5

form. For example, consider

Nt + (F(N))x = 0.

Let P(N) be any arbitrary integrable function ofN. Put

Q(N) =

N∫

N∗

P(M)dM.

Then

Qt = Q′(N) · Nt

= P(N) · (−
dF
dN
· Nx)
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= −(R(N))x, whereR(N) =

N∫

N∗

P(M) · F′(M)dM.

Thus
Qt + Rx = 0.

Hence to choose thecorrect entropy condition, and thus to get uni-
queness, we should look at the integrated form of the conservation law.

If we allow discontinuities in the solution, it is a so-called weak so-
lution. We shall now give a precise definition of a weak solution for a
general first order nonlinear equation and then return to thetraffic prob-
lem again.

1.2 Weak Solutions

Consider a first order nonlinear equation

Nt + (F(N))x = 0, −∞ < x < ∞, t > 0. (1.4)

Let N be a classical solution of (1.4). By this we mean thatN is aC16

function in x, t variables and satisfies (1.4) identically. Let nowχ(x, t)
be anyC∞-function (evenC2 is enough) which vanishes for large|x| and
t andt = 0.

∞∫

−∞

∞∫

o

χ(x, t){Nt + (F(N))x}dt dx= 0.

Integrating by parts, we obtain

∞∫

−∞

∞∫

o

(χtN + χxF(N))dt dx= 0 (1.5)

since the boundary terms vanish. Also, the entropy condition
∂N
∂x

> −∞
becomes

∞∫

−∞

∞∫

o

Φ(x, t) ·
∂N
∂x

dt dx> −∞
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for all Φ ≥ o, C∞ function vanishing for large|x| andt andt = 0. This
again by integrating by parts, becomes

∞∫

−∞

∞∫

o

ΦxN dt dx< ∞. (1.6)

Motivated by this, we now define a weak solution.

Definition . A locally integrable functionN(x, t) is a weak solution of
(1.4) if (1.5) and (1.6) hold under the conditions stated there.

Note that a classical solution (usually called strong solution) is nec-
essarily a weak solution. Conversely, it can be seen that ifN is a weak
solution andN is of classC1 thenN is necesaarily a strong solution.

1.3 Initial value problem

We now consider the problem of solving a general first order nonlinear
equation

Nt + (F(N))x = 0, −∞ < x < ∞, t > 0 (1.7)

with initial data 7

N(x, 0) = Φ(x), −∞ < x < ∞. (1.8)

If we putG(N) = F′(N), (1.7) can be written as

Nt +G(N)Nx = 0. (1.9)

This we solve by the method of characteristics. If we define a curveC
in x, t plane bydx/dt = G(N), we find that onC, (1.9) reduces to

dN
dt
= 0,

or N = constant ondx/dt = G(N). Since this meansG(N) is also a
constant we see that the characteristics are straight lineswith slopes
(G(N))−1. If x(0) = ξ we find that

N(x, t) = Φ(ξ) on dx/dt = G(N)
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with x(0) = ξ.
Hence we have a solution in implicit form given by

x = ξ + tG(Φ(ξ))

N(x, t) = Φ(ξ)





(1.10)

If we can determineξ = ξ(x, t) from the first equation, then we knowN
at (x, t) uniquely. But, however, this is not always the case; and trouble
occurs if the characteristics intersect, as we shall see now. If ξ = R,
ξ = L are two points on thex-axis such that

G(Φ(L)) > G(Φ(R)) > 0

Fig. 1.5.
8

(See figure (1.5)) then the characteristic throughR intersects the
characteristic throughL at P. Thus the value ofξ corresponding to the
point P is not unique.

However, if the characteristics fan out, then clearly therewill be a
unique characteristic through every point and the solutionwill be deter-
mined uniquely. If

G(Φ(L)) < G(Φ(R)) (1.11)

for L < R then the characteristics in thex, t plane have decreasing slopes
and they never intersect. In such a case, we obtain a unique continuous
solution.

Since the solution is given implicitly by (1.10) another wayof look-
ing at the breakdown, when (1.11) does not hold is to try to solve the
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first equation in (1.10) using implicit function theorem. the functional
relation

f (x, t, ξ) = 0

can be represented in a single-valued way by

ξ = g(x, t)

if and only if fξ , 0. Put

f (x, t, ξ) = tG(Φ(ξ)) − (x− ξ).

Then 9

fξ = t · dG
dN
· dΦ

dξ
+ 1.

Hence, if
dG
dN
· dΦ

dξ

is always positive for all positivet we havefξ > 0. On the other hand, if
this expression changes sign, there is a finite time, called breaking time,
at which fξ = o. We note from the relations

Nt = −
Φ′ ·G(N)
1+ tΦ′G′

, Nx
G(N)

1+ tΦ′G′

that the derivatives inN will blow up at the time of breaking. We also
note that the breakdown in the solution can happen even if theinitial data
are very smooth. Suppose the flux curve is convex, so thatG′ = F′′ < 0.
Now, if the initial dataΦ is very smooth and tends to zero as|x| → ∞,
thenΦ′ will change its sign and there is always a time at which the
solution will become singular.

This is true in higher dimensions also. John, F. [19] has investigated
the question of how late with 3-space variables and a nonlinear equation,
a breakdown can occur. Note in the above that as|Φ′| → 0 the breaking
time t → ∞. Klainerman [21] has shown for the nonlinear analogue of
the wave equation.

Ntt − N +
∑

i, j

ai j (∇N,Nt)
∂2N
∂x1∂x j

= 0
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that if the number of space variables is greater than or equalto 6, then 10

compact initial data can propagate smoothing for all time. This leaves
open the anologous important question in 2 and 3 dimensions.

Exercise 1.1.Describe the solution of

Nt + (F(N))x = 0

with

F(N) = 16− N if N < 4

= 0 if N > 4

for the initial data

a) N(x, 0) = 2− tanhx

b) N(x, 0) = 2− tanhx if x < 0

= 2−
1
2

tanhx if x > 0.

Where does the discontinuity inNx move ?

Exercise 1.2.Work out the corresponding theory for

Ut + a(U)Ux + b(U)Uy = o

and determine conditions ona andb which lead to discontinuities for all
compact initial data.

We now return to our traffic problem and ask how the condition
(1.11) should be interpreted as a condition on the density atsome given
time.

We refer to the flux curve (see figure (1.2)). SupposeF attains a
maximum value at densityN∗. ThenF is increasing in [0,N∗] and de-
creasing in [N∗,NMax]. NMax is the maximum density at whichF = 0.
HenceG(N) = dF/dN is decreasing in [0,N∗], equal to sero atN∗ and11

again decreasing (negatively) beyondN∗. Hence the graph ofG(N) will
look as shown in figure (1.6).
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Fig. 1.6.

If the traffic problem is accelerating at the given time, i.e. cars to the
right going faster than those to the left thenN is a decreasing function
of x. Thus

N(L) > N(R)

for all pairsL,R such thatL < Rand thus

G(N(L)) < G(N(R))

(unless the density has increased beyondN∗), so that (1.11) holds and
we have a unique continuous solution. However, the tail of the G(N)
curve forN > N∗ was fixed up artificially to give us a smooth curve and
we should properly speaking ignore this region.

If the traffic is decelerating thenN(L) < N(R) for all pairsL,Rwith
L < Rand we will not be able to obtain a continuous solution.

We are then forced back to re-examine our model. The conservation 12

of the number of vehicles still holds, but we can allow discontinuities in
density.
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We have the conservation law
∮

ǫ

(Ndx− Fdt) = 0

for every closed curveǫ in the x, t plane or equivalently

d
dt

x2∫

x1

N(x, t)dx+ [F(N)]x2
x1
= 0 (1.12)

for every segment [x1, x2] if N has jump discontinuities. We ask for
piecewise smooth solutionsN and investigate what happens across a
discontinuity inN as in the steady case. Such a discontinuity is called a
shockand the curve on which it lies is theshock curve.

A discontinuity inN implies, of course, a discontinuity in the speed
U. These discontinuities represent instant or rather infinite decelera-
tions. In many situations, the presence of a discontinuity represents a
pile-up and to say the least, the model breaks down. However,densities
have been defined in an average sense and if the traffic is this enough
a sharp deceleration can occur and we can study what happens to it.
Ofcourse, the relation of speed to densityinsidethis narrow region rep-
resented by the discontinuity cannot be the old one.

On the other hand, one might also ask, why not allow discontinuities
in an accelerating situation ? It is not quite clear that in a traffic situation
one should not but again it involves violating the speed density relation13

in some narrow region and this time we would lose uniqueness.
Let x = s(t) be aC1-function representing the shocks curve. We

work with the conservation law given by (1.12). Letx1 < s(t) < x2 at
some time. Then from (1.12) we obtain

d
dt

s(t)−∫

x1

Ndx+

x2∫

s(t)+

Ndx+ F(N)(x2) − F(N)(x1) = 0.

Differentiating under the integral sign and taking the limits

x1→ s(t)−
x2→ s(t)+








1.3. Initial value problem 13

we obtain
−S(NR− NL) + (FR − FL) = 0,

where we denoteds/dt by S andNR,NL andFR, FL are the correspond-
ing limiting values from right and left respectively. We then have

S =
FR− FL

NR− NL
(1.13)

S is calledshock speedand (NR − NL) shock strength. The equation
(1.13) is called ajump condition.

Exercise 1.3.If N is a piecewise smooth weak solution ofNt+(F(N))x =

0, show that the jump condition holds across the line of discontinuity.
Further, show that as the shock strength goes to zero, the shock speed
becomes the characteristic speed.

We want to show that by allowing shocks we can solve any initial 14

value problem uniquely and that we can study in particular where the
shock travels and how strong it gets. We first look atconstant states.

The simplest problem to solve is the transition from one constant
density, say,NR to another constant densityNL. The deceleration re-
quirement is thatNR > NL. The shock speed, by (1.13), is the slope
of the line segment connecting two points on the flux curve; see figure
(1.7).

Fig. 1.7.

It is positive or negative depending on the relationship ofNL andNR

to N∗. A more important question is whether it is more or less than the
speed of the traffic.
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Generally speaking, relative to the traffic ahead at timet, the shock
is always retreating, i.e.,S < UR. For, sinceF = NU.

S − UR =
FR− FL

NR− NL
− UR

=
NL(UR − UL)

NR− NL
< 0, sinceNR > NL.

Similarly, S < UL. Thus, all traffic ahead of the shock remains ahead but15

all traffic behind it eventually hits it and decelerates. The path history of
cars is illustrated in figure (1.8).

Fig. 1.8.

1.4 Initial value problem with shock

We already know from the constant configuration (and it can beproved
generally) that the vehicles after crossing the shock move off at a slower
speed. However, the behaviour of characteristics is quite different; they
hit the shock from both sides. In thex, t plane the slope of the charac-
teristic satisfiesdx/dt = G(N) = dF/dN. From theG− N curve (figure
(1.7)), we see that not onlyG(NR) < 0, butG(NR) < S, for N > N∗ since
NR > NL andF is convex. Hence the characteristics ahead of a shock
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run into it. Behind the shock the reverse is true,G(NL) > S and again
the characteristics hit the shock (figure (1.9)).

Fig. 1.9.
16

If we knew how tolay downthe shock across overlapping character-
istics, we could solve theinitial value problem. The shock starts when
the continuous method breaks down, i.e., when∂N/∂x becomes infinite
at some time and plane. Let this, for the sake of argument, be (0,0).
Then initial slope of the shock is the characteristic slope and we inte-
grate from this point (0,0). The shock velocity

dx
dt
= S =

FR− FL

NR− NL

=
F(Φ(ξR)) − F(Φ(ξL))
Φ(ξR) − Φ(ξL)

whereΦ is the given initial data andξR(x, t), ξL(x, t) are the abscissae
of the appropriate right and left characteristics. To find this curve, a
useful approximation is often made. We use the subscriptsRandL in an
obvious manner and note two possibilities of getting Taylorexpansions
for the shock speed in terms of the shock strengthNR− NL.

S =
FR− FL

NR− NL
= (

dF
dN

)R +
1
2

(
d2F

dN2
)R(NR− NL) + 0((NR − NL)2)

= (
dF
dN

)L +
1
2

(
d2F

dN2
)L(NL − NR) + 0n((NL − NR)2)
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asNR→ NL. Adding the two expressions,17

2S =

((

dF
dN

)

R
+

(

dF
dN

)

L

)

+
1
2

((

d2F

dN2

)

R
−

(

d2F

dN2

)

L

)

(NR− NL) + 0((NR− NL)2).

or, expanding

(

d2F

dN2

)

R
and

(

d2F

dN2

)

L
in terms of (NR− NL), we see that

S =
1
2

((

dF
dN

)

R
+

(

dF
dN

)

L

)

+ 0((NR − NL)2).

This means the shock speed is the average of the slopes of the two char-
acteristics with a second order error. Note, ifF is quadratic the formula
is exact.

To find the whole flow in the (x, t)-plane, we now have a relatively
simple reciple:

1. CarryN along the characteristics coming from the initial line, i.e.,
lines of slope (dF/dN)−1 = G−1.

2. Note the region where they are crossed.

3. From the points on each linet = constant where such a region
starts, start a shock.

4. Integrate the differential equation for the shocks,

dx
dt
= g(x, t),

whereg(x, t) =
1
2

(GR+GL) is a good approximation.

This procedure is quite straight forward until shocks intersect. But
there the initial value problem can be restarted provided wecan solve the
local problem with constant states on each side. Note if initial data have18

a discontinuity then the two sides can be connected either bya shock
or by a degenerate solution of (1.10) withx = tG(N) called a centered
wave. However, interaction shows that the number of shocks decreases.
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The real numerical difficulty of the foregoing procedure lies in in-
verting the variable and findingξ as a function ofx, t. For this reason,
it is often preferable to use a difference scheme. Before going into this,
we now give some existence and uniqueness theorems.

Remarks .We note the difference in shock speed if we use different
conservation laws that are equivalent in the smooth case. From

Nt + Fx = 0,

we have seen that,Q satisfies

Qt + Tx = 0

where

Q =

N∫

P(M)dM

and

T =

N∫

P(M)F′(M)dM.

Considering shock speeds, we see that

S =
TR− TL

QR− QL

=

NR∫

NL

P(N)F′(N)dN

NR∫

NL

P(N)dN

In the limits asNL → NR we see thatS tends to the characteristic speed,19

the same for both the forms. But forNR , NL we can obtain a wide
range of shock speeds by the choice ofP(N).

To get uniqueness, as we shall see, we introduce the following en-
tropy conditionto go with a specific weak conservation law:
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The characteristics starting on either side of the discontinuity curve
(shock curve) when continued in the direction of increasingtime t inter-
sect the line of discontinuity.

This means the characteristics issuing from a shock go backwards
in time (see figure (1.9)). This will be the case if

F′(NL) > S > F′(NR)

whereNL, NR are the values ofN on left and right of the shock curve
respectively andS is the shock speed.

Hereafter, in this section, by a shock, we mean a discontinuity satis-
fying the jump condition and this entropy condition. For thefollowing
results, which we are going to derive, we refer to P.D. Lax [23]. The
most important feature there is the role of theL1 norm. A piecewise
continuous function such as a solution with shocks will haveits first
derivatives inL1 but not inL2. Consider

Nt + Fx = 0, −∞ < x < ∞, t > 0. (1.14)

We assumeF is convex1 and aC2-function.

Exercise 1.4.Let f : (a, b) → R be aC2-function. Thenf is convex iff20

f ′′(x) > 0 for all x ∈ (a, b). Further show thatf satisfies the inequality

f (x) ≥ f (y) + (x− y) f ′(y) (1.15)

for all x, y ∈ (a, b).

Theorem .Let N,M be two piecewise continuous solutions of (1.14)
whose discontinuities are only shocks. Then||N − M||(t) is a decreasing
function of t where

||N − M||(t) =
∞∫

−∞

|N(x, t) − M(x, t)|dx.

(We assume the integral exists).

1In the traffic problemF is concave but the problem can be transformed to this case.
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Corollary (Uniqueness Theorem).If N = M at time t= 0, then N≡ M.

Proof. Let x = yn(t) be the points such that (N − M) has the sign of
(−1)n in yn(t) < x < yn+1(t). Then

||N − M||(t) =
∑

(−1)n
yn+1∫

yn

(N − M)dx.

There are two cases:

(i) SupposeN = M on a curve which is not a shock curve of either
solution. ThenG(N) = G(M). Thus the two sets of characteristics
have the same slopes and hence coincide. Hence there is a seg-
ment or a point on every linet = constant whereN = M. If it is a
point, the curve on whichN = M is a characteristic; if it is a line
segment then the whole region swept out by the characteristics
from the segment satisfiesN = M.

(ii) The curve whereN = M is a shock. Consider 21

d
dt
||N − M||(t) =

∑

(−1)n






yn+1∫

yn

(Nt − Mt)dx+

+(N − M)
∣
∣
∣
yn+1

dyn+1

dt
− (N − M)

∣
∣
∣
yn

dyn

dt

}

.

Consider the term in the bracket; from equation (1.14) it is

yn+1∫

yn

(F(M)x−F(N)x)dx+(N−M)
dy
dt

]yn+1
yn
= [F(m)−F(N)+(N−M)

dy
dt

]yn+1
yn

,

(1.16)
whereyn are now points of discontinuity ofN or M. The contribution
from other pointsyn vanishes becauseN = M andF(M) = F(N). Next
we calculate the contribution at the upper pointyn+1. SupposeN has
a discontinuity atyn+1 and M does not; the other cases are analogous.
Now

dy
dt
= S =

F(NL) − F(NR)
NL − NR

.
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Since (N−M) changes sign andM does not have a discontinuity atyn+1,
we must have

NR < M < NL.

The contribution of the term in the bracket in (1.16) atyn+1 is thus, with
N = NL, given by

F(M) − F(NL) + (NL − M) · F(NL) − F(NR)
NL − NR

=

= F(M) −
{

M − NR

NL − NR
F(NL) +

NL − M
NL − NR

F(NR)

}

22

≤ 0, (by the convexity ofF sinceNR < M < NL). SinceM < NL,
(NL−M) is positive and thereforen is even and hence the contribution is
negative. Arguing on the same lines, we find similarly that the contribu-
tion from the lower pointyn is also negative as well as the contribution
when bothN andM have shocks. This completes the proof. �

Remark. A similar estimate which yields uniqueness can be made un-
der alternative conditions onF, other than convexity.

Theorem (A minimum principle). Consider the initial value problem

Nt + Fx = 0, −∞ < x < ∞, t > 0,

N(x, 0) = Φ(x).

Let N(x, t) be a continuous and differentiable solution. LetΦ ∈ L′ (It
suffices to assume thatΦ vanishes for large negative x). Put

I (x, y, t) =

y∫

−∞

Φ(s)ds+ tH(
x− y

t
),

where

H(L) = MG(M) − F(M), M = G−1(L), G = dF/dM. (1.17)

Then N(x, t) = G−1(
x− y

t
) where y minimizes I(x, y, t). (Note G(N) =

F′(N) is an increasing function of N by our assumption on F; so that
the inverse G−1 exists).
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Proof. Let23

U(x, t) =

x∫

−∞

N(y, t)dy, (1.18)

then
Ux = N. (1.19)

SinceN satisfies the differential equation, we obtain

Ut + F(Ux) = 0; (1.20)

here we have adjusted the integration constant by putting

F(0) = 0. (1.21)

If (1.15) is applied withUx and any numberM, we obtain

F(Ux) ≥ F(M) + (Ux − M)G(M).

Or using (1.20),

Ut +G(M)Ux ≤ MG(M) − F(M). (1.22)

Let y denote the intercept on thex-axis of the line given bydx/dt =
G(M) or

(x− y)/t = G(M), t > 0. (1.23)

Integrating (1.22) along this line w.r.t.t from t = 0, we obtain

U(x, t) − U(y, 0) ≤ t[MG(M) − F(M)]. (1.24)

From (1.23), we have

G−1(
x− y

t
) = M. (1.25)

If H is defined by (1.17), we see that

U(x, t) ≤ U(y, 0)+ tH(
x− y

t
) = I (x, y, t). (1.26)

We also note that 24



22 1. The Traffic problem and a first order nonlinear equation

dH/dL = G−1(L).

Let G(0) = c; thenG−1(c) = 0. SinceF(0) = 0, we haveH(c) = 0 and
this is its minimum value. The inequality in (1.26) holds forall choices
of y. In particular for the value ofy for which M, given by (1.25), equals
N(x, t), the sign of equality holds in (1.24) along the whole characteristic
dx/dt = G(N) issuing from (x, t). Therefore, the sign of equality holds
in (1.26). This completes the proof. �

Remark 1. The above theorem holds also for generalised (weak) solu-
tions whose discontinuities are shocks. For, relation (1.20) is the integral
form of the conservation law and so relation (1.26) is also valid for gen-
eralised solutions. Since all discontinuities are shocks every point (x, t)
can be connected to a pointy on the initial line by a backward char-
acteristic (entropy condition). For this choice ofM equality holds in
(1.26).

Remark 2. The converse of the result given in remark 1 is also true.

An estimate for large t. In the first theorem, we have found an explicit
formula for the solution of an initial value problem in termsof its initial
value. Recall

N(x, t) = G−1(
x− y

t
) (1.27)

wherey minimizes25

I (x, y, t) =

y∫

−∞

Φ(s)ds+ tH(
x− y

t
). (1.28)

We have also seen thatH takes its minimum values atF(0) = c amd
H(c) = 0. Let

k =
1
2

(G−1)′(c) =
1
2

H′′(c). (1.29)

AssumingF is strictly convex, we havek > 0. Suppose there are two
positive constantsk1, k2 such that

2k1 < H′′ < 2k2. (1.30)
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It follows then fromH(c) = 0, H′(0) = 0 that

H(L) ≥ k1(L − c)2.

Thus

tH(
x− y

t
) ≥

k1

t
(x− y− ct)2. (1.31)

Now we assumeΦ ∈ L1 and let||Φ|| denotes itsL1-norm. Then using
(1.28) and (1.31), we conclude

−||Φ|| +
k1

t
(x− y− ct)2 ≤ I (x, y, t). (1.32)

But

I (x, x− ct, t) =

x−ct∫

−∞

Φ(s)ds≤ ||Φ||

and hence by the minimum principle

I (x, y, t) ≤ ||Φ||

at the minimizing functiony. Combined with (1.31), we obtain

| x− y
t
− c| ≤

{

2||Φ||
k1t

}1/2

= m̃/
√

t, say. (1.33)

From (G−1)′ = H′′ < 2k2 andG−1(c) = 0, we have 26

|G−1(L)| ≤ 2k2|L − c|,

or

|G−1(
x− y

t
)| ≤ 2k2|

x− y
t
− c|

≤ 2k2 · m̃/
√

t = m/
√

t, say.

Thus
|N(x, t)| ≤ m/

√
t, from (1.27).
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Now suppose thatΦ vanishes outside (−A,A); then

x∫

−∞

Φ(s)ds= 0, if x,−A

= constant, ifx > A.

According to (1.33), the minimum value ofy lies in the interval

x− ct − m̃
√

t ≤ y ≤ x− ct+ m̃
√

t.

If x < ct− m̃
√

t − A, theny < −A, where the value of

y∫

−∞

Φ(s)ds

is independent ofy and therefore the minimum ofI is attained at the

point which minimizestH(
x− y

t
); this value isy = x− ct. Similarly, if

x > ct+ m̃
√

t +A, the minimizing value isy = x− ct. SinceG−1(c) = 0,
we conclude fromN(x, t) = G−1( x−y

t ) that N(x, t) = 0 for x outside the
interval (ct − m̃

√
t − A, ct + m̃

√
t + A). This can be restated as: Every27

solutionN whose initial value vanishes outside a finite interval, at timet
vanishes outside on terval whose length is 0(

√
t) and inside this interval

it is 0(1/
√

t).
In fact, the result can be improved. We state the theorem without

proof.

Theorem.Define the 2-parameter family of functions M(p, q), p, q ≥ 0
as

M(x, t; p, q) =






(x− ct)/tF′′(0), for ct −
√

pt < x < ct+
√

qt,

0, otherwise

Let N(x, t) be any solution with shocks of

Nt + (F(N))x = 0
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where F is convex, F′(0) = c. Then

||N − M(p, q)||(t)

tends to zero as t→ ∞ where|| · || is the L1-norm and

p = −2F′′(0) min
y

y∫

−∞

Φ(s)ds

q = −2F′′(0) max
y

∞∫

y

Φ(s)ds.

1.5 Modifications by diffustion and dissipation

Consider the first order nonlinear equation

Nt + NNx = 0, −∞ < x < ∞, t > 0, (1.34)

N(x, 0) = Φ(x),

whose solution is implicitly given by

x = ξ + tΦ(ξ)

N(x, t) = Φ(ξ).

We have seen that however smoothΦ may be the solution becomes28

discontinuous after a finite time, ifΦ has compact support. We want to
consider a different model in which we add an extradissipative term:

Nt + NNx = αNxx, (1.35)

whereα is a small positive number. This is the well-known Burgers’
equation that has been utilized by Burgers as a mathematicalmodel of
turbulence. By a nonlinear transformation (Cole-Hopf transformation),
it is known that (1.35) can be reduced to the linear heat equation

Ψt = αΨxx, (1.36)
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where

N = −2α
Ψx

Ψ
.

Solving (1.36) a complete solution of (1.35) withN(x, 0) = Φ(x) is given
by

N(x, t) =

∞∫

∞

x−η
t e−χ/2αdη

∞∫

−∞
e−χ/2αdη

,

where

χ(η; x, t) =

η∫

o

Φ(η′)dη′ + (x− η)2/2t

Hence in the case of Burgers’ equation a solution exists for all time ever
for discontinuous (bounded, measurable) functionsΦ. It can be shown,29

by the method of steepest descent, that asα → 0 the solution of the
Burgers’ equation becomes, asymptotically, a solution of (1.34).

Now instead of putting an extra dissipative term, we put a dispersive
term and consider

Nt + Nxx = βNxxx. (1.37)

This is the Kortaweg-deVries equation, originally formulated in the
study of shallow water theory. Recently, P.D. Lax and D. Levermore
have developed the theory of the connection between this equation and
shock theory in the limitβ→ 0. Many other mathematical properties of
this equation have been studied in recent years.

1.6 Propagation of singularities in derivatives

Let Ω = Ω1 Ω2Γ be an open set in (x, t) plane (see figure 1.10). Let
f (x, t) be a continuous function inΩ. Supposefx, ft are continuous in
Ω1 andΩ2 and have finite limits as they approachΓ from either side.
Let Γ be described by a smooth curve
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Fig. 1.10.

x = s(t). Let [·] denote the jump acrossΓ. Then a calculation shows30

d
dt

[ f ] = [ fx]s
′ + [ ft]. (1.38)

Consider now the equation

Nt +G(N)Nx = 0 (1.39)

in Ω. Let N be a continuous function inΩ, having discontinuities inNx,
Nt acrossΓ, and satisfying (1.39) inΩ1,Ω2. Applying (1.38) toN, we
abtain

[Nx]s
′ + [Nt] = 0, (1.40)

since [N] = 0.
SinceN satisfies (1.39) inΩ1 andΩ2, we obtain as we approachΓ

that
[Nt] +G(N)[Nx] = 0. (1.41)

Létλ = [Nx]; then from (1.40) [Nt] = −λs′. Thus from (1.41), we obtain

−λs′ +G(N)λ = 0.

Assumingλ , 0, we obtains′ = G(N). But then this curve is precisely
a characteristic. Hence the discontinuities inNx, Nt propagate along
characteristics.

Note.This is true in higher dimensions also.
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Let us look more closely at the singularities inNx, Nt. To do this,
we put p = Nx, q = Nt. Then in the regions wherep, q are continuous
they satisfy the equations

pt +G(N)px +G′(N)p2 = 0, (1.42)

qt +G(N)qx +G′(N)pq= 0 (1.43)

respectively. Solving (1.42) by the method of characteristics, we find31

p =
1

t∫
G′(N)dt − c

on dx/dt = G(N),

wherec is a constant. Note that the characteristics for these equations
and the original equation are the same. Note that since at thetime of
breakingp becomes infinite, the constantc must become the integral in
the denominator at that time.

1.7 Computing methods

Although we have obtained a method of solving a nonlinear equation,
it may be difficult to obtain the solution explicitly using the method
described. In practice, it is preferable to use a difference scheme.

We first consider a linear equation

Ut + aUx = 0

where ‘a’ is a constant, with initial conditionU(x, 0) = Φ(x). Let the
domain be approximated by a rectangle. Divide this rectangle into small
rectangles of length ‘h’ and width ‘k’ (see the figure 1.11). We want to
find an approximate value ofU on this mesh of points.
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Fig. 1.11.
32

Let U(x, t) = U(hi, k j) = U j
i . The simplest way to approximate

∂U/∂t, at (hi, k j), would be by

U j+1
i − U j

i

k

making an error of orderk. We shall this is too inaccurate. If a similar
approximation is made for∂U/∂x we obtain the following difference
equation

U j+1
i − U j

i

k
+ a ·

U j
i+1 − U j

h

h
= 0

or

U j+1
i = U j

i −
ak
h

(U j
i+1 − U j

i ) (1.44)

Its simplicity lies in the fact that it requires the values only on the first
row, which will be given by the initial data. Each evaluation, however,
gives an error of orderh2 or k2 = α2h2, say, and if one substitutes con-
secutively, the valueU j

i is obtained and involves using the approxima-
tion j( j − 1)/2 times, i.e., making an error of orderj( j − 1)h2/2. Now, 33

if j is a mesh corresponding to final timeT, j = T/k = T/h and, hence,
the error behaves likeT2. Therefore, we would have to keepT small in
order to avoid an error that is of the same size as the solution. In spite of
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this possibility, the scheme is sometimes useful because ofits simplic-
ity. Thus in moving from an ordinary differential equation, we see that
we must make a scheme that has more consistent accuracy.

We look now instead for a scheme that is accurate in the equation or
consistent with the equationto second order in the differenceh taking
k, h of the same order of magnitude.

We note that a derivative is much more accurately described by a
difference ratio that straddles equally the point where the approximation
is made. Thus using

U j+1
i − U j−1

i

2k
for ∂U/∂t the derivative is accurate to second order ink. This can be
seen as follows. LetW(t) possess a Taylor’s series. Then

W(t + ∆t) =W(t) +W′(t) · ∆t +W′′(t) · (∆t)2/2+ 0((∆t)3),

W(t − ∆t) =W(t) −W′(t) · ∆t +W′′(t) · (∆t)2/2+ 0((∆t)3).

On subtraction, we obtain

W′(t) =
W(t + ∆t) −W(t − ∆t)

2∆t
+ 0((∆t)2).

Thus, we are led to a scheme consistent to 0(h2):

U j+1
i − U j−1

i

2k
+ a j

i

U j
i+1 − U j

i−1

2h
= 0

or34

U j+1
i = U j−1

i −
a j

i k

h
(U j

i+1 − U j
i−1) (1.45)

Here ‘a’ is considered as a function ofx, t. This algorithm gives us a
new row of values from neighbours in the two preceding rows.

Its apparent disadvantage is that it requires the values on two rows
to start with, but we have only one. The simplest way to get thesecond
row is to use the first scheme (1.44). This leads to an error of orderh2 in
the second row. This error is just carried through, but not compounded.
From the algorithm, we see that the value at the point (i, j) is obtained
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successively from a pyramid of mesh points and that the algorithm is
applied j( j − 1)/2 times again; but the error is of orderh3 at each step,
and hence the error is of orderj2h3. Since j ≃ T/h, T being the final
time, we see that the net error is of orderh.

This is then a consistent scheme but it is still possible for it to be
unstable, i.e., to have the property that it amplifies the error.

Stability. (1.45) (and also (1.44)) is a difference scheme with constant
coefficients. A constant raised to a power plays the role that an exponen-
tial plays in differential equations. So, we look for solutions of (1.45)
in the formξiζ j , i.e.,U j

i = ξ
iζ j. Substituting this in (1.45), we obtain a35

relation betweenξ andζ.

ζ = ζ−1 − ak
h

(ξ − ξ−1).

Thus for everyξ there are two possible value forζ. We are, of course,
looking for real solutions and we could generate the solutions with real
ζ. But, clearly, ifξ andζ are complex, then

(ξiζ j + ξ
i
ζ

j
)/2 and (ξiζ j − ξi

ζ
j
)/2
√
−1,

will both be real solutions. Forj = 0, these solutions are|ξ|i cos(i argξ),
|ξ|i sin(i argξ). If we take |ξ| = 1 and put argξ/h = n, n = 0, ±1,
±2, . . . the corresponding values forj = 0 then become cos(nih) and
sin(nih), which can be used to describe any initial data by a Fourier
series approximation. Let us consider first cos(nih). At an arbitrary row
j its value, since|ξ| = 1, is Re[exp(

√
−1 inh)ζ j ] where we can takeζ to

be either root of

ζ = ζ−1 −
ak
h

(e
√
−1.nh− e−

√
−1.nh)

= ζ−1 −
2ak
h

√
−1 · sin(nh). (1.46)

Note that the absolute value of the product of the roots is 1. So, if one
of the roots has absolute value different from 1, then there is a root with
absolute value greater than 1. Supposej = T/k; then the solution is

|ζ |T/k Re[e
√
−1(inh) · e

√
−1·T/k·argζ ].



32 1. The Traffic problem and a first order nonlinear equation

If the mesh sizek shrinks, this solution behaves like exp((T logζ)/k) 36

and it also oscillates. The exponential factor goes to infinity asT tends
to infinity. A small multiple of this solution even, say, of order k3, for
the sake of argument, still goes to infinity. Such a small multiple can
easily represent an error and hence, the error amplifies as the mesh size
shrinks, i.e., the scheme is unstable unless|ζ | = 1. In that case set
ζ = exp(

√
−1Φ), with Φ a real. From (1.46), we then obtain

2
√
−1 sinΦ = −2

√
−1

ak
h

sin(nh)

or

sinΦ = −
ak
h

sin(nh).

But this has a solution iff |
ak
h
| ≤ 1, and hence if this is the case the

difference scheme is stable. If|
ak
h
| > 1, then there is a rootζ with

|ζ | > 1 and the difference scheme is unstable.
What has been established here is the Courant-Friedrichs-Lewy con-

dition for the particularly simple hyperbolic system of oneequation.

Note. If we look at the characteristics, we see thath/k must be greater
than characteristic speed for stability. Otherwise, we aretrying to eval-
uate a solution at points whose domains of dependence include points
from which we are drawing no data.

Exercise 1.5.Find the stability criterion for (1.44).37

We now consider a difference scheme for the nonlinear equation2

Ut + Fx = 0, −∞ < x < ∞, t > 0. (1.47)

HereU is a scalar andF(U) is smooth. Initial data will be prescribed
for (1.47):

U(x, 0) = Φ(x). (1.48)

We know that in general smooth solutions of (1.47) do not exist for all
time however smoothΦ may be; we have to consider weak solutions.
We recall the definition:

2The nonlinear system can be handled inthe same way both formally and numeri-
cally proviced the speeds of propagation are always distinct.
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Definition . A locally integrable functionU(x, t) is a weak solution of
(1.47) with initial data (1.48) if

"

t>0

(WtU +WxF)dxdt+
∫

W(x, 0)Φ(x)dx = 0 (1.49)

is satisfied for all smooth functionsW which vanish for large|x|, t and
t = 0; we call such functions, test functions.

We now propose and discuss a difference scheme for getting an ap-
proximate solution to (1.47) with initial data (1.48).

ChooseG : R2ℓ → R, smooth enough, related toF by the reouire-
ment

G(u, . . . , u)
︸       ︷︷       ︸

2ℓ− arguments.

= F(u). (1.50)

For k an integer putUk = U(x + k∆x, t) where∆x is step size inx-
direction; similarly, let∆t be step size int-direction. Define 38

G(x+
1
2
∆x) = G(U−ℓ+1,U−ℓ+2,...,Uℓ)

and

G(x− 1
2
∆x) = G(U−ℓ,U−ℓ+1, . . . ,Uℓ−1).

We now consider the following difference analog of (1.47)

∆U
∆t
+
∆G
∆x
= 0 (1.51)

where

∆U = U(x, t + ∆t) − U(x, t),

∆G = G(x+
1
2
∆x) −G(x−

1
2
∆x).

It follows from (1.51) that

U(x, t + ∆t) = U(x, t) − λ∆G, (1.51)′



34 1. The Traffic problem and a first order nonlinear equation

whereλ = ∆t/∆x.
We claim that the difference scheme (1.51), as a consequence of

(1.50), is ‘consistent’ with the differential equation (1.47) in the fol-
lowing sense: denote byV(x, t) the solution of the difference scheme
where, we have takenV(x, 0) = Φ(x). Here V is defined for non-
integer multiplest of ∆t, for the sake of convenience, as equal toV(x, t′),
t′ = [t/∆t]∆t. Ofcourse,V depends on∆x, ∆t.

Then the following theorem holds.

Theorem.Assume that as∆x,∆t → 0, V(x, t)→ U(x, t) boundedly a.e.
Then U(x, t) is a weak solution of (1.47) with initial data (1.48).

Proof. Multiply (1.51) throughout by∆t and by any test functionW and39

then integrate with respect tox to obtain

∫

W(x, t)
∆V
∆t

dx∆t +
∫

W(x, t)
∆G
∆x

dx∆t = 0.

Now sum over allt which are integral multiples of∆t and carry out
summation by parts in the first integral; we obtain

∑

t>0

∫
W(x, t − ∆t) −W(x, t)

∆t
V(x, t)dx∆t −

∫

W(x, 0)Φ(x)dx+

+
∑

t

∫

W(x, t)
∆G
∆x

dx∆t = 0.

In the last integral replacex by x− 1
2
∆x in first term and byx+

1
2
∆x in

second term; we finally obtain

∑

t>0

∫
W(x, t − ∆t) −W(x, t)

∆t
V(x, t)dx∆t−

−
∫

W(x, 0)Φ(x)dx

−
∑

t

∫
W(x+ 1/2 ∆x) −W(x− 1/2 ∆x)

∆x
Gdx∆t,
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whereG stands forG(V1, . . . ,V2ℓ), V1, . . . ,V2ℓ denoting values ofV at
2ℓ points which are distributed symmetrically around (x, t) and have dis-
tance∆x from each other. IfV → U boundedly a.e. as∆x, ∆t → 0 so
doV1, . . . ,V2ℓ and therefore

G(V1, . . . ,V2ℓ)→ G(U, . . . ,U) = F(U) by (1.50).

The proof is complete. �

The real difficulty is to find whenV(x, t)→ U(x, t) boundedly.
We turn to the problem of choosingG and minimizing the truncation40

error. LetU(x, t) be an exact smooth (C2 is enough) solution of (1.47).
It will then satisfy difference equation (1.51)′ only approximately; the
deviation of right side from the left side of (1.51)′ is called truncation
error. It is easily seen that, in view of (1.50), then truncation error is
0(∆t2). We shall now show, by takingℓ = 1, thatG can be so chosen
that the truncation error is 0(∆t3). Let

U(x, t + ∆t) = U(x, t) + ∆t Ut +
1
2

(∆t)2Utt + 0(∆t3) (1.52)

be a Taylor series up to terms of second order.
From (1.47), we obtain the following:

Ut + Fx = 0

Utt + (A2Ux)x = 0.
(1.53)

The second of these equations follows from the calculation with
dF/dU = A,

Utt = −Fxt = −Ftx = −(AUt)x = −(AFx)x = −(A2Ux)x.

What is significant is that allt derivatives are exactx derivatives and
therefore can be approximated by exactx differences. Substituting
(1.53) in (1.52), we obtain

U(x, t + ∆t) = U(x, t) + (∆tF +
1
2

(∆t)2A2Ux)x + 0(∆t3). (1.52)′
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Comparing (1.51)′ and (1.52)′, we see that the truncation error is 0(∆t3),
iff

∆G
∆x
= (F +

1
2
∆t A2Ux)x + 0(∆t2).

From this, we can easily determine the form thatG must take.41

Theorem.The truncation error in the difference scheme(1.51)′ is0(∆t3)
iff

G(a, b) =
F(a) + F(b)

2
+

1
2
λA2 · (b− a) (1.54)

plus terms which are0(|a− b|2) for (a− b) small.

The quantityA2 in (1.54) shall be taken as 1/2{A2(a) + A2(b)} for
the sake of symmetry more than anything else; any other choice would
make a difference that is quadratic in (a− b).

Denote the function in (1.54) byGo; any permissibleG can then be
written in the form

G = Go +
1
2

Q(a, b) · (b− a) (1.55)

whereQ(a, b) vanishes fora = b. Substituting (1.55) in (1.51)′, we see
that

U(x, t + ∆t) = U(x, t) + λ∆′F +
1
2
λ2∆A2∆U +

1
2
λ∆Q∆U, (1.56)

where∆′ = 1/2[T(∆x) − T(−∆x)] and∆ = T(
1
2
∆x) − T(−

1
2
∆x), T(s)

being the shift operator of the independent variable by an amounts. We
shall callQ theartificial viscosity.

The difference equation (1.56) expresses the value ofU at timet+∆t
as a nonlinear function ofU at timet; we shall write this as

U(t + ∆t) = NU(t). (1.56)′

The value of the solution of the difference equation at some later time42

k∆t is obtained from the initial values by the applicationk-times power
of the operatorN.
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Our aim is to show that the difference scheme (1.56) is convergent
if the size ofλ is suitably restricted. In the case of linear equations, it is
well-known and easy to show that convergence is equivalent to stability
defined as the uniform boundedness of all powersNk of N with some
fixed rangek∆t ≤ T, a problem which we have studied previously. In the
nonlinear case, following Von Neumann the convergence of the scheme
would depend on the stability of thefirst variation of the operatorN.
The first variation ofN, by definition, is a linear difference operator
with variable coefficients; Von Neumann has conjectured that such an
operator is stable iff all thelocalizedoperators associated with it, i.e., the
operators obtained by replacing the variable coefficients by their value
at some given point, are stable.

We content ourselves with:

Theorem. If the Courant-Friedrichs-Lewy condition

∆x
∆t
≥ |A|max (1.57)

is satisfied, the difference equation (1.56) satisfies Von Newmann’s con-
dition of stability that the linearized equation is stable.

Proof. The first variation of the operatorN can be easily computed and
is given by

I + λA∆′ +
1
2
λ2A2∆2 + 0(∆x), (1.58)

where∆′,∆ are as before, and 0(∆x) denotes an operator bounded in43

norm by |∆x|, provided we are perturbing in the neighbourhood of a
smoothly varying solution, i.e., one where neighbouring values differ
by 0(∆x). In this case, the influence of the additional viscosity term is
0(∆x); see Remark 1 below.

To localise the operator (1.58), we replaceA by its value at some
point. After making a Fourier transform, the operator∆′ becomes mul-
tiplication by i sinα, and the operator∆ multiplication by 2i sin(1/2)α,
so that (1/2)∆2 becomes multiplication by cosα − 1; hereα = ξ∆x, ξ
being dual variable. Hence the amplification function of theoperator
(1.58) is

I + iλAsinα + λ2A2(cosα − 1)+ 0(∆x). (1.59)
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Since the eigenvaluesk of A are real, the eigenvaluesv of the matrix
(1.59) are given by

|v|2 = (1− k2(1− cosα))2 + k2 sin2α + 0(∆x)

= 1− 2k2(1− cosα) + k4(1− cosα)2 + k2(1− cos2α) + 0(∆x)

= 1− (k2 − k4)(1− cosα)2 + 0(∆x).

By our assumption (1.57)|k| ≤ 1. Thus|v| ≤ 1+ 0(∆x).
The proof of completed. �

Remark 1. We have seen above that the quadratic terms,Q(a, b), ap-
pearing in a representation ofG(a, b) influence neither the order of the
truncation error nor the stability of the scheme at points where the so-
lution varies smoothly. The terms do influence, however, at the points44

where solution varies rapidly, e.g., across a shock. For a detailed analy-
sis, we refer to Lax and Wendroff [24].

As a second example, we consider the Lax-Friedrichs scheme for
(1.47). We add a dissipative termǫUxx with ǫ = 2∆x2/∆t. This scheme
is given by

Un+1
j = Un

j −
∆t

2∆x
[F(Un

j+1)− F(Un
j−1)] +

1
2

(Un
j+1 +Un

j − 2Un
j ), (1.60)

whereUn
j abbrevatesU( j∆x, n∆t). We want to establish convergence

via the contraction mapping principle. We write (1.60) as

Un+1 = T(Un). (1.60)′

ThenT maps sequence
{

U j

}∞
j=−∞

to a sequence
{

T(U)
}∞

j=−∞
according

to

{T(U)} j = U j −
∆t
2∆t

[F(U j+1) − F(U j−1)] +
1
2

(U j+1 + U j−1 − 2U j).

Let ℓ1 be the space of all summable sequences
{

U j

}∞
j=−∞

with usual or-

dering: if U,V ∈ ℓ1 sayU ≤ V if U j ≤ V j for all j. Let a < 0 < b and
put

C = {U ∈ ℓ1 : a < U j < b for all j}.
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AssumingF(U j) − F(U− j)→ 0 as j → ∞ it can be seen easily that

∞∑

j=−∞
{T(U)} j =

∞∑

j=−∞
U j .

ThusT is integral preserving. It is also easy to see that if∆t/∆x|F′(Ω)| < 45

1, a ≤ Ω ≤ b, thenT is order preserving, i.e.,U ≤ V.
T(U) ≤ T(V). Then it follows, by the following theorem, thatT is

also a contraction. Thus the scheme is convergent.

Theorem .Let Ω be a measurable space with a positive measure and
T : L1(Ω)→ L1(Ω) satisfy

∫

Ω

T f =
∫

Ω

f .

Let C L′(Ω) be such that whenever f , gǫC, max(f , g) ∈ C. Then the
following statement are equivalent.

i) f , g ∈ C, f ≤ g a.e. T( f ) ≤ T(g): order preserving.

ii)
∫

Ω

(T f − Tg)+ ≤
∫

Ω

( f − g)+, f , g ∈ C where r+ = max(r, 0).

iii)
∫

Ω

|T f − Tg| ≤
∫

Ω

| f − g|, f , g ∈ C: contraction.

For proof, we refer to Crandall and Tartar [7].





Chapter 2

One Dimensional gas
dynamics

2.1 Equations of motion

These equations of motion completely characterise smooth movement 46

of a fluid. They express the physical laws:

i) Conservation of mass,

ii) Conservation of momentum and

iii) Conservation of energy.

We first consider conservation of mass. For this, the rate of change
of mass in any volume elementV of the fluid is balanced by the flow
across∂V, the boundary ofV. If n denotes the outward unit normal to
∂V, then the normal component of velocity across∂V is n · u, whereu =
(u1, u2, u3) is the velocity vector of the fluid (we are mainly interested
in 1, 2 or 3 dimensional flows). Then the net flow across the boundary
between two timest1, t2 is

−
t2∫

t1

∫

∂V

ρ(n · u)dσdt,

41
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whereρ is the density of the fluid anddσ denotes the surface measure.
This must be balanced by the change in total mass between the timest1,
t2. Hence

[
∫

V

ρdV]t2
t1 = −

t2∫

t1

∫

∂V

ρ(n · u)dσ dt,

or taking the limit ast1→ t2,

d
dt

∫

V

ρdV +
∫

∂V

ρ(n · u)dσ = 0.

Using divergence theorem this can be written as47

d
dt

∫

V

ρdV +
∫

V

div(ρu)dV = 0. (2.1)

In a similar way, the equation for the net change in theith component of
the momentum is

d
dt

∫

V

ρuidV+
∫

∂V

[ρui (n · u) + pni ]dσ = 0. (2.2)

The first term is the rate of change of total momentum insideV, the
second term is the transport of the momentum across the boundary and
the third is the rate of change of momentum produced by the pressurep.
Here, we are neglecting other forces such as gravity, viscosity, etc.

The total energy density per unit volume consists of the kinetic en-
ergyρ|u|2/2 of the motion of particles plus the internal energyρe of the
molecular motion. For energy balance, we then have after neglecting
heat conduction, viscosity, etc.

d
dt

∫

V

(ρ|u|2/2+ ρe)dV +
∫

∂V

{(ρ|u|2 + ρe)n · u+ pn · u}dσ = 0. (2.3)

The first term in the surface integral is again the contribution from en-
ergy transport across the boundary and the second term is therate of
work by the pressurep at the boundary.
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If discontinuities are allowed in the flow, we have to work with (2.1)
- (2.3) (In fact they are not quite enough). But if all the quantities are
smooth, we can different under the integral sign. We then obtain the
differential equations

∂ρ

∂t
+ div(ρu) = 0, (2.1(a))

∂

∂t
(ρui ) + div(ρuiu) +

∂p
∂xi
= 0, i = 1, 2, 3, (2.2(a))

∂

∂t
(ρ|u|2/2+ ρe) + div[ρu(ρ|u|2/2+ e+

p
ρ

)] = 0. (2.3(a))

48

2.2 Thermodynamical relations. Entropy:

Consider the quantityde+ pd(1/ρ). When a small energy is added to
a mass of gas some of the energy is the work of changing the volume
1/ρ to 1/ρ + d(1/ρ). This energy ispd(1/ρ); the restde is heat put into
the system. Since the quantityde is a perfect differential, there exist
functionsS(p, ρ), T(p, ρ) such that

de+ pd(1/ρ) = TdS (2.4)

T is the absolute temperature andS is the entropy. The relation (2.4)
may be viewed as a way of defining temperature and entropy up toan
arbitrary function.

Suppose we treatp, τ = ρ−1 as the independent variables, then we
will have

de= −pdτ + αdp+ βdτ,

whereα, β are given functions and we want to expressαdp+βdτ asTdS,
whereT,S are functions ofp, τ. We want to show this representation
is essentially unique. First from the compatibility relations forde, we
have

(−p+ β)p = ατ, (∗)

and from the one forS we have 49
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(α/T)τ = (β/T)p

or

α(
1
T

)τ − β(
1
T

)p + (ατ − βp)
1
T
= 0

or

α(
1
T

)τ − β(
1
T

)p −
1
T
= 0, from (∗).

This is a first order equation for 1/T which we may solve provideda2 +

β2
, 0, which is a reasonable thermodynamic assumption. OnceT is

determinedS is found fromdS = (α/T)dp+ (β/T)dτ. With respect to
uniqueness, suppose we have two such representations,T,S andT′,S′.
Then TdS = T′dS′ or Sτ/Sp = S′τ/S

′
p and henceF(S,S′) = 0 for

someF or with an assumption of monotonicityS′ = s(S) and then

T′ =
T

ds/dS
. Thus the temperature and entropy are uniquely determined

up to a scaling factors(S).
Suppose, we know for some medium thate is a function ofτ andS,

whereτ = 1/ρ, specific volume. Then we see thatp is also a function
of ρ, S. We assume

p = f (ρ,S) or p = g(τ,S).

It is a fundamental property of almost all media that, entropy remaining
constant, pressure is an increasing function ofρ or equivalently decreas-
ing function ofτ. Thus

fρ > 0 and gτ < 0.

For any value ofS, the functiong(τ,S) is generally convex w.r.t.τ.50

Henceforth, we shall assume this:

gττ(r,S) > 0.

Alternative forms of equations of motion:
Introducing the operator

D
Dt
=
∂

∂t
+ u j ·

∂

∂x j
,
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the equations (2.1(a)) - (2.3(a)) can be written as

Dρ
Dt
+
∂u j

∂x j
= 0, (2.5)

ρ
Dui

Dt
+
∂p
∂xi
= 0, i = 1, 2, 3, (2.6)

ρ
De
Dt
+ p ·

∂u j

∂x j
= 0, (2.7)

or using (2.5), (2.7) can be written as

De
Dt
− p

ρ2

Dρ
Dt
= 0.

Then from the thermodynamic relation (2.4), we obtain

T
DS
Dt
= 0. (2.8)

This is to say, entropy remains constant following a particle. Flows
satisfying (2.8) are calledadiabatic. It follows from that, if the fluid
initially has uniform entropy then entropy remains constant throughout
as long as the flow is continuous. In such a casep = f (ρ). Such flows
are calledisentropic.

2.3 One dimensional flow

The equations reduce to

ρt + (ρu)x = 0,

(ρu)t + (ρu2)x + px = 0,

St + uSx = 0.






(2.9)

The second equation in (2.9) can be written, using the first equation, as 51

ρut + ρuux + px = 0.
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The third equation follows from (2.8). It is convenient to use p, u. Then
the system (2.9) may be written as

pt + upx + ρc2ux = 0,

ρut + px + ρuux = 0, (2.9(a))

St + uSx = 0,

where c2 = (∂p/∂ρ)S= constant; c is called the sound speed. System
(2.9(a)) is a typical nonlinear hyperbolic system.

Another such ta system, the Lundquist equations, occurs in magneto-
hydrodynamics. It involves coupling Maxwell’s equations with the clas-
sical equations of gas dynamics.

Let E, B stand for electric and magnetic field vectors and letJ, u
denote the electric current and the flow velocity. Ifp is pressure and
c2 = dp/dρ is the sound velocity, then the equations are

∂B
∂t
+ (∇ · u)B− (B · ∇)u = 0,

ρ
∂u
∂t
+ ∇p+ B× (∇ × B) = 0,

c2/ρ · ∂ρ
∂t
+ c2∇ · u = 0,

dS
dt
= 0.

Another related hyperbolic system occurs in the theory of shallow water52

where (2.5) and (2.6) hold with the depth playing the role of densityρ
andp/ρ2 is constant.

We turn to the study of the system (2.9(a)). We consider isentropic
flow so that the third equation drops out. Adding and substracting the
other two equations, we arrive at

pt + (u+ c)px + ρc{ut + (u+ c)ux} = 0,

pt + (u− c)px − ρc{ut + (u− c)ux} = 0.

We choose the characteristicsC+, C− so that the derivatives are along
them. Thus for

C+ :
dx
dt
= u+ c,
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C− :
dx
dt
= u− c

and then

dp
dt
+ ρc

du
dt
= 0 on C+

dp
dt
− ρc

du
dt
= 0 on C−.

Integrating these two equations, we obtain

ℓ(ρ) + u = constant onC+,

ℓ(ρ) − u = constant onC−,

where

ℓ(ρ) =
∫

c(ρ)dρ
ρ

The quantitiesℓ(ρ) ± u are calledRiemann invariants.

Exercise 2.1.Reduce the system (2.9(a)) (omitting the last equation)53

for slow speeds nearly constant density to the wave equation(in u or in
p). Show also that discontinuities in derivatives propagatewith sound
speed.

Exercise 2.2.Find the speeds of propagation of the one dimensional
Lundquist equations.

Simple Waves. Piston Problem: In addition to being isentropic, if
the flow has one Riemann invariant constant throughout, the solution is
called asimple wave. Such a wave lies next to a constant state since
all the characteristics of one kind issuing from the constant state carry a
constant Riemann invariant.

To illustrate, how such waves can be produced, we consider the pis-
ton problem as a basic model. Consider the waves produced by the
movement of a piston at the end of a tube and gas at rest in a constant
state ahead of it. Provided shocks do not appear, the waves carry a con-
stant Riemann invariant from the constant state ahead.
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Initially, the gas has velocityu = 0, sound speedco andS = So in
s ≥ 0, t = 0. The piston path is itself a particle path and the flow is
isentropic.

Sinceu − c < u the C− characteristics start on thex - axis in the
uniform region (see figure 2.1). On eachC−

ℓ(ρ) − u = constant; (2.10)

Sinceu = 0 initially, we conclude that the constant isℓ(ρ0), whereρ054

corresponds to the initial density. Since this constant is the same forC−
characteristics, we conclude thatℓ(ρ) − u is the Riemann invariant that
is constant throughout. We now use the other characteristicto find the
other quantities.

Fig. 2.1.

For thoseC+ which originate from thex-axis, we see that

ℓ(ρ) + u = ℓ(ρ0) (2.11)

From (2.10), (2.11), we conclude thatu = 0,c = c0 in the region covered
by theseC+ characteristics. LetCo

+ separate theC+ characteristics that
meet the piston from those which meet thex - axis.

Since the image of the flow in (ρ, u) space lies entirely on the curve
ℓ′(ρ) − u = constant each point on the curve represents a curve in the
flow. At that point the value ofℓ(ρ) + u determinesu, ρ and hence the
slopedx/dt = u + c, of C+ which is constant along that characteristic.
Hence
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ρ, u are constant on eachC+ :
dx
dt
= u+ c.

To complete the solution, we should use the boundary conditions, 55

given on the piston. Let the piston path be given byx = X(t). Then the
boundary condition is

u = Ẋ(t) on x = X(t).

With this, we can obtain the complete solution:

x = (Ẋ(τ) + c) (t − τ)
u = Ẋ(τ)

Since theC+ characteristics are straight lines with the slopedx/dt
increasing withu, it is clear that the characteristics will overlap ifu in-
creases on the piston i.e., ifẌ(t) > 0 for anyt (this is the case when the
piston accelerates into the gas). This is typical of nonlinear breaking,
(see p8) and shocks will be formed. We need to reexamine the argu-
ments leading to the constancy of entropy and of one of the Riemann
invariants. But for motions witḧX(t) ≤ 0, we have constructed a com-
plete solution.

2.4 Shock conditions

We suppose the flow is one dimensional and allow jump discontinuities,
denoted by [·], in the flow. We must work with the equations (2.1) -
(2.3). Let the regionV collapse on a slit around the discontinuity and
we find the discontinuity conditions:

−U[ρ] + [ρu] = 0

−U[ρu] + [ρu2 + p] = 0

−U[ρ2/2+ ρe] + [(ρu2/2+ ρe+ p)u] = 0,

whereU is the discontinuity velocity. We denote by subscripts (0),(1) 56

the two states. As a particle moves across the discontinuity, it moves
from thefront of the discontinuity across the discontinuity tobehindthe
discontinuity. The entropy mustincreasein this direction.
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For convenience, we introduce the relative velocities

vi = U − ui , i = 0, 1.

In the velocity frame where the discontinuity is at rest, since the equa-
tions are independent of the coordinate system, we obtain from the
above

ρ0v0 = ρ1v1 = m, (2.12)

wherem is themass fluxthrough the surface;

ρ0v2
0 + p0 = ρ1v2

1 + p1 = p, (2.13)

wherep is totalmomentum fluxand finally theenergy fluxcondition:

m(v2
0/2+ e0 + p0τ0) = m(v2

1/2+ e1 + p1τ1). (2.14)

According to the second law of thermodynamics entropy can only in-
crease. Hence across a discontinuity

S0 ≤ S1

or
mS0 ≤ mS1 (2.15)

Two two types of discontinuity surfaces are distinguished by the cases
m = 0 andm , 0. The casem , 0 corresponds to mass flowing across
and the discontinuity surfaces are calledcheckfronts; the casem = 057

corresponds to acontactor slip surface.
We first consider the case of a shock,m , 0. Then from equation

(2.14), we obtain

1
2

v2
0 + e0 + p0τ0 =

1
2

v2
1 + e1 + p1τ1.

If we introduceenthalpy, i = e+ pτ, we then obtain

v2
0/2+ i0 = v2

1/2+ i1 (2.16)

If we use (2.12) and (2.13), we obtain

τ0(p0 − p1) = v0(v1 − v0),
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τ1(p0 − p1) = v1(v1 − v0)

and hence adding these two equations, we obtain

(τ0 + τ1) (p1 − p0) = v2
0 − v2

1 (2.17)

Equation (2.16) becomes

(p1 − p0) (τ0 + τ1)/2 = i1 − i0, (2.18)

or, sincei = e+ pτ,

(τ0 − τ1) (p1 + p0)/2 = e1 − e0. (2.19)

Since (2.18) and (2.19) involve only thermodynamical quantities, they
are particularly useful. They were first studied by Hugoniotand (2.19)
is called theHugoniot relation. The relation (2.19) can be intepreted by
stating that the increase in energy across a shock is due to the work done
by the mean of the pressures in performing thecompression.

The most common example considered is a polytropic gas, withp = 58

A(S)ργ. We note the following relations: (refer Serrin1)

logA = S/cν, e= p/(γ − 1)ρ, c2 = γp/ρ,

wherecν is the specific heat at constant volume. It is often useful to use
formulas for polytropic gases with the parameter

M =
U − u0

c0

which is theMach numberof the shock relative to the flow ahead and is
a useful measure of strength. Using (2.12) and (2.13) and thedefinition
of M, we arrive at the following:

|u1 − u0

c0
| = 2(M2 − 1)

(γ + 1)M
,

ρ1/ρ0 = (γ + 1)M2/{(γ − 1)M2 + 2},
1See, Flügge, S. (Ed.), Encyclopedia of Physics, VIII/1, Springer–Verlag (1959).
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(p1 − p0)/p0 = 2γ(M2 − 1)/(γ + 1),

c1/c0 =
{2γM2 − (γ − 1)}1/2 · {(γ − 1)M2 + 2}1/2

(γ + 1)M
.

Introducing an alternative strength parameter

z=
p1 − p0

p0
,

the above set of equations can be written as

M =

{

1+
(γ + 1)z

2γ

}1/2

, (2.20)

|u1 − u0

c0
| = z

γ{1+ (γ+1)z
2γ }1/2

, (2.21)

ρ1/ρ0 =

{

1+
(γ + 1)z

2γ

}

/

{

1+
(γ − 1)z

2γ

}

, (2.22)

c1/c0 =






(1+ z)(1+ (γ−1)z
2γ )

1+ (γ+1)z
2γ






1/2

(2.23)

From the relation forS, obtained fromA, and the relation (2.22), we59

obtain

(S1 − S0)/cν = log






(1+ z)(1+ (γ−1)
2γ )z

(1+ (γ+1)
2γ z)γ






(2.24)

SinceS1 > S0 across a shock, we obtain, as is easily seen by expanding
thatz> 0. Hencep1 > p0, and from the above relations, we then obtain

ρ1 > ρ0, c1 > c0, u1 > u0, M > 1.

From (2.20), it is clear thatU > u0+c0. From the relations (2.20), (2.21)
and (2.23), it then follows that,

u1 + c1 > U.

Thus a polytropic shock is always compressive withp1 > p0 and it is
supersonic viewed from ahead and subsonic from behind.

These facts are true quite generally, but we will discuss this later,
when we study the Riemann problem.
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2.5 Contact Discontinuities

If the mass fluxm through the surface of discontinuity is zero, then
v1 = v0 = 0, so thatu1 = u0 = U. Then we havep0 = p1 from (2.13) 60

and (2.14) is automatically satisfied. Such a discontinuitysurface as
indicated before, is called acontactor slip surface.

The flow velocity is continuous across the contact surfaces in one
dimensional flow, but in higher dimensions the tangential component of
the velocity vector may suffer a discontinuity across a contact surface,
while the normal component relative to the surface is alwayszero. For
details see, e.g., Courant–Friedrichs [6].

2.6 Shock Reflection

A simple example of determining a flow with shocks is providedby
the reflection of a shock from a wall which can also be solved exactly.
A shock with a state behind of prescribed velocity hits a walland is
reflected. We seek the pressure after reflection.

Let the subscripts 0, 1 refer to the states ahead of and behind the
incident shock, and subscript 2 refer to the state behind thereflected
shock, see figure 2.2.
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Fig. 2.2.

If the shock strength of the incident shock iszI = (p1 − p0)/p0, the61

state (1) can be determined by the relations (2.20) - (2.24).If

zR = (p2 − p1)/p1

is the strength of the reflected shock, we obtain, with suitable change in
the sign of the velocities since the reflected shock travels in the opposite
direction to the incoming shock, from (2.21) that

|
u1 − u2

c1
| =

zR

γ
{

1+ (γ+1)zR
2γ

}1/2
.

Next to the wall, the gas must be at rest and henceu2 = u0 = 0. Now,u1

andc1 can be found in terms ofzI . After doing this, we obtain

zI

γ{(1+ zI ) (1+ (γ−IzI )
2γ )}1/2

=
zR

γ{1+ (γ+1)zR
2γ }1/2

This is a quadratic inzR and it is easily seen that the relevant solution is

zR =
zI

1+ (γ−1)zI
2γ
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For weak shockszI → 0 and hencezR ≃ zI and

p2 − p0 ≃ 2(p1 − p0).

So, for the acoustic case, the pressure is doubled as is well known. Also 62

for strong shockszI → ∞. This implieszR =
2γ

(γ − 1)
and therefore

p2

p1

3γ − 1
γ − 1

= 8

for γ = 1.4. Hence there is a large gain in pressure after reflection. This
phenomenon is even more striking in spherically symmetric flows when
a shock is reflected at the center of symmetry.

2.7 Hugoniot Curve. Shock Determinacy

We recall the Hugoniot relation (2.19):

e1 − e0 = (τ0 − τ1) (p1 + p0)/2.

We regard all quantities such as energye, entropyS etc. as functions of
τ, p. We define theHugoniot function

H(τ, p) = e(τ, p) − e(τ0 − p0) + (τ − τ0) (p+ p0)/2.

If (τ0, p0) is fixed, the graph of the points (τ, p) which satisfyH(τ, p) = 0
is theHugoniot curve. As we shall see withp > p0 it represents all
possible states that can be reached with (τ0, p0) ahead of theshock. For
p < p0 the curve represents the states that can be ahead of (τ0, p0). The
big advantage in considering this curve is that it involves no velocities.

For polytropic gases, we have

e=
pτ

(γ − 1)
=

pτ(1− µ2)
2µ2

,

where 63

µ2 =
(γ − 1)
(γ + 1)

.
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Hence
2µ2H(τ, p) = (τ − µ2τ0)p− (τ0 − µ2τ)p0.

Hence the Hugoniot curve, specifically the Hugoniot curve with center
(τ0, p0), is a rectangular hyperbola with the left asymptote

τ = µ2τ0 = τmin > 0.

(See figure 2.3)

Fig. 2.3.The Hugoniot curve is the heavy curve.

We shall see that under wide conditions on the Hugoniot curvethe
state (τ, p) that can lie ahead or behind (τ0, p0) and connected by a
shock, can be found exactly.

The precise statements are:64

1. The state (0), i.e., in which (τ0, p0) is given, and the shock velocity
U determine the complete state (1) on the other side of the shock
front.

2. The state (0) and the velocityu1 determine the speed of the shock
front and the complete state (1) if it is specified whether thestate
(0) should be ahead of or behind the shock front.
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3. The state (0) and the pressurep1 determine the speed of the shock
front and the complete state (1).

To prove these statements, we make the following assumptions on
the Hugoniot curveH(τ, p) = 0 with center (τ0, p0):

(H1) Along the Hugoniot curve, the pressure varies from zeroto infin-
ity and the value ofτ exceedsτmin.

(H2) The Hugoniot curve is strictly decreasing, i.e.
dp
dτ

< 0 along the
curve.

(H3) Every ray through (τ0, p0) intersects the Hugoniot curve at exactly

one point and at (τ0, p0),
d2p

dτ2
> 0.

(All three conditions are satisfied by the polytropic gases).
We are now in a position to prove statements (1) - (3) made above

providedwe assume pressure increases across a shock. It follows from
the shock condition (2.12) and (2.13) that

−m2 = p2
0v2

0 =
p1 − p0

τ1 − τ0
(2.25)

So, to find (τ1, p1), we need to find the intersection of the curve with65

the line through (τ0, pn) and with slope−m2. Then (H3) assumes there
is just one such intersection. The velocityu1 can then be found through
(2.12),u1 = U −mτ1. This proves statement (1).

As far as second statement is concerned, it can be easily derived
from (2.12) and (2.13) that

−(τ0 − τ1) (p0 − p1) = (v1 − v0)2. (2.26)

From the data given, (u1 − u0)2 = (v1 − v0)2, is known. Hence to find
(τ1, p1) it suffices to find the intersection of the hyperbola

(τ0 − τ) (p0 − p) = −(v1 − v0)2

with the Hugoniot curve. The slope of the hyperbola ism2 > 0. Hence
from (H2), it follows that there are just two such intersections, corre-
sponding to the two possibilities that the state (0) lies ahead of or behind
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the shock front (see figure 2.3). The shock velocity and the state (1) can
then be found easily using shock conditions.

To prove statement (3), assume the state (0) andp1 are given. The
assumptions (H1) and (H2) assert that there is exactly oneτ1 such that
H(τ1, p1) = 0. The other quantities to determine the state (1) completely
are then found essentially as above.

We shall discuss a few more qualitative statements about theshock
transition using the Hugoniot relation; in particular, some of the proper-
ties of the shock transistion were already discussed in an earlier section66

for polytropic gases. The main thing we are going to prove here is the
following:

The increase of entropy across a shock is
of the third order in the shock strength
and the shock is compressive.

By the shock strength, here, we mean one of the quantitites

ρ1 − ρ0, p1 − p0, or |v1 − v0|.

We can consider, because of (H2), the Hugoniot curve asp = G(τ);
in particular, we can considerτ as independent variable. Now along the
Hugoniot curvedH = 0. So,

2de+ (τ − τ0)dp+ (p− p0)dτ = 0.

But de+ pdτ = TdS and therefore we obtain

2TdS− (p− p0)dτ + (τ − τ0)dp= 0 (2.27)

and hence
dS = 0 at (τ0, p0), the center. (2.28)

Differentiating (2.27), we obtain

2d(TdS) + (τ − τ0)d2p = 0, (2.29)

and hence again at the center (τ0, p0)

d(TdS) = dTdS+ Td2S = 0
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and therefore from (2.28)
d2S = 0.

Thus the change in entropy is at least of third order. We show it is of 67

third order. Differentiating (2.29), we obtain, at the center (τ0, p0),

2Td3S + dτd2p = 0.

Thus sinced2p/dτ2 > 0 at (τ0, p0), we have

d3S ≷ 0 if dτ ≶ 0 at (τ0, p0)

which proves entropy change is of third order exactly.
Furthermore, since the entropy must increase, we must havedτ < 0

which means the shock is compressive and hence the upper branch of the
Hugoniot curve represents states behind the state (τ0, p0) as was asserted
earlier.

Exercise. Piston at uniform speed: It is a simple exercise to find the
flow if a piston is moved with uniform speedinto a gas at rest. The
speed of the flow behind the shock is that of the piston and so weare in
case 2.

Remark. We need the notion of vorticity in three dimensions. The vor-
ticity is defined by

ω = curl u.

Claim. The change in vorticity across a shock is also of third order.In
a steady flow the vorticity vectorω and velocity vector usatisfy

∇(|u|2/2)+ (ω × u) +
1
ρ
∇p = constant.

Note that ifω ≡ 0, i.e., if the flow is irrotational, we have Bernoulli’s
law. Taking a scalar product with a vectorξ, |ξ| = 1, lying in the shock 68

surface and letting[·] to denote difference across the shock, we have

[
d
ds

(|u|2/2+ p/ρ) − p
d
ds

(1/ρ)] − [ξ · (u× ω)] = 0,
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where the differentiation w.r.t. arc length along the shock is denoted by
d/ds; but since

[|u|2/2+ p/ρ] = −[e]

and
de+ pd(1/ρ) = TdS,

we obtain

[T
dS
ds

] = [ω · (ξ × u)].

Thus the change inω is of third order in the shock strength ifω = 0 on
the side since we may choose co-ordinates so that u is locallynormal.

2.8 Riemann Problem

We now turn to another important initial value problem, the Riemann
problem. It is also referred as the shock tube problem. It is important
both theoretically as we shall see and because of its practicability; it is
the main device for producing fast chemical reaction fronts. The Rie-
mann problem can be stated as follows:

Given two states they can always be connected
by a “fan wave” consisting of a centered
rare-faction wave, a shock and a discontinuity.

The two different states will be separated by a thin diaphragm up to
time t = 0. Then the diaphragm is instantaneously removed and we have69

to find the flow. Without loss of generality we can always assume that
uR = 0 andpR < pL. The subscriptsR, L refer to right and left states
respectively.

We first define astate behindor S Bcurve associated with a state
(τR, pR). It consists of two branches, the upper branch forτ < τR is a
Hugoniot curve and forτ > τR it is a curvep = p(τ) at constant entropy
and corresponds to a centered rarefaction wave leading from(τR, pR)
and on whichu± ℓ(ρ), see section 2.3, is a constant.

Any point on theS Bcurve, thus defines a unique transition from
(τR, pR) to a new state by means of a shock or a rarefaction. For the
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right side, these must be facing so that particle paths enterthem, i.e., to
the right.

Similarly, we define astate behindor S Bcurve for (τL, pL) in the
same way again remembering to face the appropriate waves. i.e., to the
left.

We also define a map from theS Bcurve of (τR, pR) to that of (τL, pL)
on the linesp = constant. Since theS Bcurves are easily seen to be
monotonic, this map is invertible and is represented by ˜τ(τ) if τ lies
on theS Bcurve of (τR, pR) and byτ̃−1(τ) if τ lies on theS Bcurve of
(τL, pL). See figure 2.4.

The solution of the Riemann problem is found in the (τ, p) plane by
connecting (τR, pR) to (τL, pL) by at

Fig. 2.4.
70

most two in between states, each representing states behind(τR, pR) and
(τL, pL) respectively and connected by a slip or contact discontinuity
which appears as the horizontal linep = constant. The velocityu in the
two states must be the same. From the right hand side, it is determined
either by the shock condition

u = [(pR− p) (τ − τR)]1/2,
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usinguR = 0 or by the rarefaction formula

u = −ℓR(τR) + ℓR(τ)

and on the left side by

u− uL = −[(pL − p) (τ − τL)]1/2

or71

u− uL = ℓL(τL) − ℓL(τ).

We note that these formulas are continuous atτ = τR andτ = τL re-
spectively. We further note that we connot “add in” rarefaction waves
or shock waves as part of the states to be connected because wecannot
match the velocities.

To solve the Riemann problem we have only to show that we can
always find a horizontal segment where the values ofu on the intersec-
tions with the twoS Bcurves are the same.

But for p→ ∞ these intersections correspond to the shock portions
of theS Bcurves, the two values ofτ are approaching their minima and
the difference betweenu on the leftS Bcurve (ũL) and on the right (˜uR)
satisfies

ũL − ũR→ −∞.

On the other hand asτ → ∞ a line p = constant intersects the two
rarefaction sections of theS Bcurves. BothℓR(τ) andℓL(τ)→ 0 since

ℓ =

ρ∫

0

c/ρdρ.

Hence
ũL − ũR→ uL + ℓL(τL) + ℓR(τR).

Hence if
uL + ℓL(τL) + ℓR(τR) > 0

there is always a solution. On the other hand if72

uL < −ℓL(τL) − ℓR(τR)
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we have two completed rarefaction waves and there is a vacuumin be-
tween.

Thus every Riemann problem can be solved. The configurationsare
as follows:

If uL lies in the interval

[−ℓL(τL) + ℓL(τ̃(τR)), {(pR − p(τ̃−1(τL)) (τ̃−1(τL) − τR)}1/2]

we have a rarefaction from the left and a shock from the right.This
includes the caseuL < 0 since ˜τ(τR) < τL. If uL lies in

[−ℓL(τL) − ℓR(τR), ℓL(τ̃(τR)) − ℓL(τL)]

we have two rarefactions possibly with a vacuum and if

uL > {(pR− p(τ̃−1(τL))) (τ̃−1(τL) − τR)}1/2

there are two shocks.

It is also quite easy to show thatd(ũL − ũR) > 0 provided the Hugo-
niot curves are star-shaped, which shows that within the class of fan
waves our solution is unique.

However, full uniqueness follows only by using a contraction theo-
rem, see, for example, Oleinik [34] or Keyfitz [20].

2.9 Solution of initial value problem

It was originally proposed by Godunov that the initial valueproblem 73

(IVP) should be solved approximately by considering the initial data
as approximately piecewise constant and then solving a set of Riemann
problems, each by what we shall call a fan solution.
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Fig. 2.5.

This solution is considered up to time∆t where∆t/∆x < 1/2S
whereS is the maximum of shock speeds or characteristic speeds that
occur. This cuts out intersections. At the next timet we have to replace
the resulting data again by a piecewise constant solution. It turns out that
we must choose this value and place it at∗ and it must be chosen as the
state values at a random point between the (∗)′s (See Fig. 2.5). Alter-
natively (Liu) the values at a point that sweeps out the interval regularly
will do.

We assume this set up and state the theorem, show what actually
happens in some special cases but first a few summary remarks.

The approach is based on Lax [23]. We are looking for a weak
solution of

ut + (F(u))x = 0 (2.30)

satisfying an entropy condition (stated below). Hereu is ann -vector74

andF is a vector valued function. We assume this system is hyperbolic,
i.e., the matrixF′(u) hasn real and distinct eigenvalues for allu in some
relevant domain. We arrange these eigenvalues,λk(u), in increasing or-
der

λ1 < λ2 < . . . < λn. (2.31)

We also assume the system (2.30) is genuinely nonlinear in a sense to
be chosen. A weak solution of (2.36) means a bounded measurable
functionu such that

∫

(χtu+ χxF(u))dx= 0 (2.32a)
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for χ ∈ C∞0 and a weak solution with initial valueu(x, 0) = φ(x) means
a weak solution satisfying

∫

t>0

(χtu+ χxF(u))dx+
∫

χ(x, 0)φ(x)dx = 0 (2.32b)

for all smooth vectorsχ vanishing for large|x|+ t. A piecewise continu-
ous solution is a weak piecewise continuous solution and hence satisfies
the jump condition across a discontinuity:

S[uK ] = [Fk], k = 1, 2, . . . , n, (2.33)

whereS is the speed of propagation of discontinuity and [·] denotes the
jump across the discontinuity.

We now formulate an entropy condition by requiring the following
to hold: For somek, l ≤ k ≤ n,

λk(uℓ) > S > λk(ur )

while

λk−1(uℓ) < S < λk+1(ur )






(2.34)

Hereuℓ andur are the states to the left and right of the discontinuity75

respectively. The eigenvaluesλ′ks are also called characteristic speeds.
The condition (2.34) says thekth characteristic meets the discontinuity
from the left and then − (k − 1) characteristic from the right, the total
being equal to (n + 1) and thus (n + 1) quantities will determine (2n)
unknowns and the ‘shock speed’. This agrees with gas dynamics and
combustion.

A discontinuity across which (2.33) and (2.34) hold is called ak−th
shock andS will be called a shock speed.

Suppose for somek, 1 ≤ k ≤ n, gradu λk , 0 and isnotorthogonal to
rk the corresponding eigenvector. If this is so, we saykth fan isgenuinely
nonlinear. We normaliserk so that

rk · gradu λk = 1. (2.35)

If on the otherhandrk · gradu λk = 0 we say thekth fan is linearly degen-
erate.
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We consider an example from gas dynamics. The equations read
(See (2.9(a)))

pt + upx + ρc2ux = 0

ρut + px + ρuux = 0

St + Sxu = 0.

Here the matrixF′(u) is given by76





u ρc2 0
ρ−1 u 0
0 0 u





andλ = u is an eigenvalue and the corresponding eigenvector is given
by





0
0
u3





whereu3 , 0 is arbitrary. Thus the characteristic field corresponding
to this eigenvalue is linearly degenerate. (This actually leads to special
difficulties in computation, see, e.g., Harten [17]).

We now state the main result.

Theorem 1. The set of states ur which are connected to uℓ for |ur −
uℓ| sufficiently small through a k - shock from a smooth one parameter
family ur = u(ǫ), −ǫo < ǫ ≤ 0, u(0) = uℓ; the shock speed is also a
smooth function ofǫ.

Remark. The entropy condition gives the one sided interval.
We now turn to an important class of solutions, centred rarefaction

waves; these are the solutions which depend only on the ratio(x−xo)/(t−
to), xo, to are the centre of the wave.

Let u be a rarefaction wave centred at the origin:

u(x, t) = h(x/t). (2.36)

Substituting this in (2.36), we see that77
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−
x
t
h′ +

1
t
F′(u)h′ = 0 (2.37)

where′ denotes differentiation with respect toξ = x/t. Thusξ = λk is
an eigenvalue ofF′(u) andh′ is a corresponding eigenvector;h is called
ak - rarefaction wave.

in view of (2.35), we can take

h′ = r(h). (2.38)

Putλ = λ(uℓ); (2.38) has a unique solution satisfying the initial condi-
tion

h(λ) = uℓ; (2.39)

h is defined for allξ close enough toλ.
Let ǫ ≥ 0 be such thath is defined forλ + ǫ; write ur = h(λ + ǫ).
We now construct the following piecewise smooth functionu(x, t)

for t ≥ 0 (See Figure 2.6).

u(x, t) =






uℓ for x < λt

h(x/t) for λt ≤ x ≤ (λ + ǫ)t

ur for (λ + ǫ)t, x.

(2.40)

Fig. 2.6.

This functionu satisfies the differential equation (2.36) in each of78

three regions, and is continuous across the lines separating the regions.
We shall say that inu the statesuℓ andur are connected by a centredk -
rarefaction wave.
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Theorem 2. There exists to every state uℓ a one parameter family of
states ur = u(ǫ), 0 ≤ ǫ < ǫo, connected to uℓ by a k - rarefaction wave.

We now turn to another important problem, Riemann problem, in
which the initial value given are

u = uo for x < 0

u = u1 for x > 0.

Theorem 3. There always exists a solution (a fan wave) to the Riemann
problem if|u0 − u1| is sufficiently small.

The proof uses only the implicit function theorem and we refer to
Lax [23].

Norms: What can we expect:ux ∈ L1, not L2, at best sinceu has
jump discontinuities. This suggests looking for a solutionu of bounded
variation.

We now state a theorem due to Glimm and for the proof we refer to
Glimm [15].

Theorem 4(Glimm). Let (2.30) be hyperbolic, strictly (genuinely) non-
linear and F be smooth in a neighbourhood of u= ṽ, a constant vector.
Then there is a K< ∞ and aδ > 0 with the following property:

If the initial values u(x, 0) are given so that279

d1 = ||u(., 0)− ṽ||∞ + T.V.u(., 0) < δ,

then there exists a weak solution of (2.36) for all x, t ≥ 0 with initial
values u(x, 0) such that

||u− ṽ||∞ ≤ K||u(., 0)− ṽ||∞ (2.41a)

T.V. u(., t) ≤ K(T.V.u(., 0)), t ≥ 0 (2.41b)
+∞∫

−∞

|u(x, t1) − u(x, t2)|dx≤ K|t1 − t2|(T.V.u(., 0)) (2.41c)

2T.V. = Total variation
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For a restricted class including gas dynamics and if

||u(., 0)− ṽ||∞(1+ T.V.u(., 0)) ≤ δ

then there exists a solution satisfying (2.41a) and (2.41b).

We now describe an approximate method developed by Glim to
solve any initial value problemu(x, 0) = uo(x) when the oscillation of
uo(x) is small. The solutionu is obtained as the limit of approximate
solutionsuh, ash→ 0, which are constructed as follows:

(I) uh(x, 0) is a piecewise constant approximation touo(x)

uh(x, 0) = mj for jh < x < ( j + 1)h, j = 0,±1, . . . , (2.42)

wheremj is some kind of mean value ofuo(x) in the interval
( jh, ( j + 1)h).

(II) For 0 ≤ t < h/λ, uh(x, t) is the exact solution of (2.30) with ini-
tial valuesu(x, 0) given by (2.42); hereλ is an upper bound for 80

2|λk(u)|. This exact solution is constructed by solving the Rie-
mann IVP’s,

u(x, 0) =






mj−1 for x < jh,

mj for jh, x,
(2.43)

j = 0,±1, . . .. Since the oscillation ofuo is small,mj−1 andmj are
close and so by Theorem 3, this IVP has a solution consisting of
constant states separated by shocks or rarefaction waves issuing
from the pointsx = jh, t = 0 (See Figure 2.7). As long as

t < h/λ (2.44)

these waves do not intersect each other and so the solutions of the
IVP (2.43) can be combined into a single exact solutionuh.
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Fig. 2.7.

(III) We repeat the process, witht = h/λ as new initial time in place of
t = 0.

It is not at all obvious that this process yields an approximate
solution uh which is defined for allt; to prove this one must81

show that the oscillation ofu(x, nh) remains small, uniformly for
n = 1, 2, . . . and so that one can solve Riemann IVPs (2.43). This
estimate turns out to depend very sensitively on the kind of av-
erage used to compute the mean valuesmj . Glimm has used the
following method to computemj:

A sequence of random numbersα1, α2, . . . uniformly distributed
in [0, 1] is chosen;mn

j then mean value ofu(x, nh/λ) over the in-
terval (jh, ( j + 1)h) is taken to be

mn
j = u( jh + αnh, nh/λ). (2.45)

Glimm proves the following.

Theorem 5. A subsequence of uh converges in L1 with respect to x, to
a weak solution of (2.30), uniformly in t, and for almost all choices of
{αn}.

For the proof we refer to Glimm [15] and we illustrate here by an
example; see Lax [23].

Consider a Riemann IVP

u(x, 0) =






uℓ for x < 0

ur for x > 0
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whereuℓ andur are so chosen that the exact solutionu consists of the
two statesuℓ, ur separated by a shock,

u(x, t) =






uℓ if x < st,

ur if x > st,
(2.46)

where s is the shock speed. We may takeλ > |s|. Assumes > 0. 82

Glimm’s recipe gives

uh(x, h/λ) =






uℓ if x < J1h

ur if J1h < x

where

J1 =






1 if α1 < s/λ

0 if s/λ < α1

Repeating this proceduren times, we obtain

uh(x, nh/λ) =






uℓ for x < Jnh,

ur for Jnh < x,

whereJn = number ofα′j s, j = 1, 2, . . . , n, such thatα j , s/λ. Since{α j}
is a uniformly distributed random sequence in [0, 1]

Jn

n
→

s
λ

with probability 1; this tells the approximate solution tends almost surely
to the exact solution.

One would like to prove more about the solution of the initialvalue
problem. In particular the uniqueness of the solution. Someresults are
contained in DiPerna [8] but they are not applicable to the general initial
value problem because they do not admit shock formations within the
flow.

2.10 Combustion. Detonations and deflagrations

In this section, we present a brief account of the elementarytheory of 83
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detonation and deflagration waves. These differ from shocks as the in-
creased pressure releases energy and converts one gas into another in a
chemical reaction. We denote this energy, per unit mass, theenergy of
formation, byg and the total energy

E = e+ g

wheree is internal energy. In this case the equations of the gas dynamic
are

ρt + (ρu)x = 0

(ρu)t + (ρu2 + p)x = 0, (2.47)

Ẽt + ((Ẽ + p)u)x = 0,

whereρ is the density,u is the velocity,p is the gas pressure. But̃E
depends on the precise nature of the gas and is given by

Ẽ = ρE + ρu2/2.

Let the subscript 0 refer to unburnt gas and 1 to burnt gas. Letthe
unburnt gas be to the right of the reaction zone and letU be the velocity
of the reaction zone. Then the two laws of conservation of mass and
momentum are identical with the corresponding laws for shock fronts
and we have

ρovo = ρ1v1 = m, (2.48)

po + ρov2
o = p1 + ρ1v2

1 (2.49)

wherevi = ui − U, i = 0, 1, are the relative velocities. The law of84

conservation of energy now takes the form:

E(o)(τo, po) + poτo + v2
o/2 = E(1)(τ1, p1) + p1τ1 + v2

1/2 (2.50)

whereE(1) andE(o) are two different energy functions. As in the case of
shock fronts we consider the Hugoniot function

H(τ1, p1; τo, po) = E(1)(τ1, p1) − E(o)(τo, po) + (τ1 − τo)(p1 + po)/2.
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It should be stressed that the conservation of energy (2.50)is entirely
different from that in the case of shock fronts but that any law derived
from the conservation of mass and momentum still holds.

Using (2.48) and (2.49), (2.50) can be written as

H(τ1, p1; τo, po) = 0. (2.51)

As in the previous case, the graph of (τ1, p1) in the (τ, p) plane, which
satisfies (2.51) for fixed (τo, po) will be called theHugoniot curve with
center(τo, po). For polytropic gases, we have

e=
pτ
γ − 1

, γ ≥ 1.

If we set∆ = go−g1 (∆ ≤ 0 for an exothermic process) andµ2 =
γ − 1
γ + 1

,

we find

0 = 2µ2H = −po(τo − µ2τ1) + p1(τ1 − µ2τo) − 2µ2∆. (2.52)

As in the previous case, this is a rectangular hyperbola. This time the 85

point (τo, po) does not lie on the hyperbola because of the extra term due
to∆. In fact, if∆ ≤ 0, (τo, po) lies below the Hugoniot curve; see figure
2.8. We assume this in general.

The lines through (τo, po) tangent toH = 0 are calledRayleigh lines.
Their points of tangency,S1 andS2, are calledChapman-Jouguet (CH)
points. The portionp > po, τ > τo, of the Hugoniot curve is omitted
because it corresponds to the impossible case in whichm2 < 0. Here we
have used the relation

−m2 =
po − p1

τo − τ1
,

which follows from (2.48) and (2.49). The upper portion of the Hugo-
niot curve corresponds todetonations(increase in pressure); the portion
aboveS1 corresponds to strong detonations and belowS1 to weak det-
onations. The lower portion of the Hugoniot curve corresponds to de-
flagrations (decreases in pressure). These two pieces mightappear to be
playing the role of a “state behind” curve and we might anticipate that
shocks and detonations are linked while deflagrations and simple waves
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are related. However, considerations of the internal mechanism appears
to eliminate deflagrations and weak detonations except in special cases.

The relative speeds of fronts governed by the Hugoniot curvecan be
determined by differentiation.

Strong

CJ

Point

Detonation

branch

Weak

Deflogration

branch

CJ point

Fig. 2.8.The Hugoniot curve for exothermic gas flow
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First of all,

0 = dH(τ, p) = TdS+
1
2
{(τ − τo)dp+ (p− po)dτ}.

Thus for a Chapman-Jouguet process where (τ− τo)dp+ (p− po)dτ = 0
we havedS = 0. So at this point

p− po

τ − τo
=

dp
dτ
=
∂p
∂τ
|1= −

1

τ2
1

c2
1.
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Thus by the mechanical conditions

v2
1 = −τ

2
1(p− po)/(τ − τo) = c2

1.

That is, the state behind is sonic relative to the front. On the other hand

v2
o = −τ2

o(p− po)/(τ − τo)

and along the Hugoniot curve

dv2
1 = τ

2
o((p− po)dτ − (τ − τo)dp)

so thatvo has stationary value for a Chapman-Jouguet process and fur-87

thermore it is a minimum. Hence the flow ahead of a strong or weak
detonation is supersonic and of a strong or weak deflagrationis sub-
sonic provided the Hugoniot curve has the usual convexity.

By looking at the Hugoniot curve for the state behind in a similar
way we find thatv2

1 is monotonic on each branch. Hence the flow is
supersonic behind a weak detonation, subsonic hebind a strong deto-
nation, supersonic behind a strong deflagration and subsonic behind a
weak deflagration. See Fig. 2.9.



76 2. One Dimensional gas dynamics

Supersonic

Detonation
  front

Supersonic

Subsonic

Detonation
  front

Supersonic

Subsonic
Deflogration
  front

Subsonic

Supersonic Deflogration
  front

Subsonic

Weak detonation Strong detonation
(a)

(b)
Weak deflogration Strong deflogration

Fig. 2.9.

This leads to Figure 2.9 which shows the way the three character-88

istics can leave and enter a front. Each characteristic is carrying one
datum. Thus for a strong detonation, one piece of data must begiven
along with the state in front and the two remaining quantities are then
determined. See the corresponding shock wave problem.

2.11 Riemann problem with detonations and defla-
grations

We assume there are only two gases, burnt and unburnt, and that the
unburnt gas is on the right withuR = 0. Then there are the following
possibilities:
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To the right of the contact discontinuity or slip line either

a) a strong detonation or

b) a CJ detonation followed by a rarefaction wave or

c) a rarefaction wave

and on the left either a shock or a rarefaction.
This includes the unlikely case (c) when the pressure in the unburnt

gaspR exceeds that in the burntpL. Weak detonations and all deflagra-
tions have been eliminated for other reasons to be discussedlater.

TheS Bcurve for the left state is the same in section 2.8. TheS B
curve for the right state row consists of the strong detonation branch
connected at the Chapman-Jouguet point to an adiabatic curve p = p(τ)
and there is also the rarefaction curve throughpR for use in case (c).

Exactly the same kind of argument then shows the Riemann prob- 89

lem for the casepR < pL can be used again, i.e., connecting the two
continuous curves by a line segment and matching up the values of u
which are given by the same formulas unless there is aC− J detonation
when

ũR = c(τ∗,S∗) − ℓCJ(τ,S
∗) + ℓCJ(τ

∗,S∗),

andũL as before.
Here,τ∗, S∗ are the specific volume and entropy at the Chapman-

Jouguet detonation andℓCJ is the ‘ℓ’ corresponding to that state.
The originale shock wave argument continues to work forpR > pL

if a shock or rarefaction on the left and a rarefaction on the right are
generated. The excluded case is the two-shock case because the unburnt
gas is detonated. For

uL < [(pL − p(τ̃(TR)))(τ̃(τR) − τL)]1/2

there will be a solution without detonations. IfuL does not satisfy this
inequality, then there is a detonation. However, uniqueness is lacking.
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2.12 Internal mechanism

We now investigate why only certain processes take place by looking
into the internal mechanism of the front. We look for steady state solu-
tions in one dimension where we now assume the flow has viscosity and
heat conductivity. Let the temperature beθ. The conservation of mass
remains the same as before:

ρv = ρovo = m, a constant.

We seek a continuous flow that moves from a constant state atx = −∞90

to a constant state atx = +∞. We assume the flow is moving from
right (unburnt) to left (burnt) and the reaction front has fixed velocity,
som> 0, andx = +∞ is ahead,x = −∞ is behind. The conservation of
momentum is given by

ρv2 + p− µ
dv
dx
= p, a constant,

whereµ is the coefficient of viscosity.
Next, at any stage the gas has internal energyE(ǫ)(θ) and the energy

balance is influenced by heat conduction. Denoting byλ, the coefficient
of heat conduction, the energy balance is written as:

−λ
dθ
dx
+m{E(ǫ)(θ) +

1
2

v2} + v{p− µ
dv
dx
} = mQ= constant.

Following Friedrichs (see [11]), we assume the balance between
burnt and unburnt gases is

−v
dǫ
dx
+ (1− ǫ) S(θ) = 0,

where we try to avoid specifying too much aboutS(θ). So, we have
three autonomous equations and they havesingular points exactly at
possible end states.

We write E(0)(θo) = Eo andE(1)(θ1) = E1 and investigate the sin-
gular points and find that atx = −∞ (state ‘0’) there are in general
solutions behaving like

eα1x, eα2x, eα3x,
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whereα1 > 0,α2 = 0 and91

α3 > 0 if vo ≥ co

α3 < 0 if vo < co.

Here the suffix 0 corresponds to the unburnt gas andco is the sound
speed in the unburnt gas.

The manifold of regular solutions (i.e., tending to constant asx →
−∞) has two free parameters ifvo ≥ co and only one ifvo < co. Call
the number of parametersγo. Analogously, at the other end, we find the
manifold of regular solutions has one free parameter ifv1 > c1 and two
if v1 ≤ c1; call the number of free parametersγ1.

When can we even hope to find a solution going from state (0) to
state (1)? We have three quantities to solve for. We must impose (3−γo)
initial conditions to leave the state (0) andγ1 parameters characterise
regular solution at+∞. But one is used up by an arbitrary shift inx.
Hence (γ1−1) parameters are to be chosen subject to (3−γo) conditions.
So we needγ1 − 1 ≥ 3 − γo, i.e., 4− γo − γ1 ≤ 0 or elsesome other
quantity must be specially chosen. Thus:

Strong detonation vo ≥ co, γo = 2
4− γo − γ1 = 0

v1 ≤ c1, γ1 = 2

Weak detonation vo ≥ co, γo = 2
4− γo − γ1 = 1

v1 ≥ c1, γ1 = 1

92

Strong deflagration vo ≤ co, γo = 1
4− γo − γ1 = 2

v1 ≥ c1, γ1 = 1

Weak deflagration vo ≤ co, γo = 1
4− γo − γ1 = 1

v1 ≤ c1, γ1 = 2
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So over determinacy the internal mechanism matches theunderde-
terminacy of the characteristic problem as given in§ 2.11.

When the topology of the solution curves is worked out, it turns out
that

(i) All strong detonations are possible,

(ii) CJ detonations are only possible if one of the parameters satisfies
a special condition,

(iii) Weak detonations are not possible except under very special con-
ditions,

(iv) Weak deflagrations are as in (iii) and

(v) Strong deflagrations do not exist.



Chapter 3

Two dimensional steady flow

3.1 Equations of motion

The next in simplicity to one dimensional flow is a two dimensional 93

steady flow which is also irrotational. We use the following notations
throughout this chapter.

Let ρ be the density of the gas andp be the pressure. They are
considered as functions of the cartesian co-ordinatesx, y. Letu, v denote
the velocity components along thex-axis andy-axis respectively. The
equations of motion reduce to

Conservation of mass:

(ρu)x + (ρv)y = 0. (3.1)

Conservation of momentum:

(ρu2)x + (ρuv)y + px = 0 (3.2a)

(ρuv)x + (ρv2)y + py = 0. (3.2b)

We restrict ourselves to situations with weak shocks and assume
the flow is isentropic, i.e.,p = p(ρ) with p′(ρ) > 0. The irrotational
condition implies

uy = vx. (3.3)

81
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With these assumptions the equations for momentum reduce to

uux + vuy +
1
ρ

c2ρx = 0,

uvx + vvy +
1
ρ

c2ρy = 0,

wherec = (dp/dρ)1/2 is the sound speed. Equivalently,94

∇(
1
2

(u2 + v2) +
∫

c2

ρ
dρ) = 0,

which in turn implies Bernoulli’s law

1
2

q∗
2
=

1
2

(u2 + v2) + i(ρ)

is constant, wherei(ρ) =
∫ c2

ρ
dρ andq∗ is the speed at zero density.

We recall that across a steady shock the following relationshold:

[ρ(~q− ~U) · ~n] = 0, (3.4)

[(~q− ~U) × ~n] = 0, (3.5)

[ρ((~q− ~U) · ~n)2 + p] = 0, (3.6)

[
1
2
|~q− ~U|2 + e(p, ρ) +

p
ρ

] = 0, (3.7)

where~q = (u, v) is the velocity vector,~U is the shock speed,~n is normal
to the shock and [·] denotes the jump across the shock. Using the fact
that the entropy and vorticity changes are to be neglected, see Chapter
2, we see that (3.7) may be written as

[
1
2
|~q− ~U |2 + i(ρ)] = 0

or equivalently,

[q∗
2
] − [~q] · ~U = 0.



3.1. Equations of motion 83

In a frame of reference where the normal component of the shock ve-
locity is zero, we have the tangential component of~q is continuous and95

so [~q] · ~U = 0. Henceq∗ is continuous. This, along with the assump-
tion that the entropy is constant, replaces the conservation of energy and
the normal momentum equation. In fact energy and normal momentum
equations are not conserved. We are left with the two shock conditions
given by the conservation of mass and the continuity of the tangential
component of velocity.

Thus we need to consider the flow which satisfies the conservation
laws:

(ρu)x + (ρv)y = 0, (3.1a)

uy − vx = 0, (3.3a)

in their integrated form whereρ as a functions of the speed~q is given by
Bernoulli’s law

1
2

q2 + i(ρ) =
1
2

q∗
2
, where q2 = u2 + v2.

Equation (3.3a) implies there is a functionsφ(x, y), called thepotential
function, such that

φx = u, φy = v.

Similarly, (3.1a) implies, there exists a functionψ(x, y), called thestream
function, such that

ψy = ρu, −ψx = ρv.

The shock conditions reduce to the conditions:

φ, ψ are continuous.

From the definitions ofφ, ψ we see that if we introducew = u−
√
−1v 96

the equations of motion reduce to

dφ +

√
−1dψ
ρ(|w|)

= wdz, (3.8)

wherez= x+
√
−1y, andρ(|w|) is given by Bernoulli’s law. From (3.8)

any number of alternative equations are easily written downon the basis
of the perfect differential properties of (3.8) as we shall see in the section
on hodograph transformations.
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3.2 Classifications of flow equations

From Bernoulli’s law,

(u du+ v dv) +
c2

ρ
dρ = 0.

Using the mass equation (3.1) and the above we obtain the equation

(c2 − u2)ux − uv(uy + vx) + (c2 − v2)vx = 0 (3.9)

or for the potentialφ the well-known governing nonlinear equation:

(c2 − u2)φxx − 2uvφxy + (c2 − v2)φyy = 0, (3.10)

wherec, u, v are functions of∇φ. It is convenient to introduce theMach
number M:

M = q/c.

The characteristics of the partial differential equation (3.10) are given
by

dy
dx
=

uv± c2
√

M2 − 1

c2 − u2
(3.11)

The equation (3.10) is hyperbolic, elliptic or parabolic for M > 1, M < 197

or M = 1 respectively. In the first case, the flow is said to besupersonic,
in the second subsonic and in the thirdsonic. Among these, the first
two types of flows are more or less thoroughly studied and the theory
is understood if not complete. But when bothM > 1 andM < 1 occur
in a single flow, we call ittransonic. This mixed case has many open
problems.

Remark. By Bernoulli’s law,

qdq+
c2

ρ
dρ = 0.

Therefore,
d
dq

(ρq) = ρ(1− q2

c2
)

At the sonic lineq2 = c2, therefore, as in the case of a scalar conserva-
tion equation (Chapter 1),ρq has a maximum.
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3.3 Supersonic Flow

The supersonic case is equivalent to the hyperbolic systemswe have
already studied where we may treatx or y as a “time” variable. Thus
Cauchy problems may be solved. The characteristics are given by (3.11):

dy
dx
=

uv± c2
√

M2 − 1

c2 − u2
.

By looking at the casev = 0, the path of a particle is given by
dy/dx = 0, we see that the path bisects the characteristics. Note that as 98

M → 1 the characteristics become perpendicular to the direction of the
flow and tangent to each other.

There are simple waves, Riemann invariants and a solution tothe
analogue of the Riemann problem and the piston problem. However,
the two elementary flows of greatest interest correspond to the flow past
a bend in the wall (see the figures below).

Shock

Wall

(a)(a)

(b)

Fig. 3.1.
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A continuous flow is described by a simple wave whenever it is ad-
jacent to constant state. An inward bend (Fig. 3.1(a)) causes the char-
acteristics to form a cusped envelope and hence a shock. An outward
bend (Fig. 3.1(b)) has a continuous rarefaction wave possibly ending at
zero density and the escape velocity which, by Bernoulli’s law, is equal99

to q∗. A sharp straight bend yields a rarefaction wave or a straight shock
(Figures 3.2 (a) and 3.2(b)).

(a) (b)

Shock

Fig. 3.2.

These problems are easily solved by noting that the image of the
rarefaction wave if a characteristic in the (u, v)-plane and the image of
the possible states behind the shock is given by a so calledshock polar.
It is convenient to look at these in (θ, q) - plane, whereθ is the flow angle
tan−1(v/u).

3.4 Shock polar

From the discontinuity conditions in the form

[ρu]dy/dx− [ρv] = 0,

[u] + [v]dy/dx = 0,

wheredy/dx is the slope of the shock, we find that with an initial state100

(qo, 0) with ρo = ρ(qo), if the state behind the shock is (qcosθ, qsinθ),
then

qcosθ =
ρq2 + ρoq2

o

qo(ρ + ρo)
. (3.12)
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In the limit of a weak shock, we note that a shock can become weak
in two ways: either the shock becomes characteristic or the flow on both
sides becomes sonic. To see this, we set

F = ρq, Fo = ρoqo, F/Fo = 1+ δG and q/qo = 1+ δp.

Then we obtain from (3.12)

cosθ = 1+
δp · δG

2+ δp+ δG

or

sin2 θ

2
= −1

2
δpδG

2+ δp+ δG
.

To a first order approximation, we have

δG = δp · ρo · dF/dq.

Hence, if the shock is weak we haveθ→ 0 andδp→ 0, and we obtain

θ2 = (δp)2(−dF/dq),

and the shock is characteristic with

θ = ±δp(−dF/dq)1/2,

provideddF/dq , 0. However, if the velocities on both sides of the101

shock are close to sonic, if we approach the limit appropriately:

θ2 = (δp)3.

Note that in the normal shock caseθ = 0 andδG ≡ 0. The shock polar
for the polytropic case is as illustrated in Fig. 3.3 (See Bers [2]).
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Fig. 3.3.SHOCK POLAR

An important problem is the detached problem. Suppose a projectile
or wing is moving in a fluid with supersonic speed. If the projectile (or
wing) is round the speed vanishes at the tip (stagnation point). There is a
shock in front,not an attached shock. The shock is curved and the flow
is constant in front because of the curvature behind the shock, the flow
is not strictly isentropic or irrotational. If the shock strength is moderate
a situation that occurs if the speed at infinity is not too highwe may
still use the conditions of irrotationality and isentropy.Then there is a
subsonic region around the nose.

Shock Supersonic region

Sonic line

Subsonic

Region

Sonic line
Supersonic region

Stagnation point

Fig. 3.4.DETACHED SHOCK OVER A BLUFF BODY

102
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The problem is to solve (3.1) and (3.3), a mixed system, with bound-
ary conditionudy− vdx= 0 on the object. The shock is a free boundary
in the flow represented in theu, v place by the shock polar. From (3.12)
one sees that the flow behind the shock is subsonic on the axis,so there
is a region of subsonic flow. However, like the nozzle flow discussed in
§12 there are no transonic difficulties such as those described in§7-11.
See Bauer et al. [1].

3.5 Equations in the hodograph plane

By the hodograph plane, we shall mean either (u, v) or (q, 0) or even
(σ(q), θ) plane, whichever is convenient since they correspond to simple
mappings except nearq = 0. However nearq = 0, the equation for the103

potentialφ behaves like∆φ = 0 and we have a very complete under-
standing of the flow. The special functionσ(q) is chosen to simplify the
equations. From (3.8), we obtain

q−1e
√
−1θ(dφ +

√
−1dψ
ρ

) = dx+
√
−1dy.

Hence the left hand side is a perfect differential. Consideringφ, ψ as
functions ofσ, θ, whereσ = σ(q), we find

q−1e
√
−1θ(φθ +

√
−1ψθ
ρ

)dθ + q−1e
√
−1θ(φσ +

√
−1ψσ
ρ

)dσ

is a perfect differential. This requires

{q−1e
√
−1θ(φθ +

√
−1ψθ
ρ

)}σ = {q−1e
√
−1θ(φσ +

√
−1ψσ
ρ

)}θ.

Thus,

(q−1)σφθ + ρ
−1q−1ψσ = 0, (3.13)

(ρ−1q−1)σψθ − q−1φσ = 0. (3.14)



90 3. Two dimensional steady flow

For the transonic range, it is convenient to introduce

σ =

q∫

q−1ρ dq.

Then equations (3.13) and (3.14) reduce to

φθ = ψσ,

and
φσ = −K(σ)ψθ,

where

K(σ) =
1

ρ3q2

d(ρq)
dq

is a function ofσ only. Thus104

K(σ) ψθ θ + ψσσ = 0. (3.15)

Note that the equation is elliptic or hyperbolic according as K(σ) is
positive or negative, i.e., asσ is positive or negative. Note also that the
characteristics of (3.15) are given by

θ = ±
σ∫

o

√

−K(σ)dσ + constant. (3.16)

The Legendre Transformation: In solving perturbation problems,
it will be convenient to use the Legendre transformation which we in-
troduce now. Recall equations (3.1a) and (3.9). If we regardx, y as
functions ofu, v the equations reduce to

xv − yu = 0 (3.17)

(c2 − u2)yv + uv(xv + yu) + (c2 − v2)xu = 0.

By (3.17), there is a functionχ(u, v), Legendre transformation, satisfy-
ing

x = χu, y = χv.
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The relation between the potentialφ andχ is then given by

φ = xu+ yv− χ

as is easily seen. Similarly, we can introduce aLegendre transformation
χ̃ such that the stream functionψ can be written as

ψ = −ρxv+ ρyu− χ̃.

It is clear that we can consider bothχ, χ̃ as functions ofq, θ. 105

Combining the definitions ofχ, χ̃ with (3.8), we find that

dχ = xdu+ ydv= x(cosθdq− qsinθdθ) + y(− sinθdq− qcosθdθ),

dχ̃ = yd(ρu) − xd(ρv) = y(cosθ
d(ρq)

dq
dq− sinθ · ρqdθ)

− x(− sinθ
d(ρq)

dq
dq− cosθρq dθ).

From which it follows that

χθ = −(
d(ρq)

dq
)−1χ̃q, χq = (ρq)−1χ̃θ.

We set

dσ̂ = dq/ρq and K̂ = ρq
d(ρq)

dq

and the equations become

K̂χθ = −χ̃σ̂, χσ̂ = χ̃θ,

whereK̂, σ̂ are not the same asK andσ but have the same basic prop-
erties.

Furthermore,
K̂χθθ + χσ̂σ̂ = 0. (3.18)

We shall use this equation later in connection with perturbation prob-
lems.

See Bers [2] for more details on these equations and for earlywork
on subsonic and transonic theory.
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3.6 Small Disturbalce equation

Von Karman’s model nonlinear mixed equation 106

φxφxx + φyy = 0, (3.19)

elliptic for φx > 0, hyperbolic forφx < 0, can be derived from (3.8) by
expandingθ about ‘0’ andq about the sonic valueco. From

ρdφ +
√
−1dψ = ρqe−

√
−1θdz

we have withφ = cox− φ, ψ = ρocoy+ ψ,

(ρo + ρ − ρo) (codx− dφ) + i(ρocody+ dψ)

= (ρoqo +
1
2

d2(ρq)

dq2
|o (q− co)2 + . . .) (1− iθ + . . .)dz

so that from the highest order terms

−ρodφ + idψ = [A(q− co)2 − ρoqoiθ]dz− B(q− co)dx,

where

A =
1
2

d2(ρq)/dq2 |o and B = dρ/dq|o · co.

Here, we have used

d(ρq)/dq|o = 0 and qo = co.

Thus

ρoφx = B(q− co) − A(q− co)2

ψx = −ρoqoθ

−ρoφy = ρoqoθ

ψy = A(q− co)2.

The small disturbance equations are obtained by eliminating θ, q and107

thus

φ2
x = ρ

−2
o B2A−1ψy, to first order inψy ∝ (q− co)2,
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ρoφy = ψx.

But A < 0 so that after rescaling (x→ x andy→ (−1
2ρ
−1
o B2A−1)−1/2y)

we obtain

φ2
x = (−1

2
ρ−1

o B2A−1)1/2(−2ρ−1
o )ψy,

ρo(−1
2
ρ−1

o B2A−1)−1/2φy = ψx.

These equations in turn yield (3.19).
On the other hand, by expanding the hodograph equations we obtain

σφσ = −ψθ
φθ = ψσ.

3.7 Transonic flow

We limit our discussion to a few problems centered around transonic
wing flow.

The first question is whether we can find a wing shape which at a
prescribed subsonic speed at infinity has a smooth flow. Experimental
observation suggested in the forties that perhaps such a steady flow did
not exist as the speed came close to sonic at infinity and locally super-
sonic in a region next to wing. However, Lighthill [25] showed how to
construct such a wing shape. But this wing was not constructed possibly 108

because the prevailing sense was that in any case it would be unstable.
Frankl’ and Guderley, [10], [16], proposed that the explanation for the
instability lay in the fact that the boundary value problem was ill-posed
in the sense of Hadamard if the flow was required to be smooth. This
we proved by the author [29].

The implication was that in general flows with transonic regions
would have shocks, not detached as in supersonic flow but arising in
the supersonic region or cutting it off. This is in fact the case and the
shocks have a strong effect on the drag. However, this effect is much less
than the drag produced at supersonic speeds by the datached shocks. So
that it has proved very useful to use such wings. In [33], Nieuwland has
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designed an algorithm for finding, not a transonic wing, but asmooth
transonic cross-sections.

In the following sections, we shall discuss the relevant boundary
value problems and the related general theory of mixed equations. Then
we shall describe the design of aerofoil shapes developed byGarabedian
et al., and the method introduced by Murman and Cole for finding the
flows at off design Mach numbers.

3.8 General theory of boundary value problems for
mixed equations

The mixed equations were first investigated by Tricomi, see [36], for the
equation that bears his name and is the hodograph equation for the small
disturbance equation:

σψθθ + ψσσ = 0, (3.20)

see the end of§ 7.109

A sample theorem on a boundary value problem which illustrates
that the standard Dirichlet problem would be over determined is:

Characteristics

Fig. 3.5.TRICOMI PROBLEM

Theorem.Supposeψ satisfies (3.20), whereψ is prescribed on the curve
C3 and the characteristic C2. Let D be the region enclosed by the curves
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C3,C1 and C2 (C1 is also a characteristic). Suppose the are C3 is star-
like1 with respect to the origin:

θdσ − σdθ > 0.

Under these conditions, the solution is unique forψσ, ψθ continuous
throughout the closure of D (See Garabedian [13]).

It is reasonable to expect such a theorem. Consider the stillsimpler
mixed equation (Lavrente’v, Bitsadze [22]).

(sgnσ)ψθθ + ψσσ = 0 (3.21)

and the same boundary data. HereC1 andC2 are the straight character-
istics. LetF be the value ofψ onσ = 0. ThenG = ∂ψ/∂σ|σ = 0 found 110

by solving an elliptic problem is a linear functional ofF, in σ ≧ 0.
On the other hand solving the wave equation, forσ < 0, one finds that
the data onC2 alone determine another linear relation betweenF and
G. It is reasonable to expect that one can eliminateG and solve forF
uniquely. Thenψ is easily seen to be unique.

There are a variety of methods for proving the theorem and also
establishing the existence of the solution. The method we shall use is
by an estimate. Without loss of generality, we can consider the nonho-
mogeneous equation with homogeneous boundary data. We rewrite the
equation as a system by setting

ω = (ω1, ω2)t with ω1 = ψθ, ω2 = ψσ

and thus

Aωθ + Bωσ = f

ω1dθ + ω2dσ = 0 on C2 +C3
(3.22)

where

A =

(

σ 0
0 −1

)

B =

(

0 1
1 0

)

(3.23)

1This condition means, as a point moves alongC3 inthe counterclockwise direction
the angle which it makes theθ-axis is increasing.
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which is a symmetric system.
We seek a matrixC with a certain property: Take the ‘scalar product’

of (3.22) withC, whereAC andBC are symmetric. Integrate by parts
over the domainD. Apply the boundary condition. ChooseC so that
the boundary and area integrals are positive definite. Denote the area111

integral byQ(ω,ω). Then

Q(ω,ω) ( f ,Cω),

where (, ) is defined for any two column vector functions

f = ( f1, f2)t, g = (g1, g2)t

by

( f , g) =
"

D

( f1g1 + f2g2)dx dy.

Thus if f ≡ 0 thenω ≡ 0 which proves uniqueness.
We now proceed to findC. If

C =

(

c11 c12

c21 c22

)

we find

(Cω,Aωθ) = (ACω,ωθ) =
1
2

(ACω,ω) −
1
2

((AC)θω,ω),

providedAC is symmetric, i.e.,σc12 = −c21, and

(Cω, Bωσ) =
1
2

(BCω,ω)σ −
1
2

((BC))σω,ω),

providedBC is symmetric, i.e.c11 = c22. Hence the boundary term is,
by Green’s theorem,

1
2

∫

ω2
1σ(bdσ + cdθ) + 2ω1ω2(σcdσ − bdθ) − ω2

2(bdσ − cdθ).

Herec11 = c22 = b andc12 = c.
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The contribution to this term fromC2+C3 whereψ = 0 and we may
write

ω1 = αdσ, ω2 = −αdθ (3.25)

is112
1
2

∫

C2+C3

α2(bdσ − cdθ) (σdσ2 + dθ2).

And the integral on the characteristicC1 wheredθ +
√
−σdσ = 0 is

−1
2

∫

C1

{(
√
−σω1 − ω2)2 (b+ c

√
−σ)}dσ.

Hence to fulfil the required positivityC must satisfy:
(AC)θ + (BC)σ is a negative definite matrix

bdσ − cdθ ≥ 0 on C2 +C3

(b+ c
√
−σ)dσ ≤ 0 on C1.

We then find the explicit requirements,

σbθ − (σc)σ ≦ 0

−bθ + cσ ≦ 0 (3.26)

(σcθ + bσ)2
≦ (σbθ − (σc)σ)(−bθ + cσ)

in D and the boundary conditions

(bdσ − cdθ) (σdσ2 + dθ2) ≦ 0 on C2 +C3

(b−
√
−σc) ≧ 0 on C1

The choiceb = θ, c = σ for σ ≥ 0, c = 0 for σ ≦ 0 satisfies these
requirements. This completes the uniqueness theorem. Notethat the
requirements would also be fulfilled ifC2 was not characteristic but sat-
isfied onlyσdσ2 + dθ2 ≥ 0 and that the star-shaped condition onC2 113

could be freed up by changingb andc.
A weak solutionω ∈ H∗ of (3.22) and (3.25) satisfies

−(Lv, ω) = (v, f )
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for all smooth vectorsv such that

v1 = 0 on C2 +C3

and, since the matrixA+
√
−σB is singular, such that

v2 − v1
√
−σ = 0 on C1,

whereL = A ∂/∂θ + B∂/∂σ andH∗ is defined below.
This is the adjoint problem. To use the projection theorem itwould

suffice to find a Hilbert space for which (v, f ) would be a bounded linear
functional of Lv for v satisfying boundary conditions. But (v, f ) is a
bounded linear functional inv in some weightedL2-space andf in its
corresponding space. So, we have to find an appropriate spacein which
v is bounded in terms ofLv if

v1 = 0 on C1 +C2 +C3. (3.27)

We proceed to the details.
Let H∗ be the Hilbert space of all pairs of measurable functionsu =

(u1, u2) for which the norm

||u||2∗ =
"

D

(ru2
1 + u2

2)dθ dσ

is finite; the inner product is given by

(u, v)∗ =
"

D

(ru1v1 + u2v2)dθ dσ,

wherer2 = θ2 + σ2.114

Let V be the set of all functionω = (ω1, ω2) with continuous deriva-
tives and such that

ω = (0, 0) at r = 0,

ω1 = 0 on C1 +C2 +C3,
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and
"

D

(
1
r

(Lω)2
1 + (Lω)2

2)dθ dσ < ∞

Let H∗ denote the Hilbert space of all measurable functionsu = (u1, u2)
for which

||u||∗ = {
"

D

(
1
r

u2
1 + u2

2)dθ dσ}1/2

is finite; the inner product is

(u, v)∗ =
"

D

(
1
r

u1v1 + u2v2)dθ dσ.

Note thatLV ⊂ H∗. We now state the following.

Theorem .There exists a weak solution of (3.22) and (3.25) for every
f ∈ H∗.

To prove the theorem we require the following lemma which will be
proved later.

Lemma. For all v ∈ V, f ∈ H∗

|(v, f )| ≦ B||Lv|| ∗ || f ||∗,

where B is a constant.

Proof of the Theorem; Forv ∈ V define 115

G(Lv) = (v, f ).

By the lemmaG is bounded onLV ⊂ H∗. Thus by Hahn-Banach the-
oremG can be extended toH∗ as a bounded linear functional. Thus by
classical Riesz’s representation theorem there is at ∈ H∗ such that

(Lv, t) = (v, f ) for all v ∈ V.

The functionω defined byω1 = −t1/Ω, ω2 = −t2 will belong toH∗ and
satisfies−(Lv, ω) = (v, f ). Thusω is the required weak solution and this
completes the proof.
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Proof of the Lemma: By Schwarz’s inequality, we obtain

|(v, f )| ≦ ||v||∗ || f ||∗.

Thus the proof will be complete if we prove the a-priori estimate

||v||∗ ≦ B||Lv||∗,

whereB is a constant.
We proceed to do this, Set

v = Cṽ. (3.28)

Again consider

(Lv, ṽ) = (Avθ + Bvσ, ṽ) = (A(Cṽ)θ + B(Cṽ)σ, ṽ).

Again by rearranging terms properly, we can integrate by parts. The
boundary condition (3.7) becomesbṽ1 + cṽ2 = 0. Set

(Lv, ṽ) = I1 + I2,

whereI1 is area integral andI2 is surface integral. It is easy to see that116

if (3.26) is satisfied thenI1 is positive definite; alsoI2 is non-negative.
Thus

|(Lv, ṽ)| ≧ I1.

On the other hand, for anyλ > 0,

|(Lv, ṽ)| ≦ λ||Lv||∗
2
+

1
λ
||ṽ||∗

and hence

I1 ≦ λ||Lv||∗2 + 1
λ
||v||2∗ , λ > 0.

Thus if ||ṽ||∗ can be estimated in terms ofI1 then by choosingλ suf-
ficiently large, we can estimate||ṽ||∗ in terms of ||Lv||∗. For the same
choice ofb andc one can estimate||ṽ||∗ in terms ofI1. This estimate is
obtained by the same method as was used in the uniqueness theorem.
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Once the existence of the weak solution has been established, one
proceeds to determine whether it has in fact some better properties but
we shall not do that here except to say that since the smoothness prop-
erties are local, elliptic methods suffice in elliptic regions, hyperbolic in
hyperbolic regions, and that the solution is a strong solution everywhere.

For general description, see Morawetz [30]. See also Osher [35] for
a different approach.

3.9 The boundary value problems of transonic wing
flow

The two most important boundary value problems for transonic wing
flow are for the nonlinear solution and for the linearized flowabout it.

In the physical plane, the flow potentialφ satisfies (3.10), the bound-117

ary condition∂φ/∂n = 0 on the wing and at infinity,∇φ is prescribed.
We know from incompressible flow that we need, for a well-posed prob-
lem, the additional condition (the Kutta-Joukowski condition) that the
circulation at infinity adjusts itself so that the flow past a wing with a
cusp at the trailing edge has finite velocity. For compressible flows by
Bernoulli’s law, no infinite velocity is possible any way andthe circula-
tion adjustment is chosen to prevent.

It is not unreasonable to anticipate that the problem is overdeter-
mined on the basis of the boundary value problems discussed earlier.
There are two possibilities: Shocks in general and special smooth solu-
tions.

The problem with shocks for a general aerofoil has only been tackled
numerically. There is some indication that its perturbation problem is
well-posed, see Morawetz [27]. ]

There exist numerical codes (“analysis” codes) for solvingthe
boundary value problem using artificial viscosity or penalty methods.
The original viscosity method of Murman and Cole [32] is described in
§ 12. It’s basic ideas have been incorporated and considerably modified
by Jameson [18] and can now be used on three dimensional problems.
Bristeu et al. [4] has used finite elements and a penalty method.



102 3. Two dimensional steady flow

The lag of the theory behind numerical experiment is not suprising
especially when one realizes how limited the theory is with respect to
one dimensional flow.

In the case of no shocks, the problem can be looked at in the hodo-118

graph plane. under the hodograph transformation, see§ 5, the prob-
lem transforms into a free boundary value problem2. Consider the sym-
metric wing section which has a singly curved image in the hodograph
plane. The equation, say forψ, (3.15), is linear. There is a prescribed
singularity at the image point of the point at infinity. The boundary con-
dition ψ = 0 is imposed on the axisθ = 0 and the unknown image of the
wing, see Fig. 3.6. But there is a second boundary condition because
the flow angleθ is a prescribed function of the arc length on the wing.
Using (3.8), this yields, on the free boundary,

dφ = q(σ)e
√
−1θ(dX(θ) +

√
−1dY(θ)),

wherex = X(θ), y = Y(θ) describe the wing. This is only one condition
since tanθ = dY/dX. Then using

dφ = ψσdθ − Kψθdσ

we have the extra condition onψ:

−ψσdθ + Kψθdσ = q(σ).

Solutions for special shapes known assuper-critical airfoils cor-
responding to smooth flow pasta wing can be found. One solves the
boundary value problem without the last condition (3.31) using some
smooth boundary and a well posed problem. But we know from§ 8 that
we cannot expect to solve the problem with full Dirichlet conditions.
Instead use the following procedure:

2This approach has been explored by Brezis and Stampacchia [3] for subsonic flows
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Fig. 3.6.
119

Solve the boundary value problem:

Kψθθ + ψσσ = 0 in D

ψ = 0 on C1 +C2 +C3 +C4 +C5,

with prescribed singularity at (0, σ∞). HereC1 + C2 andC3 + C4 are
smooth arcs satisfying

σdσ2 + dθ2
≧ 0,

andC5 is a slit onσ-axis s.t.σ∞ ≦ σ < ∞ onC5.
The rest of the boundary ofD consists of two characteristicsΓ−

andΓ+ issuing from the origin untilC2, C3 are intersected. It can be
shown by the methods of the preceding section that this is a well-posed
problem. The singularity at (0, σ∞) is a bit messy (see Gilbarg [14];
but for our purposes it suffices to treat it like the incompressible flow
singularity which would require takingK(σ∞) = 1 and

ψθ −
√
−1ψσ − A(φ +

√
−1σ)3/2 = 0(|φ +

√
−1σ|1/2) (3.32)

whereA is related to the prescribed speed of the wing). 120
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We now have part of a flow and part of a supercritical wing image
(C1+C2+C3+C4) in the hodograph plane. To choose the wing, we con-
tinue the solutionψ across the characteristic gap,Γ+ andΓ−, by solving
the appropriate Goursat problem. It is not unreasonable to expect that
there will be curve joiningC2 to C3 on whichψ = 0 especially if the
hyperbolic region is small. At this stage we have solved the hodograph
problem. The next stage is to find the physical image using (3.8). A
short calculation shows that this will fail ifK(σ)ψ2

θ +ψ
2
σ changes sign (a

limiting line occurs whereK(σ)ψ2
θ + ψ

2
σ = 0). But again for sufficiently

small hyperbolic regions this does not happen and we do in fact find a
physical flow.

In the next section, we describe the method used by Garabedian to
generate smooth flows. Fung et al. [12] has used the idea of finding first
a purely subsonic flow with a sonic line separating two subsonic regions
adjusting the equation of state and then continuing the flow from the
sonic line into the smaller region using the right equation of state and
finding a new profile.

There are other possibilities for generating supercritical wing sec-
tions all involving some form of unique continuation.

Having constructed a smooth flow and a wing section, one way or121

another, one asks what happens to this flow when it is a disturbed say
by changing its tilt (angle of attack) or by changing its speed at infinity
(Mach number). The evidence both numerical and experimental is that
a shock develops at the rear sonic point on the wing profile. Itincreases
the drag (and hence the fuel consumption). Theoretically there are no
results on the nature of this shock flow.

3.10 Perturbation boundary value problem

It would be useful to know what flows close to supercritical (smooth
transonic) flows look like. First one looks at the general perturbation
problem assuming that the nearby flow is smooth. This leads toa con-
tradiction. Then one asks what actually happens.

First, the perturbation equation has to be determined. The direct
method from equations (3.9) is tedious. Instead, for the Legendre po-
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tential
χ(u, v) = xu+ yv− φ(x, y)

we see that the perturbation Legendre potentialδχ satisfies

δχ = δx.u+ δy.v− φxδx− φyδy − δφ

in terms of a perturbation potentialδφ and the perturbationsδx, δy. But
φx = u andφy = v so thatδχ = −δφ to first order. Thus, in the hodograph
variablesθ, σ̂ of the undisturbed flowsinceδχ satisfies (3.18) so does
δφ. Thus

K̂(δφ)θθ + (δφ)σ̂σ̂ = 0. (3.33)

On the perturbed boundary given by 122

y = Y(x) + δY(x)

we find
∂φ

∂n
(x,Y + δY) +

∂

∂n
(δφ) = 0,

or to first order
∂

∂n
δφ − (

∂

∂n
φy)δY = 0. (3.34)

At infinity, if there is a change in Mach number at infinity, there is a
prescribed singularity of order 3/2 as in the unperturbed case; see (3.32).

If we restrict ourselves to solutions with continuous derivatives (no
shocks) then one finds by using the methods of the first sectionof this
chapter, that the problem is ill-possed if we fix the Mach number and
change the profile, i.e.,δY , 0. For the symmetric profile see Morawetz
[28], for the non-symmetric case Cook [5]. Very partial results exist if
we change Mach number, Morawetz [29, III].

The simplest proof amounts to showing that the solution is uniquely
determined up to a one parameter family by the prescribed data ourside
a “characteristic gap”, i.e., by data onC1 + C2 + C3 +C4, see Fig. 3.6,
sinceσ̂ = σ̂(σ). Therefore the functionδY(x) cannot be arbitrary in
the gap sinceδφ is determined by unique continuation fromΓ+, Γ−. A
more elaborate proof shows thatδY(x) = 0 in the gap ifδY ≡ 0 on
C1 +C2 +C3 +C4 +C5.
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The next question is how to find a well-posed perturbation problem 123

that represents a disturbance with shocks. The answer probably lies in
finding a suitable singular perturbation for the case where on the whole
boundary the value ofδY is given arbitrarily. This might be accom-
plished by admitting singularities into the perturbation velocities at the
places where shocks are expected, i.e., the points where thesonic line
hits the profile. Thus the perturbation flow velocities wouldbe a small
variation on the unperturbed flow velocities but not right atthe sonic
points on the boundary. See [31] where such a singular Dirichlet prob-
lem is solved.

3.11 Design by the method of complex characteris-
tics

The method of complex characteristics has been introduced and used
successfully by Bauer et at [1], in the computation of flows and pro-
files. It began with the computation of flows with Mach number greater
than one at infinity where the object was to determine the subsonic flow
behind an analytical shock, see§ 4. Its full strength came in the com-
putation of supercritical airfoils, i.e., transonic but shock free with some
Mach number less than one at infinity. We sketch here the principles
involved in one of the early computations.

We are given a velocity at infinity for a flow. The object is to find an
airfoil and a smooth flow past it with this velocity at infinityand with
somewhat indefinitely specified characteristics:

(i) a large supersonic region,124

(ii) a large decrease in the pressure (a large increases in the velocity)
to control boundary layer separation on the forward end, and

(iii) a subsonic cusped trailing edge with the streamline from the upper
surface meeting the one from the lower surface smoothly.

In the most recent work the object has been to specify the speed as
a function of arc length along the airfoil but we will not describe this.
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We write the equations of motion (3.3) and (3.9) as

S Ux + TUy = 0,

where

U =

(

u
v

)

S =

(

c2 − u2 −uv
0 1

)

and T =

(

−uv c2 − v2

−1 0

)

and put this system in characteristic form formally. This yields the char-
acteristic equations

yξ + λ+xξ = 0, uξ − λ−vξ = 0,

yη + λ−xη = 0, uη − λ+vη = 0,
(3.35)

where

λ± =
uv± c

√

q2 − c2

c2 − u2
.

Thus in the subsonic region whereq2 < c2 the characteristics are com-
plex. Note thatξ, η are functions ofu, v.

Claim. ξ, η may be chosen so that in the real plane the solution is real.125

Proof. Let ω = u−
√
−1v, ω∗ = u+

√
−1v. Supposeξ = ξ(ω,ω∗) and

write

λ+(ω,ω
∗) = λ1(ω,ω∗) +

√
−1λ2(ω,ω∗)

λ−(ω,ω
∗) = λ1(ω,ω∗) −

√
−1λ2(ω,ω∗),

with λ1 = uv/(c2−u2), λ2 = c
√

q2 − c2, Re(q2−c2) > 0. If u, v are real,
thenλ1, λ2 are real and

λ+(ω,ω
∗) = λ−(ω̄∗, ω̄)

where a bar above denotes the complex conjugate. Hence

uξ(ω,ω
∗) = λ−(ω,ω

∗)vξ(ω,ω
∗)
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and changing values of the variableω → ω̄∗, ω∗ → ω̄ and becauseu
andv are real, we obtain

uξ(ω,ω∗) = λ+(ω,ω∗) vξ(ω,ω∗)

or
uξ̄(ω,ω

∗) = λ+(ω,ω
∗)vξ̄(ω,ω

∗).

This showsη = ξ̄ is a possible characteristic variable in the subsonic
region. �

A simple example: Consider the Cauchy Riemann equations

ux + vy = 0,

vx − uy = 0.

Hereλ± = ±
√
−1 and therefore126

yξ +
√
−1xξ = 0, uξ −

√
−1vξ = 0,

yη −
√
−1xη = 0, uη +

√
−1vη = 0.

So,ω = u−
√
−1v, ω̄ = u+

√
−1v are characteristic co-ordinates.

Note.Various problems could be solved in some limited region, forex-
ample, a Cauchy or Goursat problem. Now consider the elliptic re-
gion. Thereλ± are complex but the system remains valid. We consider
x, y, u, v as complex quantities. Note thatq2 = u2 + v2 andc2(q) is an
analytic function ofq. Of course, we look for solutions which are real
for real x, y.

Remarks. (1) Since the solution is analytic and independent of the
path the number of actually used real variables can be reduced to
three.

(2) λ± are analytic in some slit domain because of the singularities
at q ± c = 0. This surfaceq ± c = 0 forms a two dimensional
manifold in four dimensional space (ω,ω∗).
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We examine a difference scheme for a Goursat problem and first
consider the real case. The difference scheme is given by

p(P) − p(Q) + λ+(Q)(q(P) − q(Q)) = 0,

p(P) − p(R) + λ−(R)(q(P) − q(R)) = 0,

where we usep, q as variables. We want to solve forp(P) andq(P), see 127

Fig. 3.7.

Fig. 3.7.

Here the data is prescribed onξ = 0,η = 0 (For the Goursat problem
see Garabedian [13] pp 118-119). We can solve forp(P), q(Q) provided
λ+ , λ− or equivalentlyq2

, c2.
In the complex case, the same argument holds, but note that we

should take∆ξ = ∆η in the elliptic region. How do we guarantee that
we have a real solutionx, y for realu, v? Note that the equations forx, y
are linear and they have real coefficients if u, v are real. Hence Re(x)
and Re(y) are solutions and these are real.

In practice, it has proved better to prescribe

x(ξ, ηo) = f (ξ) + g(ηo)

x(ξo, η) = g(η) + f (ξo),

and to get real solutions in the real plane by choosingf (ξ) = g(ξ̄).
The following problems arise:

(i) How to choosef so that a stagnation point appears before a sin-
gularity?
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(ii) How to choosef so that the streamlines of the profile join smooth-128

ly at a trailing edge?

One usually chooses as a trialf , g the corresponding data for the
Cauchy-Riemann equations and then adjust.

Remark. Existence up to a singular point follows by a Cauchy-Kowa-
lewski type of argument for a Goursat problem.

3.12 Numerical solution with shocks: Off design
computations

We now consider the problem of computing flows for supercritical air-
foils at off design, e.g., with different velocities at infinity than specified.
This problem was open for a number of years and the first numerical so-
lution of a nonlinear mixed equation with shock was given by Murman
and Cole [32]. We treat a similar case. Consider the small disturbance
equation, (3.19),

φx φxx + φyy = 0

which is elliptic forφx > 0, hyperbolic forφx < 0. Suppose we have the
following data on the boundary of the region (see Figure 3.8):

(i) φy(x, 0) ∈ C∞o
(ii) φy(x, b) = 0
(iii) φx(0, y) and φx(a, y) are given.

(3.36)

The values ofφy on the shaded segment corresponds to a given shape of
airfoil y = Y(x) in the small disturbance approximation.
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Fig. 3.8.
129

Remark . Even for this boundary value problem, there is still no exis-
tence theorem establishing a weak solution.

Let U j
i represent an approximation forφ at the mesh poitx = i∆x,

y = j∆y. The form of difference scheme proposed for the elliptic region
is:

1
2∆x

[(
U j

i+1 − U j
i

∆x
)2 − (

U j
i − U j

i−1

∆x
)2] +

1

(∆y)2
[U j+1

i − 2U j
i + U j−1

i ] = 0,

(3.37)
a second order accurate scheme. Note that in this forms the difference
analogue of

∮

φ2
xdy− φydx = 0. This is in so called conservation form.

In the hyperbolic region weretard the x-differences and use

1
2∆x

[(
U j

i − U j
i−1

∆x
)2− (

U j
i−1 − U j

i−2

∆x
)2] +

1

(∆y)2
[U j+1

i−1 −2U j
i−1+U j−1

i−1 ] = 0

(3.38)
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This is accurate to second order for some equation of the form

1
2

(φ2
x)x + φyy = (ǫ(φ2

x)x)x (3.39)

whereǫ = 0 for φx > 0. The scheme thus introducesarticicial dissipa-130

tion but only in the supersonic region, cf. Chapter I§§ 5 and 7.

Exercise .Investigate the one dimensional form of (3.39) and see how
the solution depends on the parameter.

The object is to prescribe appropriate boundary conditionsusing
(3.36) and then to solve (3.37) and (3.38) forU j

i . For this a particular
relaxation method is used which we will interpret as a time dependent
problem on the original equation. Consider

φxt = φxφxx + φyy,

with the same boundary conditions. Then solve numerically by differ-
encing the following:

φ̃xt = φ̃xφ̃xx in n∆t ≦ t ≦ (n+ 1)∆t (3.40)
˜̃φxt =

˜̃φyy in (n+ 1)∆t ≦ t ≦ (n+ 2)∆t (3.41)

Here∆t is small. Define

φ∗ =






φ̃ in n∆t ≦ t ≦ (n+ 1)∆t
˜̃φ in (n+ 1)∆t < t ≦ (n+ 2)∆t

(3.42)

This is an alternating direction scheme and it turns out thatif the quan-
tities are smooth, this alternate direction scheme implies

φ∗ → φ as ∆t → 0.

However, we do not expect a smooth solution; a shock occurs and across131

this shockφx increases in accordance with the entropy condition if the
difference have been retarded in thex - direction and if the shock can
be described byx = X(y). Furthermore one belives thatφ approaches a
steady state ast → ∞ and this steady state is the desired solution.
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If we now difference the alternating direction time dependent
scheme in time and space we get a particular relaxation scheme for find-
ing U j

i .
Alternative schemes have been suggested by Engquist, Osher[9],

who show in fact that there exists a solution for their difference scheme.
The main ideas of this method have been used by Jameson [18] and
others to solve the full equations and in recent work the method has been
applied to three dimensional flows where the computing difficulties are
very great.

3.13 Nozzle flow

Another transition flow from subsonic to supersonic occurs in a nozzle
but with much more stable behaviour.

The simplest example is a Meyer flow (see Bers [2]) where thereis
an elegant exact solution. From (3.8) one finds the equationsfor q, θ as
functions ofφ, ψ and one finds nearq = c that

Sψ = θφ, S Sφ = θψ,

whereS is related toσ. For everyA,

S = Aφ +
A2

2
ψ2

θ = A2φψ +
A3

6
ψ3

is a solution. The flow in theφ, ψ plane has, of course, as streamlines132

the horizontalsψ = constant. Thus the wall of the corresponding flow
in φ, ψ plane consists of two straight lines.

The sonic line is a parabola and the characteristics are (θ − θo)2 =
4
9
σ3 and there are four of them passing throughφ = 0, ψ = 0 given

by φ = ±A
4
ψ2. Hence the mapping into the hodograph plane is not

one-to-one but there is a fold and the regionθ2 <
4
9
σ3 is coveredthree

times.
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To design a general nozzle with prescribed speed at infinity,we
therefore solve

Kψθθ + ψσσ = 0

in the hodograph planeσ, θ. Specify the singularity atσ∞ by analogue
with incompressible flow (see the Figure 3.9). Leave out the gap made
by the characteristics through the origin.

Characteristics

Fig. 3.9.

Next continue the flow across the characteristics to get two layers133

ending on the characteristics. Continue the flow on the thirdsheet into
the whole quadrant bounded by four characteristics.

To continue the flow, one uses hyperbolic methods. The flow can
be terminated by a shock and the outgoing flow from the nozzle will be
subsonic.
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