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Preface

These notes are based upon my lectures at the Tata Institute from De-
cember, 1965 through February, 1966. The fact that the volume of ma-
terial treated was excessive for so brief a period manifestsitself in the
monotone increasing neglect of technical details in the last chapters.
The notes are often a considerable improvement on my lectures, and I
express my warm thanks to Amit Roy, who is responsible for them.

Portions of the research on which these lectures are based was car-
ried out with NSF contract support at Columbia University.
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Introduction

In order to construct a general theory of (non-singular) quadratic forms 1

and orthogonal groups over a commutative ringk, one should first in-
vestigate the possible generalizations of the basic classical tools (when
k is a field). These are

(I) Diagonalization (if chark , 2), and Witt’s theorem.

(II) Construction of the classical invariants: dimension,discriminant,
Hasse invariant.

This course is mostly concerned with the algebraic apparatus which
is preliminary to a generalization of II, particularly of the Hasse invari-
ant. Consequently, quadratic forms will receive rather little attention,
and then only at the end. It will be useful, therefore, to briefly outline
now the material to be covered and to indicate its ultimate relevance to
quadratic forms.

We define aquadratic moduleover k to be a pair (P, q) with P ∈
P
=
, the category of finitely generated projectivek-modules, and with

q : P → k a map satisfyingq(ax) = a2q(x) (aǫk, aǫP) and such that
(x, y) 7−→ q(x + y) − q(x) − q(y) is a bilinear form. This form then in-
duces a homomorphismP → P∗ = Homk(P, k) (by fixing a variable),
and we call (P, q) non-singularif P→ P∗ is an isomorphism.

If (P1, q1) and (P2, q2) are quadratic modules, we have the “or-
thogonal sum” (P1, q1) ⊥ (P2, q2) = (P1 ⊕ P2, q), whereq(x1, x2) =
q1(x1) + q2(x2).

Given P ∈ P
=
, in order to find aq so that (P, q) in non-singular we 2
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2 Contents

must at least haveP ≈ P∗. Hence for arbitraryP, we can instead take
P⊕P∗, which has an obvious isomorphism, “

(

0 1P∗

1P 0

)

”, with its dual. In-
deed this is induced by the bilinear form associated with thehyperbolic
module

H(P) = (P⊕ P∗, qP),

whereqp(x, f ) = f (x)(xǫP, f ǫP∗). The following statement is easily
proved:

(P, q) is non-singular⇔ (P, q) ⊥ (P,−q) ≈ H(P).
Let Q

=

denote the category of non-singular quadratic modules and

their isometrics. InP
=

we take only theisomorphismsas morphisms.

Then we can viewH as thehyperbolic functor

H : P
=
→ Q
=

,

where, for f : P→ P′, H( f ) is the isometryf ⊕ f ∗
−1

: H(P) → H(P′).
Moreover, there is a natural isomorphism

H(P⊕ P′) ≈ H(P) ⊥ H(P′).

With this material at hand I will now begin to describe the course.
In chapter 1 we establish an exact sequence of Grothendieck groups
of certain categories, in an axiomatic setting. Briefly, suppose we are
given a categoryC in which all morphisms are isomorphisms (i.e. a3

groupoid) together with a product⊥ which has the formal properties
of ⊥ and⊕ above. We then make an abelian group out of objC in
which⊥ corresponds to+; it is denoted byK0C . A related groupK1C ,
is constructed using the automorphisms of objects ofC . Its axioms
resemble those for a determinant. IfH : C → C ′ is a product preserving
functor (i.e. H(A ⊥ B) = HA ⊥ HB), then it induces homomorphisms
KiH : KiC → KiC

′, i = 0, 1. We introduce a relative categoryΦH, and
then prove the basic theorem:

There is an exact sequence

K1C → K1C
′ → K0ΦH → K0C → K0C

′,
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providedH is “cofinal”. Cofinalmeans: givenA′ǫC ′, there existsB′ →
C ′ andCǫC such thatA′ ⊥ B′ ≈ HC. This theorem is a special case of
results of Heller [1].

The discussion above shows that the hyperbolic functor satisfies all
the necessary hypotheses, so we obtain an exact sequence

[H] K1P
=
→ K1Q

=

→ K0ΦH → K0P
=
→ K0Q

=

→ Witt (k)→ 0.

Here we define Witt (k) = coker (k0H). It corresponds exactly to the
classical “Witt ring” of quadratic forms (see Bourbaki [2]). The KiP

=
,

i = 0, 1 will be described in chapter 1.K1Q
=

is related to the stable

structure of the orthogonal groups overk.
The classical Hasse invariant attaches to a quadratic form over a 4

field k an element of the Brauer group Br (k). It was given an intrinsic
definition by Witt [1] by means of the Clifford algebra. This necessitates
a slight artifice due to the fact that the Clifford algebra of a form of odd
dimension is not central simple. Moreover, this complication renders the
definition unavailable over a commutative. ring in general.C.T.C. Wall
[1] proposed a natural and elegant alternative. Instead of modifying the
Clifford algebras he enlarged the Brauer group to accommodate them,
and he calculated this “Brauer-Wall” groupBW(k) when k is a field.
Wall’s procedure generalizes naturally to anyk. In order to carry this
out, we present in chapters 2, 3, and 4, an exposition of the Brauer-Wall
theory.

Chapter 2 contains a general theory of equivalences of categories of
modules, due essentially to Morita [1] (see also Bass [2]) and Gabriel
[1]. It is of general interest to algebraists, and it yields,in particular, the
Wedderburn structure theory in a precise and general form. It is also a
useful preliminary to chapter 2, where we deal with the Brauer group Br
(k) of azumaya algebras, following the work of Auslander-Goldman [1].
In chapter 4 we study the categoryA

=
z2 of graded azumaya algebras, and

extend Wall’s calculation ofBW(k), giving only statements of results,
without proofs.

Here we find a remarkable parallelism with the phenomenon wit- 5

nessed above for quadratic forms. LetFP
= 2

denote the category of “faith-
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fully projective” k-modulesP (see chapter 1 for definition), which have
a grading modulo 2 :P = P0⊕P1. Then the full endomorphism algebra
END(P) (we reserve End for morphisms of degree zero) has a natural
grading modulo 2, given by maps homogeneous of degree zero and one,
respectively.

Matricially,
(

a b
c d

)

=

(

a 0
0 d

)

+

(

0 b
c 0

)

. These are the “trivial” algebras
in Az
= 2

; that isBW(k) is thegroupof isomorphism classes of algebras in

Az
= 2

, with respect to⊗, modulo those of the formEND(P). It is a group

because of the isomorphism

A⊗ A∗ ≈ END(A),

whereA∗ is the (suitably defined) opposite algebra ofA, for A ∈ Az
= 2

.

Morever,A is faithfully projective as ak-module. Finally we note that

END : FP
= 2
→ Az

= 2

is a functor, if in both cases we take homogeneous isomorphisms as
morphisms. For, iff : P → P′ ande ∈ END(P), thenEND( f )(e) =
f e f−1 ∈ END(P′). Moreover, there is a natural isomorphism

END(P⊗ P′) ≈ END(P) ⊗ END(P′).

Consequently, we again obtain an exact sequence:6

[END] : K1FP
= 2
→ K1Az

= 2
→ K0ΦEND→ K0FP

= 2
→ K0Az

= 2
→ BW(k)→ 0.

Chapter 5 finally introduces the categoryQ
=

of quadratic forms. The

Clifford algebra is studied, and the basic structure theorem for the Clif-
ford algebra is proved in the following form: The diagram of (product-
preserving) functors

P
=

H //

∧

��

Q
=

Clifford

��
FP
= 2 END

// Az
= 2
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commutes up to natural isomorphism. Here∧ denotes the exterior
algebra, graded modulo 2 by even and odd degrees.

This result simultaneously proves that the Clifford algebras lie in
Az
= 2

, and shows that there is a natural homomorphism of exact sequences

[H]

��

: K1P
=

��

// K1Q
=

//

��

K0ΦH

��

// K0P
=

//

Grassman

��

K0Q
=

//

Clifford

��

Witt(k) //

Hasse−Wall

��

0

END : K1FP
= 2

// K1Az
= 2

// K0ΦEND // K0FP
= 2

// K0Az
= 2

// BW(k) // 0

This commutative diagram is the promised generalization ofthe
Hasse invariant.





Chapter 1

The exact sequence of
algebraic K-theory

The exact sequence of Grothendieck groups constructed in Bass [K, 7

Chapter 3] is obtained here in an axiomatic setting. The sameis done
in a considerably, more general setting by A. Heller in Heller [1]. A
special case of the present version was first worked out by S. Chase
(unpublished).

In the last sections we shall describe the Grothendieck groups of
certain categories of projective modules.

1 Categories with product, and their functors

If C is a category, we shall denote by objC , the class of all objects of
C , and byC (A, B), the set of all morphismsA → B, A, Bǫ objC . We
shall assume the isomorphism classes in our categories to form sets.

A groupoid is a category in which all morphisms are isomorphisms.

Definition . A category with product is a groupoidC , together with a
“product” functor

⊥: C × C → C ,

which is assumed to be “coherently” associative and commutative in
the sense of MacLane [1].

7



8 1. The exact sequence of algebraicK-theory

That is, we are given isomorphisms of functors

⊥ ◦(1C× ⊥) ≈⊥ ◦(⊥ ×1C ) : C × C × C → C

and8

⊥ ◦T ≈⊥: C × C → C ,

whereT is the transposition onC × C . Moreover, these isomorphisms
are compatible in the sense that isomorphisms of products ofseveral
factors obtained from these by a succession of three-fold reassociations,
and two-fold permutations, are all the same. This permits usto write,

unambiguously, expressions likeA1 ⊥ · · · ⊥ An =
n
⊥
i=1

Ai.

A functor F : (C ,⊥) → (C ′,⊥′) of categories with product is a
functor F : C → C ′ which “preserves the product”. More precisely,
there should be an isomorphism of functorsF◦ ⊥≈⊥′ ◦(F × F) :
C × C → C ′, which is compatible, in an obvious sense, with the asso-
ciativity and commutativity isomorphisms in the two categories.

Hereafter all products will be denoted by the same symbol⊥ (except
for special cases where there is a standard notation) and we will usually
write C instead ofC , ⊥).

Examples.1) Letk be a commutative ring and letP
=

denote the category

of finitely generated projective modules overk with isomorphisms as
morphisms. It is a category with product if we set⊥= ⊕.

2) The full subcategoryFP
=

of P
=

with finitely generated faithful projec-

tive modules as objects. Here we set⊥= ⊗k.

3) The full subcategoryPic
=

of FP
=

whose objects are finitely generated9

projective modules of rank 1. We set⊥= ⊗k.

4) The categoryQ
=

of quadratic modules overk with isometries as mor-

phisms. We take⊥ to be the orthogonal sum of two quadratic mod-
ules.

5) The categoryAz
=

of Azumaya algebras overk (see Chapter 3). Here

take⊥= ⊗k.
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Let C (k) denote one of the categories mentioned above, and letk→
k′ be a homomorphism of rings. Thenk′⊗k induces a functorC (k) →
(k′) preserving product.

If we neglect naturality conditions, then a category with product is
one whose (isomorphism classes of) objects are a commutative semi-
group. TheGrothendieck groupis got by formally introducing inverses
and making this semi-group into a group.

Definition. LetC be a category with product. The Grothendieck group
of C is defined to be an abelian group K0C , together with a map

()C : objC → K0C ,

which is universal for maps into abelian groups satisfying

K0. if A ≈ B, then(A)C = (B)C ,

K1. (A ⊥ B)C = (A)C + (B)C .

In other words ifG is an abelian group andϕ : objC → G a map sat-
isfying K0 andK1, then there exists a unique homomorphism of groups
ψ : K0C → G such thatϕ = ψ0( )C .

ClearlyK0C is unique. We can constructK0C by reducing the free 10

abelian group on the isomorphism classes of objC by relations forced
by K1.

WhenC is clear from the context, we shall write ( ). instead of ( )C .

Proposition 1.1. (a) Every element of K0C has the form(A) − (B) for
some A, Bǫ objC .

(b) (A) = (B)⇔ there exists C∈ objC such that A⊥ C ≈ B⊥ C.

(c) If F : C → C ′ is a functor of categories with product, then the map

K0F : K0C → K0C
′,

given by(A)C 7−→ (FA)C ′ is well defined and makes K0 a functor
into abelian groups.
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We defer the proof of this proposition, since we are going to prove
it in a more general form (proposition 1.2 below).

Definition. A compositionon a categoryC with product is a sometimes
defined composition◦ of objects ofC , which satisfies the following con-
dition: if A ◦ A′ and B◦ B′ are defined (A, A′, B, B′ ∈ objC ), then so
also is(A ⊥ B) ◦ (A′ ⊥ B′), and

(A ⊥ B) ◦ (A′ ⊥ B′) = (A ◦ A′) ⊥ (B ◦ B′).

When this structure is present, we shall require the functors to pre-
serve it:F(A ◦ B) = (FA) ◦ (FB).

Definition. LetC be a category with product and composition.11

TheGrothendieck groupof C is defined to be an abelian groupK0C ,
together with a map

( )C : objC → KoC ,

which is universal for maps into abelian groups satisfyingK0, K1 and
K2. if A ◦ B is defined, then (A ◦ B)C = (A)C + (B)C .
If composition is never defined, we get back theK0 defined earlier.
As before we write ( ) instead of ( )C when C is clear from the

context.
We shall now generalize proposition 1.1.

Proposition 1.2. LetC be a category with product and composition.

(a) Every element of K0C has the form(A) − (B) for some A, B∈
objC .

(b) (A) = (B) ⇔ there exist C, D0, D1, E0, E1 ∈ objC , such that
D0 ◦ D1 and E0 ◦ E1 are defined, and

A ⊥ C ⊥ (D0 ◦D1) ⊥ E0 ⊥ E1 ≈ B⊥ C ⊥ D0 ⊥ D1 ⊥ (E0 ◦E1).

(c) If F : C → C ′ is a functor of categories with product and com-
position, then the map

K0F : K0C → K0C
′,

given by(A)C 7−→ (FA)C ′ , is well defined and makes K0 a functor
into abelian groups.
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Proof. (a) Any element ofK0C can be written as 12
∑

i

(Ai) −
∑

j

(B j) = (⊥
i

Ai) − (⊥
j

B j).

(b) Let us denote by [A] the isomorphism class containingAǫ objC ,
and byM the free abelian group generated by these classes. A re-
lation

∑

[Ai] =
∑

[B j] in M implies an isomorphism⊥ Ai ≈⊥ B j in
C .

Now, if (A) = (B), then we have a relation of the following type in
M:

[A] − [B] =
∑

{[Ch0 ⊥ Ch1] − [Ch0] − [Chh1]}

+

∑

{[C′i0] + [C′i1] − [C′i0 ⊥ C′i1]}

+

∑

{[D j0] + [D j1] − [D j0 ◦ D j1]}

+

∑

{[El0 ◦ El1] − [El0] − [El1]},

or

[A] +
∑

{[Ch0] + [Ch1]} +
∑

[C′i0 ⊥ C′i1]

+

∑

[D j0 ◦ D j1] +
∑

{[El0] + [El1]}

= [B] +
∑

[Ch0 ⊥ Ch1] +
∑

{[C′i1]

+[C′i1]} +
∑

{[D j0] + [D j1]} +
∑

[El0 ◦ El1].

This implies an isomorphism

A ⊥ C ⊥ (D0 ◦ D1) ⊥ E0 ⊥ E1 ≈ B⊥ C ⊥ D0 ⊥ D1 ⊥ (E0 ◦ E1).

where 13

C = ( ⊥
h

Ch0) ⊥ (⊥
h

Ch1) ⊥ (⊥
i

C′i0) ⊥ (⊥
i

C′i1),
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D0 =⊥
j

D j0, E0 =⊥
l

E10,

D1 =⊥
j

D j1, E1 =⊥
l

E11.

The other implication is a direct consequence of the definition of
K0C .

(c) The map objC → K0C
′ given byA 7−→ (FA)C ′ satisfiesK0, K1

and K2. This gives rise to the required homomorphismK0C →

K0C
′. The rest is straightforward.

�

Now let C be simply a category with product. ForA ∈ objC , we
write

G(A) = C (A,A),

the group of automorphisms ofA. (Recall thatC is a groupoid.) If
f : A→ B, we have a homomorphism

G( f ) : G(A)→ G(B),

given byG( f )(α) = fα f −1.
We shall now construct, out ofC , a new categoryΩC . We take

objΩC to be the collection of all automorphisms inC . If α ∈ objΩC is
an automorphism ofA ∈ C , we shall sometimes write (A, α) instead of
α, to makeA explicit. A morphism (A, α)→ (B, β) inΩC is a morphism
f : A→ B in C such that the diagram14

A
f //

α

��

B

β

��
A

f
// B

is commutative, that is,G( f )(α) = β. We define a product inΩC by
setting (A, α) ⊥ (B, β) = (A ⊥ B, α ⊥ β). There is a natural composition
0 in ΩC : if α, βǫ objΩC are automorphisms of the same object inC ,
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then we takeα ◦ β to be the usual of morphisms. The compatibility of⊥
and 0 inΩC is the identity

(α ⊥ β) ◦ (α′ ⊥ β′) = (α ◦ α′) ⊥ (β ◦ β′),

which simply expresses the fact that⊥ is a functor (of two variables).

Definition. If C is a category with product, we define

K1C = K0ΩC .

Let F : C → C ′ be a functor of categories with product. ThenF
inducesΩF : ΩC → ΩC ′, preserving product and composition, so we
obtain homomorphisms

KiF : KiC → KiC
′ i = 0, 1.

We propose now to introduce a relative group to connect the above
into a 5-term exact sequence.

First we construct the relative categoryΦF with respect to the func- 15

tor F. Objects ofΦF are triples (A, α, B), A, B ∈ objC andα : FA→
FB. A morphism (A, α, B) → (A′, α′, β′) in ΦF is a pair (f , g) of mor-
phismsf : A→ A′ andg: B→ B′ in C such that

FA
F f //

α

��

FA′

α′

��
FB

Fg
// FB′

is a commutative diagram. We define product and composition in ΦF,
by setting

(A, α, B) ⊥ (A′, α′, B′) = (A ⊥ A′, α ⊥ α′, B⊥ B′),

(B, β,C) ◦ (A, α, B) = (A, βα,C).

We shall see in§4 that under some restriction onF, the Grothendieck
group of this relative categoryΦF fits into an exact sequence involving
theK′i sof C andC ′.

We record here a few facts aboutK0ΦF which we shall need later:
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Remark 1.3. (a) (A, 1FA,A)ΦF = 0 for any A ∈ objC . This follows
from the fact (A, 1FA,A) ◦ (A, 1FA,A) = (A, 1FA,A) in ΦF.

(b) (A, α, B)ΦF = −(B, α−1,A)ΦF for any (A, α, B) ∈ objΦF. This fol-
lows from (a) and the equation (B, α−1,A)0(A, α, B) = (A, 1FA,A).

(c) Any element ofK0ΦF can be written as (A, α, B)ΦF. For, by propo-16

sition 1.2 (a), any element ofK0ΦF can be written as (A, α, B)ΦF −

(A′, α′, B′)ΦF. But this equals (A ⊥ B′, α ⊥ α′−1, B ⊥ A′)ΦF, in
view of (b) above, and the axiomK1.

We close this section with a lemma about permutations that will be
needed in§4. Consider a permutations of {1, . . . , n}. The axiom of
commutativity for⊥ gives us, for anyA1, . . . ,An, a well defined isomor-
phism

A1 ⊥ · · · ⊥ An
≈
−→ As(1) ⊥ · · · ⊥ As(n),

which we shall also denote bys. If αi : Ai → Bi, then the diagram

A1 ⊥ . . . ⊥ An
α1⊥...⊥αn //

s
��

B1 ⊥ . . . ⊥ Bn

s
��

As(1) ⊥ . . . ⊥ As(n)
αs(1)⊥...⊥αs(n)

// Bs(1) ⊥ . . . ⊥ Bs(n)

is commutative, that is

s(α1 ⊥ · · · ⊥ αn) = (αs(1) ⊥ . . . ⊥ αs(n))s. (1.4)

Suppose now thatαi : Ai → Ai+1, 1 ≤ i ≤ n− 1, andαn : An → A1.
Let s(i) = i − 1( modn). and setα = α1 ⊥ · · · ⊥ αn. Then (A1 ⊥ · · · ⊥

An, sα)ǫ objΩC . If

β = (1A1 ⊥ α
−1
1 ⊥ · · · ⊥ (αn−1 · · ·α1)−1),

A1 ⊥ A2 ⊥ · · · ⊥ An→ A1 ⊥ · · · ⊥ A1.

then β : (A1 ⊥ · · · ⊥ An, sα) → (A1 ⊥ · · · ⊥ A1, βsαβ−1) in ΩC .17

Now αβ−1
= (α1 ⊥ α2α1 ⊥ · · · ⊥ (αn · · ·α1)), and by (1.4) above,

βs= α−1
1 ⊥ (α2α1)−1 ⊥ · · · ⊥ (αn−1 · · ·α1)−1 ⊥ 1A1. Consequently:
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Lemma 1.5. Supposeαi : Ai → Ai+1, 1 ≤ i ≤ n− 1 andαn: An → A1.
Let s denote the permutation s(i) = i − 1( modn). Then inΩC

(A1 ⊥ · · · ⊥ An, s(α1 ⊥ · · · ⊥ αn))

≈ (A1 ⊥ · · · ⊥ A1, 1A1 ⊥ · · · ⊥
′ A1 ⊥ (αn − α1))

In particular, if α : A→ B andβ : B→ C, then

(A ⊥ B, t(α ⊥ α−1)) ≈ (A ⊥ A, 1)

and

(A ⊥ B⊥ C, s(α ⊥ β ⊥ (βα)−1)) ≈ (A ⊥ A ⊥ A, 1)

in ΩC , where t and s are the transposition and the three cycle, respec-
tively.

2 Directed categories of abelian groups

In the next section we shall see thatK1C can be calculated as a kind
of generalized direct limit. We discuss in this section somenecessary
technical preliminaries.

In this sectionG will denote a category of abelian groups. Also, we
shall assume thatG is a set.

Definition . A direct limit of G is an abelian groupG
→

together with a

family of homomorphisms fA : A → G
→

. A ∈ objG , such that the dia- 18

gram

A
f //

fA ��<
<<

<<
<<

< B

fB����
��

��
��

G
→

is commutative for any morphism f: A→ B andG
→

is universal for this
property.
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Clearly G
→

is unique. Also, it follows thatG
→

is the sum of its sub-

groups fA(A). We can describeG
→

as the quotient of ⊕
A∈ objG

A by the

subgroup generated by the elements of the typef (a)− a, where f is any
morphismA→ B anda ∈ A.

Lemma 2.1. LetG be such that given two objects A, B, there exists an
object C, withG (A,C) andG (B,C) non-empty. ThenG

→
=

⋃

fA(A).

Proof. Any element ofG
→

can be written as a finite sum
∑

fAi (ai ), ai ∈

Ai . To establish our assertion, it is enough to express an element of the
type fA(a) + fB(b) as fC(c) for someC andc ∈ C. We chooseC such
that there are morphismsg : A→ C, h : B→ C. Thenc = g(a) + h(b)
serves our purpose. �

It follows in particular that, ifG has a “finial” object, that is, an
objectC such thatG (A,C) , φ for everyA ∈ objG , then fC : C → G

→

is surjective. LetN be the subgroup ofC generated by all elements of
the type f1(a) − f2(a), fi ∈ G (A,C), a ∈ A. ClearlyN ⊂ ker fC and this19

induces a mapC/N → G
→

. On the other hand, all morphismsA → C

induce the same mapA → C/N, and the latter are clearly compatible
with the morphismsA→ B. The universal mapping property gives now
a mapG

→
→ C/N which is easily checked to be the inverse ofC/N → G

→
.

ThusC/N→ G
→

is an isomorphism, that is,N = ker fC.

Definition. G is calleddirected, if

(1) given A, B ∈ objG , there exists C∈ objG , such thatG (A,C) and
G (B,C) are both non-empty.

(2) given fi : A → B, i = 1, 2, there exists g: B → C such that
g f1 = g f2.

We note that lemma 2.1 is valid for directed categories.

Lemma 2.2. Let G be directed and let fA(a) = 0 for some A∈ objG
and a∈ A. There exists then a morphism g: A→ B such that g(a) = 0.
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Proof. Since fA(a) = 0, we have, in the direct sum of theC′s, a =
∑

i
±( fi(ci) − ci). Since only a finite number of terms appear in the re-

lation, we can find aC into which all the intervening groups map. In
particular, if G ′ is the full subcategory ofG whose objects are those
which have a map intoC, thenG ′ hasC as a final object and we have
f ′A(a) = 0, wheref ′A : A→ G

→

′. Now it follows from the last paragraph

that if f : A → C, then there is a family of pairsf1i, f2i : Bi → C,

andbi ∈ Bi, 1 ≤ i ≤ m, such thatf (a) =
m
∑

i=1
f1i(bi ) − f2i(bi). Since

G is directed, it follows easily, by induction onm, that there exists an20

h : C→ B such thath f1i = h f2i , 1 ≤ i ≤ m. Thenh f(a) = 0. �

Definition . A subcategoryG ′ of a directed categoryG is calleddomi-
nating, if

(1) given A∈ objG , there exists A′ ∈ objG ′ and a map A→ A′ in G ,

(2) given fi : A′i → B in G , i = 1, 2, with A′i ∈ G ′, there exists
g : B→ C′ with C′ ∈ objG ′ such that g fi ∈ G ′, i = 1, 2.

We note first thatG ′ is also directed. For givenA′1, A′2 ∈ objG ′,
we can find fi : A′i → B in G . There exists thenag : B → C′ with
C′ ∈ objG ′ such thatg fi is a morphism inG ′, i = 1, 2. Next suppose
f1, f2 : A′ → B′ are maps inG ′. There existsg : B′ → C in G such
thatg f1 = g f2. We can findh : C → D′ with hg in G ′. Thus we have a
morphismhg in G ′ with (hg) f1 = (hg) f2.

Proposition 2.3. If G ′ is a dominating subcategory of the directed cat-
egoryG , then the natural mapϕ : G ′

→
→ G
→

is an isomorphism.

Proof. Write f ′A′ : A′ → G ′

→
and fA : A→ G

→
for the canonical maps. If

A′ ∈ objG ′, A ∈ objG andA′ g A is a map in either direction inG , then

A′
g //

f ′
A′

��
f ′
A′

��>
>>

>>
>>

>>
>>

>>
A

fA

��
G ′

→ ϕ
// G
→
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is commutative. �

Given A, we can findg : A → A′ by (1), so that imfA ⊂ Im fA′ =21

imϕ fA′ ⊂ imϕ. It follows from lemma 2.1, thatϕ is surjective. Suppose
now x ∈ kerϕ. SinceG ′ is directed, lemma 2.1 is applicable toG ′ and
we can writex = fA′(a′). By lemma 2.2 there existsg : A′ → A such
that g(a′) = 0. Chooseh : A → B′ in G such that hg is inG ′. Thus
hg(a′) = 0, so thatx = f ′A′a

′
= f ′B′hg(a′) = 0, which shows thatϕ is

injective.

3 K1C as a direct limit

Let C be a category with product. IfA is an object ofC , we write
G(A) for its automorphism group, [A] for the isomorphism class of A,
andG[A] for the abelianization ofG(A), that is, the quotient ofG(A)
by its commutator subgroup. This notation is legitimate because any
two isomorphismsA→ B induce the same isomorphismG[A] → G[B],
sinceG(A)→ G(B) is unique up to inner automorphisms.

We now propose to construct a directed categoryG of abelian
groups, in the sense of§2. The objects ofG are theG[A], A ∈ objC .
As for morphisms inG , we setG (G[A],G[B]) = φ if there exists no
A′ with A ⊥ A′ ≈ B. Otherwise leth : A ⊥ A′ → B be an isomor-
phism for someA′. We have a homomorphismG(A) → G(B) given by
α 7→ G(h)(α ⊥ 1A′). This induces a homomorphismf : G[A] → G[B]
which is independent of the isomorphismh chosen and depends only
on the isomorphism class [A′] of A′. The homomorphismf will be de-22

noted byG[A] ⊥ [A′]. Now we defineG (G[A],G[B]) to be the set of all
homomorphismsG[A] → G[B] which are of the formG[A] ⊥ [A′] for
someA′ with A ⊥ A′ ≈ B.

We define composition of morphisms inG by

(G[B] ⊥ [B′])(G[A] ⊥ [A′]) = G[A] ⊥ [A′ ⊥ B′],

whereA ⊥ A′ ≈ B.
SinceG (G[Ai ],G[A1 ⊥ A2]) is not empty fori = 1, 2, G satisfies

the condition (1) in the definition of a directed category. Toverify (2),
suppose givenf1, f2 : G[A] → G[B],
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fi = G[A] ⊥ [A′i ]. Then [A ⊥ A′i ] = [B] so if we set
g = G[B] ⊥ [A] : G[B] → G[B⊥ A], we have

g fi = (G[B] ⊥ [A])(G[A] ⊥ [A′i ]) = G[A] ⊥ [A′i ⊥ A] = G[A] ⊥ [B],

which is independent ofi.

Definition. A functor F : C ′ → C of categories with product is called
cofinal if every A∈ objC “divides” FB’ for some B′ ∈ objC ′, that is,
if A ⊥ A1 ≈ FB′ for some object A1 of C . A subcategoryC ′ ⊂ C is
calledcofinal if the inclusion functor is.

Theorem 3.1. LetC be a category with product.

(1) Let G be the directed category of abelian groups constructed
above. There is a canonical isomorphism

G
→

≈
−→ K1C .

(2) LetC ′ be a full cofinal subcategory ofC . The inclusion ofC ′ in
C induces an isomorphism

K1C
′ ≈−→ K1C .

Proof. (a) If α ∈ G(A) let (α) denote its image inKC

1 . 23

Since (αβ) = (α) + (β), the mapα 7→ (α) is a homomorphism
G(A) → K1C which, sinceK1C is abelian, inducesg[A] : G[A] →
K1C . In particular, since (1A′) = 0, we have (α ⊥ 1A′) = (α) +
(1A′) = (α) and this implies that theg[A] actually define a map
of the directed categoryG into K1C . Hence we have a homo-
morphismG

→
→ K1C . To construct its inverse we need only ob-

serve the obvious fact that the map assinginig to eachα its image
(viaG(A) → G[A] → G

→
) in G

→
satisfies the axioms definingK1, so

that by universality, we get the desired homomorphismK1C → G
→

.
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(b) If A′ andB′ are two objects ofC ′ ⊂ C , the symbolsG(A′),G[A′]
andG[A′] ⊥ [B′] are unambiguous sinceC ′ is full in C . Let G ′ be
the directed category associated withC ′. EvidentlyG ′ ⊂ G , and
we need only show thatG ′ is a dominating subcategory ofG (in the
sense of§2), for then we can invoke proposition 2.3.

�

GivenG[A] ∈ objG , chooseA ⊥ B ≈ C′, B ∈ objC ,C′ ∈ objC ′.
This is possible becauseC ′ is cofinal inC . ThenG[A] ⊥ [B] : G[A] →
G[C′], andG[C′] ∈ objG ′. This verifies condition 1) forG ′ to be dom-
inating in G . Condition 2) requires that iff1, f2 : G[A′] → G[B],
A′ ∈ objC ′, then there existsg : G[B] → G[C′] such thatg fi is a
morphism inG ′, i = 1, 2. Let fi = G[A′] ⊥ [Ai].

ChooseD ∈ objC so thatB ⊥ D ≈ D′ ∈ objC ′. SetC′ = A′ ⊥ D′24

and letg = G[B] ⊥ [A′ ⊥ D]. Theng fi = (G[B] ⊥ [A′ ⊥ D])(G[A′] +
[Ai ]) = G[A′] ⊥ [Ai ⊥ A′ ⊥ D] = G[A′] ⊥ [B ⊥ D] = G[A′] ⊥ [D′]
which is a morphism inG .

Definition . An object A ofC is called basic if the sequence An
= A ⊥

· · · ⊥ A (n factors) is cofinal; that is, every B∈ objC divides An for
some n.

If A is basic the full subcategoryC ′ whose objects are theAn, n ≥ 1,
is a full cofinal subcategory (with product) to which we may apply the
last theorem. If we assume thatAn ≈ Am

=⇒ n = m, thenG ′ is an
ordinary direct sequence of abelian groups. The groups areG[An], n ≥
1, and there is a unique map,G[An] → G[An+m], namelyG[An] ⊥ [Am],
which is induced byα 7→ α1Am. These are only non-identity morphisms
in G ′.

In this case we can even make a direct system from theG(An), by

G(An)→ G(An+m);α 7→ α ⊥ 1Am.

If we write
G(A∞) = lim

→
G(An)

then it is clear that

lim
→

G[An] = G(A∞)/[G(A∞),G(A∞].
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Theorem 3.2. Suppose that A is a basic object ofC , and that An ≈ Am 25

implies n= m.

(a) K1C is the direct limit

K1C ≈ lim
→

(G[An]; G[An] ⊥ [Am] : G[An] → G[An+m])

≈ G(A∞)/[G(A∞,G(A∞)].

(b) If α, β ∈ G(An), then(α) = (β) in K1C ⇔ there existγ ∈ G(Am)
andδ1, δ2, ε1, ε2 ∈ G(Ap), for some m and p, such that

α ⊥ γ(δ1δ2) ⊥ 1Ap ⊥ ε1 ⊥ ε2

and
β ⊥ γ ⊥ δ1 ⊥ δ2 ⊥ (ε1ε2) ⊥ 1Ap

are conjugate in G(An+m+4p).

(c) (α) = 0 in K1C ⇔ there existsγ ∈ G(Am) for some m, such that

α ⊥ γ ⊥ γ−1

is a commutator. Moreover,α2 ⊥ 1A2m is a product of two com-
mutators.

Proof. (a) Follows directly from Theorem 3.1 and the preceding re-
marks.

(b) The implication⇐ is clear.

For⇒, we apply Proposition 1.2 (b) to the categoryC ′ consisting 26

of An, and use part (a) above to obtainγ, δ1, δ2, ε1, ε2 such that

ᾱ = α ⊥ γ ⊥ (δ1δ2) ⊥ ε1 ⊥ ε2

and
β̄ = β ⊥ γ ⊥ δ1 ⊥ δ2 ⊥ (ε1ε2)

are isomorphic Writen = n(α) if α ∈ G(An), and similarly for
β, γ, . . .. Our hypothesis shows thatn(α) is well defined and that

n(α) + n(γ)+n(δ1δ2) + n(ε1) + n(ε2)
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= n(β) + n(γ) + n(δ1) + n(δ2) + n(ε1ε2).

Sincen(α) = n(β), n(ε1) = n(ε2) = n(ε1ε2) andn(δ1) = n(δ2) =
n(δ1δ2), we conclude thatn(δi ) = n(εi); call this integerp, and write
m= n(γ).

�

Since ᾱ ≈ β̄, we have ¯α ⊥ 1Ap ≈ β̄ ⊥ 1Ap. Both of these are
in G(An+m+4p), and we can conjugate by suitable permutations of the
factors to obtain

α′ = α ⊥ γ ⊥ (δ1δ2) ⊥ 1Ap ⊥ ε1 ⊥ ε2

and
β′ = β ⊥ γ ⊥ δ1 ⊥ δ2 ⊥ (ε1ε2) ⊥ 1Ap.

Now, two elements ofG(An+m+4p) are isomorphic if and only if they are27

conjugate (recall the definition, in§1, of isomorphism inΩC ). There-
foreα′ andβ′ are conjugates. This completes the proof of (b).

Moreover,β′−1α′ = (β−1α) ⊥ 1Am ⊥ δ2 ⊥ δ−1
2 ⊥ ε−1

2 ⊥ ε2 is
a commutator. Conjugating by a permutation of factors, we find that
(β−1α) ⊥ 1Am ⊥ (δ2 ⊥ ε2) ⊥ (δ2 ⊥ ε2)−1 is a commutator. Since we
could have chosenm = 2m′, we could takeγ1 = 1Am ⊥ δ2 ⊥ ε2, and a
further conjugation shows that

(β−1α) ⊥ γ1 ⊥ γ
−1
1

is a commutator. Assumingβ = 1An we have proved the first part of
(c) : α ⊥ γ1 ⊥ γ−1

1 is a commutator. Sinceα ⊥ γ1 ⊥ γ−1
1 is conjugate

to α ⊥ γ−1
1 ⊥ γ1, their productα2 ⊥ 1A2m1,m1 = n(γ1), is a product of

two commutators. This proves the last assertion in (c).

4 The exact sequence

Throughout this sectionF : C → C ′ denotes a cofinal functor of cate-
gories with product.

We define
d : K0ΦF → K0C
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to be the homomorphism induced by the map (A, α, B) 7→ (A)C − (B)C
from objΦF to K0C . This is clearly additive with respect to⊥ to 0 28

in ΦF so it does define a homomorphismd. The composite ofd and
K0F : K0C → K0C

′ sends (A, α, B)ΦF to (FA)C ′ − (FB)C ′ , which is
zero, sinceFA andFB are isomorphic.

Suppose (A)C − (B)C ∈ kerK0F. Using Proposition 1.1, we can find
aC′ ∈ C ′ and anα : Fa ⊥ C′ → FB ⊥ C′. Cofinality of F permits us
to chooseC′ = FC for someC ∈ objC . Thend maps (A ⊥ C, α, B⊥ C)
into (A)C − (B)C . Thus we have proved that the sequence

K0ΦF
d
−→ K0C

K0F
−−−→ K0C

′

is exact.
Let C1 denote the full subcategory ofC ′ whose objects are allFA,

A ∈ objC . By Theorem 3.1 (b), we have an isomorphism

θ : K1C1→ K1C
′.

Let
d1 : K1C1→ K0ΦF

be the homomorphism induced by the map (FA, α) 7→ (A, α,A)ΦF from
objΩC1 to K0ΦF. This map is additive with respect to⊥ and 0 inΩC1,
so thatd1 is well defined. The composited ◦ d1 sends (FA, α)ΩC1 to
(A)C − (A)C = 0. Thusd ◦ d1 = 0.

We define now a homomorphism 29

d′ : K1C
′ → K0ΦF

by settingd′ = d1 ◦ θ
−1.

Clearly d ◦ d′ = 0. Suppose (A, α, B)ΦF ∈ kerd. Then, by Propo-
sition 1.1(b), there is an isomorphismβ : A ⊥ C → B ⊥ C for some
C ∈ objC . We have then a commutative diagram

FA ⊥ FC
α⊥1FC //

F1A⊥C

��

FB ⊥ FC

Fβ−1

��
FA ⊥ FC

α′
// FA ⊥ FC
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for a suitableα′, showing that the triples (A ⊥ C, α ⊥ 1FC, B ⊥ C) and
(A ⊥ C, α′,A ⊥ C) are isomorphic. Thus

(A, α, B)ΦF = (A ⊥ C, α ⊥ 1FC, B⊥ C)ΦF = (A ⊥ C, α′,A ⊥ C)ΦF .

The third member is the image of (F(A ⊥ C), α′)ΩC1 by d1.
Hence the sequence

K1C
′ d′
−→ K0ΦF

d
−→ K0C

is exact.
Next we note thatd′ ◦ K1F = 0. This follows from the fact that30

d′ ◦ K1F sends (A, α)ΩC to (A, F, α,A)ΦF and the triples (A, Fα,A) and
(A, 1FA,A) are isomorphic in view of the commutative diagram

FA
Fα //

Fα
��

FA

F1A

��
FA

1FA

// FA

Theorem 4.6. If F : C → C ′ is a cofinal functor of categories with
product, then the sequence

K1C
K1F
−−−→ K1C

′ d′
−→ K0ΦF

d
−→ K0C

K0F
−−−→ K0C

′

is exact.

We have only to show that kerd′ ⊂ im K1F. For this we need an
effective criterion for recognizing the triples (A, α, B) with the property
(A, α, B)ΦF = 0. This is given in Lemma 4.7 below, for which we now
prepare.

In ΩC ′ let E denote the smallest class of objects such that

(i) α ≈ β, α ∈ E ⇒ β ∈ E

(ii) α, β ∈ E ⇒ α ⊥∈ E

(iii) α, β ∈ E , α ◦ β defined⇒ α ◦ β ∈ E
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(iv) (FA, 1FA), (FA ⊥ FA, t) ∈ E for all A, t being the transposition.

These properties imply the following:31

(v) If α ∈ E , then (α)ΩC ′ ∈ im K1F ⊂ kerd′.

We need only note in (iv), that ′′t = Ft′′, with the obvious abuse
of notation.

(vi) (FA ⊥ · · · ⊥ FA, s) ∈ E for any permutation s.

Using (i), (ii ), (iii ) and (iv), this reduces easily to the fact that
transpositions generate the symmetric group.

(vii) If α : FA→ FB andβ : FB→ FC, then

(FA ⊥ FB, t)(α ⊥ α−1)) ∈ E

and
(FA ⊥ FB⊥ FC, s(α ⊥ β(βα)−1)) ∈ E ,

where t and S are the appropriate transposition and 3-cycle re-
spectively.

This statement follows from (i), (iv) and Lemma 1.5.
Now inΦF we call an object of the form (A, α,A) anautomorphism.

We call it elementaryif (FA, α) ∈ E . For anyα = (A, α, B), we write

α ∼ 1

if α ⊥ 1FC ≈ ε for somec ∈ C and some elementary automorphismε.
We also write

α ∼ β

if and only if α ⊥ β−1 ∼ 1.

Lemma 4.7. For α, β ∈ ΦF, (α)ΦF = (β)ΦF ⇔ α ∼ β. In particular, 32

(α)ΦF = 0⇔∝∼ 1.

Before proving this lemma, let us use it to finish the
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Proof of Theorem 4.6.Given (FA,∝) such that (α)ΩC ′ ∈ kerd′ we have
to show that (α)ΩC ′ ∈ im K1F. The hypothesis means that (α)ΦF = 0, so
that by Lemma 4.7, there is ac ∈ objC , an elementary automorphism
ε = (E, ε,E), and an isomorphism (f , g) : α ⊥ 1FC → ε. This means
that the diagram

FA ⊥ FC
α⊥1FC //

F f̄

��

FA ⊥ FC

Fg

��
FE ε

// FE

is commutative. Henceα ⊥ 1FC = Fg−1F f (F f )−1εF f = F(g−1 f )ε′,
whereε′ = (F f )−1εF f ≈ ε in ΩC ′. By properties (i) and (v) above,
(ε′)ΩC ′ ∈ im K1F, so we have (α)ΩC ′ = (α ⊥ 1FC)ΩC ′ = (F(g−1 f ))ΩC ′+

(ε)ΩC ′ε im K1F, as required.

Proof of Lemma 4.7.If α ∼ β, then (α)ΦF = (β)ΦF by virtue of (v)
above. For the converse, we will prove:

(a) ∼ is an equivalence relation

(b) ⊥ induces a structure of abelian group onM = objΦF/ ∼.

(c) α ◦ β ∼ α ⊥ β wheneverα ◦ β is defined.

Once shown, these facts imply that the map objΦF → M satisfies33

the axioms forK0ΦF, so it induces a homomorphismK0ΦF → M,
which is evidently surjective. Injectivity follows from the first part of
the proof above

(1) If α andβ are elementary automorphisms, then so areα−1, α ⊥ β,
andα ◦ β (if defined).

This is obvious.

(2) If β ∼ 1 andα ⊥ β ∼ 1, thenα ∼ 1.
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For, by adding an identity toβ, we can find elementary automor-
phismsε1 = (E1, ε1,E1) and ε = (E, ε,E) and an isomorphism
( f , g) : α ⊥ ε1→ ε. Thus

FA ⊥ FE1
α⊥ε1 //

F f
��

FB⊥ FE1

Fg
��

FE ε
// FE

commutes. Setε2 = (A ⊥ E1, 1FA ⊥ ε
−1
1 ,A ⊥ E1); ε2 = 1FA ⊥ ε

−1
1

is clearly elementary. Setε′2 = (E, F fε2F f −1,E). SinceF f :
(FA ⊥ FE1, ε2) → (FE, ε′2) in ΩC ′, ε′2 is also an elementary auto-
morphism. Moreover, we have

( f , g) : (α ⊥ ε1) ◦ ε2→ ε ◦ ε′2,

clearly, and (α ⊥ ε1) ◦ ε2 = α ⊥ 1FE1 . Sinceε ◦ ε′2 is elementary,
we have shownα ∼ 1, as claimed.

If α = (A, α, B) andβ = (B, β,C), then 34

(4) α ⊥ α−1 ∼ 1,

and

(5) α ⊥ β ⊥ (βα)−1 ∼ 1.

For,

(1A⊥B, t) : α ⊥ α−1→ (A ⊥ B, t(α ⊥ α−1),A ⊥ B)

and

(1A⊥B⊥C, s) : α ⊥ β ⊥ (βα)−1

→ (A ⊥ B⊥ C, s(α ⊥ β ⊥ (βα)−1,A ⊥ B⊥ C),

and the latter are elementary by property (vii) ofE .
Now, for the proof of (a), we note that (4)⇒ reflexivity, (1) ⇒

symmetry, and (3) plus (4)⇒ transitivity. The statements (b) and (c)
follow respectively from (1) and (5).
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5 The categoryP

Let k be a commutative ring. We defineP
=
(k) (or P

=
) to be the category

of finitely generated projective k-modules and their isomorphisms, with
product⊕.

The groupsKiP
=

are denoted in [K, §12] by Ki(k). Strictly speaking,

the definitions do not coincide since theKi(k) are defined in terms of
exact sequences, and not just⊕. Of course this makes no difference for
K0 since all sequences split. ForK1, however, the exact sequences of
automorphisms 0→ α′ → α → α′′ → 0 need not split. In terms of
matrices this means thatα has the form

α =

(

α′ β

0 α′′

)

It is clear thatα can be written in the formα = (α′⊕α′′)ε′, whereε is of35

the form
(

id γ
0 id

)

, and the equivalence of the two definitions results from
the fact that (ε)ΩP

=

= 0 in K1P
=
. The last fact is seen by adding a suitable

identity automorphism toε to put it in GL(n, k), for somen, and then
writing the result as a product of elementary matrices (see (5.3) below).

We summarize now some results from [K].
The tensor product⊕k is additive with respect to⊕ so that it induces

on K0P
=

a structure of commutative ring.

If Y ∈ spec(k) andP ∈ P
=
, thenPY is a freekY - module and its

rank is denoted byrkp(Y ). The map

rkp : spec (k)→ Z,

given byY → rkp(Y ), is continuous, and is called therank of P. Since
rkP⊕Q = rkP+ rkQ andrkP⊕Q = rkPrkQ, we have arank homomorphism

rk : K0P
=
→ C,

whereC is the ring of continuous functions spec (k)→ Z.

(5. 1) The rank homomorphismrk is split by a ring homomorphism
C→ K0P

=
, so that we can write

K0P
=
≈ ⊕K̃0P

=
,
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whereK̃0P
=
= ker(rk). K̃0P

=
is a nil ideal.

This result is contained in [K, Proposition 15.4]. 36

(5.2) Supposemax(k) the space of maximal ideals of k, is a noetherian
space of dimension d. Then

(a) If x ∈ K0P
=

andrk(x) ≥ d, thenx = (P)P
=

for someP ∈ P
=
.

(b) If rk(P)P
=

> d and if (P)P
=

= (Q)P
=

, thenP ≈ Q.

(c) (K̃0P
=
)d+1
= 0.

Sincek is a basic object forP
=

in the sense of§3, we deduce imme-

diately from Theorem 3.2 and [K, Theorem 3.1 and Proposition
12.1], that

(5.3) There is a natural isomorphism

K1P
=
≈ GL(k)/[GL(K),GL(k)],

whereGL(k) = lim
→

GL(n, k)(= AutKn) with respect to the maps

α 7→

(

α 0
0 Im

)

from GL(n, k) to GL(n + m, k) · [GL(k),GL(k)] =

E(k), the group generated by all elementary matrices inGL(k),
we have alsoE(k) = [E(k),E(k)]. The determinant map det :
GL(K) → U(k) is split byU(k) → GL(k) (defined viaGL(1,K)).
Thus we have a natural decomposition

K1P
=
≈ U(k) ⊕ S K1P

=
,

whereS K1P
=
≈ S L(k)/E(k) = S L(k)/[S L(k),S L(k)].

We have also the following interesting consequence of Theorem 37

3.2.

(5.4) If α ∈ [GL(n, k), GL(n, k)], then for somem and someγ ∈ GL

(m, k),

(

α 0 0
0 γ 0
0 0 γ−1

)

is a commutator inGL(n+ 2m, k) and
(

α2 0
0 I2m

)

is

a product of two commutators.
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6 The categoryFP

Let k be a commutative ring.

Proposition 6.1. The following conditions on a k-module P are equiv-
alent:

(a) P is finitely generated, projective, and has zero annihilator.

(b) P is finitely generated, projective, and has every where positive rank
(that is PY , 0 for all Y ∈ spec(k)).

(c) There exists a module Q and an n> 0 such that P⊗k Q ≈ kn.

Proof. The equivalence (a)⇔ (b) is well known. �

(b) ⇒ (c). The moduleP is ”defined over” a finitely generated
subringk0 of k. By this we mean that there exists a finitely generated
projectivek0-moduleP0 such thatP ≈ k⊗k0 P0. To see this, we expressP
as the cokernel of an idempotent endo-morphism of a freek-modulekn.
Let α be the matrix of this endomorphism with respect to the canonical
basis ofkn. We take fork0, the subring ofk generated by the entries38

of α. It is easily seen thatP0 can be takes to be the cokernel of the
endomorphisms ofkn

0 determined byα.
So we can assume thatk is noetherian with dim max(k) = d < ∞.

Let x = (P)P ∈ K0P
=

. Thenrk(x) is a positive continuous functions spec

(k) → Z, and it takes only finitely many values, since spec (k) is quasi
- compact. Hence we can findy ∈ C (in the notation of (5.1)) such
that rk(x)y = m > 0 (the constant functionm). Now x = rk(x) − z′

with z′ nilpotent, so thatxy = m− z with z = yz′ nilpotent. It follows
that n = mh

= wxy for someh > 0 andω ∈ K0P
=

; for instance we

can takeh ≥ d + 1, in view of (5.2) (c). By enlargingh we can make
rk(wy) > d. Then we havewy= (Q)P

=

for someQ by (5.2) (a), it follows

thatP⊗k Q ≈ kn.
(c) ⇒ (a). AssumeP ⊗k Q ≈ kn. There is a finite set of ele-

mentsx1, . . . , xp ∈ P such thtP ⊗k Q =
p
∑

i=1
xi ⊗ Q. We have then a
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homomorphismsf : F → P, F a freek-module of finite rank, such that
f ⊗ 1Q : F ⊗K Q → P ⊗k Q is surjective and therefore splits. Hence
f ⊗ 1Q⊗P : F ⊗ Q ⊗ P → P ⊗ Q ⊗ P is surjective and splits. Thus
P⊗ kn(≈ P⊗Q⊗P), being a direct summand ofF ⊗ kn(≈ F ⊗Q⊗P), is
finitely generated and projective. It follows thatP is finitely generated
and projective.

ThatP has zero annihilator is clear.

Remark . The argument in (b) ⇒ (c) can be used to show, more pre-39

cisely, that ifP is a finitely generated projectivek−module of constant
rank r > 0, thenP ⊗k Q ≈ krd+1

for some projectivek-moduleQ and
somed ≥ 0. If max(k) is a noeterian space of finite dimension, then this
number can be chosen ford.

Modules satisfying (a), (b) and (c) above will be calledfaithfully
projective. They are stable under⊗(= ⊗k). The faithfully projective
modules together with their isomorphisms form a category

FP(k) (or FP)

with product⊗, in the sense of§1. Condition (c) in the proposition
above shows thatthe free modules are cofinal in FP. We propose now
to calculate the groupsKiFP.

We write

Q⊗z K0P = (Q⊗Z C) ⊕ (Q⊗Z K̃0P)

in the notation of (5.1). ThusQ ⊗Z C is the ring continuous functions
from spec(k) (discrete)Q. Let U+(Q ⊗Z K0P) denote the unit whose
“rank” (= projection onQ ⊗C) is a positive function.

Theorem 6.2. K0FP
=
≈ U+(Q ⊗Z K0P

=
) 40

≈ U+(Q ⊗Z C) ⊕ (Q ⊗Z K̃0P
=
).

Example.Suppose spec(k) is connected, so thatC = Z. The

K0FP ≈ (positive rationals)⊕ (Q ⊗Z K̃0P
=
),

the direct sum of free abelian group and a vector space overQ.
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Proof. If P is faithfully projective, thenP⊗ Q ≈ kn for somen > 0, so
that (P)P(Q)P

=
= n in K0P

=
. It follows that 1⊗ (P)P

=

∈ U+(Q ⊗Z K0P
=
),

and this homomorphism, being multiplicative with respect to ⊗, defines
a homomorphism

K0FP→ U+(Q ⊗Z K0P
=
). (6.3)

�

We first show that this map is surjective. Any element of the right

hand side can be written as
1
n
⊗ x, x ∈ K0P

=
, and rk(x) is a positive

function of spec (k) into Z. Sincex is defined over a finitely generated
subring ofk, we can assume without loss of generality, thatk is finitely
generated with max(k) of dimensiond, say. By increasingn by a mul-
tiple we can makerk(x) exceedd, so thatx = (P)P

=

so someP ∈ P
=

by

(5.2)(a). ClearlyP ∈ FP. Thus
1
n
⊗ x = (1⊗ (kn)P

=

)−1(1⊗ (P)P
=

) is in the

image of (6.3).
Next we prove the injectivity of (6.3). Suppose 1⊗ (P)P

=

= 1⊗ (Q)P
=

.41

Then, for some integern > 0, n((P)P
=

− (Q)P
=

) = 0, so that (kn ⊗k P)P
=

=

(kn ⊗k Q)P
=

. By choosingn large we can make rank (kn ⊗k P) large and

then invoke (5.2)(b) to obtainkn ⊗ P ≈ kn ⊗ Q. Hence (P)FP = (Q)FP.
This establishes the first isomorphism in the theorem.

To prove the second isomorphism, we note that

U+(Q ⊗Z K0P
=
) = U+(Q ⊗Z C) × (1+ (Q ⊗Z K̃0P

=
)),

and, sinceQ ⊗Z K̃0P is a nil algebra overQ, we have an isomorphism

exp :Q ⊗Z K̃0P→ 1+ (Q ⊗Z K̃0P).

In order to computeK1FP, we prove a general lemma about direct lim-
its. Let

L = (Wn, fn,nm : Wn→Wnm)n,m,∈N

be a direct system of abelian groups, indexed by the positiveintegers,
ordered by divisibility. We introduce an associated directsystem

L′ = (Wn, f ′n, nm : Wn→Wnm),
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where f ′n,nm = m fn, nm, and a homomorphism

(n.1Wn) : L → L′

of direct systems. For the latter we note that 42

Wn
n·1Wn //

fn,nm

��

Wn

m fn,nm= f 1
n,nm

��
Wnm nm1Wn,m

// Wnm

is commutative. L′ is a functor ofL. We have an exact sequence of
direct systems

L → L′ → L′′ → 0, (6.4)

whereL′′ = (Wn/Wnm, f ′′n,nm) is the cokernel ofL→ L′.

Lemma 6.5. With the notation introduced above, the exact sequences

lim
−−→

L → lim
−−→

L′ → lim
−−→

L′′ → 0

and
lim
−−→

L ⊗ (Z→ Q → Q/Z→ 0)

are isomorphic. (here⊗ = ⊗Z.).

Proof. Let E = (Zn, en,nm) with Zn = Z anden, nm = 1Z for all n, m ∈ N.
Evidently the exact sequence of direct systems

L→ L′ → L′′ → 0

and
L ⊗ (E→ E′ → E′′ → 0)

are isomorphic. The lemma now follows from the fact that lim
→

E = Z, 43

lim
→

E′ = Q, and standard properties of direct limit. �
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Theorem 3.1 allows us to computeK1FP using only the free mod-
ules. Let

Wn = GL(n, k)/[GL(n, k),GL(n, k)]

and let fn,nm and gn,nm be the homomorphismsWn → Wnm, induced

respectively byα 7→















αIn 0

. . .
0 In















andα →

( α 0
. . .

0 α

)

from GL(n, k) to

GL(nm, k). Then it follows from theorem 3.1 that

K1P = lim
−−→

(Wn, fn,nm)

and
K1FP = lim

−−→
(Wn, gn,nm).

Lemma 6.6. If α ∈ GL(n, k) and if nm≥ 3, then



































αm 0
In

. . .

0 In



































≡



































α 0
α

. . .

0 α



































mod [GL(n, k),GL(n, k)].

(See [K, Lemma 1.7]).

It follows from lemma 6.6, thatgn,nm = f ′n,nm = m fn,nm, and hence,
using lemma 6.5, we have the following

Theorem 6.7. K1FP ≈ Q ⊗Z K1P
=

44

≈ (Q ⊗Z U(k)) ⊕ (Q ⊗Z S K1P
=
).

If we pass to the limit before abelianizing, we obtain the groups

GL⊗(k) = lim
−−→

(GL(n, k), α 7→ α ⊗ Im)n,m∈N,

which consists of matrices of the type






























α...
0

α

0
. . .






























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whereα is in GL(n, k) for somen. The centre of this group consists of
scalar matrices (the casen = 1) and is isomorphic toU(k). We write

PGL(k) = GL⊗(k)/ centre = GL⊗(k)/U(k).

Now

K1FP = GL⊗(k)/[GL⊗(k),GL⊗(k)] = (Q ⊗Z U(k)) ⊕ (Q ⊗Z S K1P
=
)

and we have projective on the first summand

det′ : K1FP→ Q ⊗Z U(k),

which is induced by the determinant. Explicitly, ifα ∈ GL(n, k), then

det′































α.. .
0

α

0
. . .































=
1
n
⊗ detα.

This evaluates det′, in particular, on elements of the centre (the case.45

n = 1); so we see easily that:

coker (U(k)→ K1FP) (6.8)

= (Q/Z ⊗Z U(k)) ⊕ (Q ⊗Z S K1P
=
)

= PGL(k)/[PGL(k),PGL(k)]

= lim
−−→

PGL(n, k)/[PGL(n, k),PGL(n, k)],

where the maps are induced by the homomorphismsα 7→ α ⊗ Im from
GL(n, k) to GL(nm, k).

7 The categoryPic

Pic(k) (or Pic) is the full subcategory ofFP consisting of projectivek-
modules of rank one, with⊗k as product. We shall denoteK0Pic by Pic
(k).
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A moduleP in Picsatisfies

P⊗k P∗ ≈ k,

whereP∗ = Homk(P, k). So any object of Pic, in particulark, is cofinal.
Theorem 3.1 then shows that

K1Pic≈ Aut (k) ≈ U(k).

The inclusion Pic⊂ FP induces homomorphisms

Pic(k)→ K0FP (7.1)0

and46

U(k)→ K1FP. (7.1)1

The latter is induced byU(k) = GL(1, k) ⊂ GL⊗(k), which identifies
U(k) with the centre ofGL⊗(k). So the co-kernel isPGL(k). Thus, we
have from (6.8),

coker (7.1)1 ≈ (Q/Z ⊗Z U(k)) ⊕ (Q ⊗Z S K1P
=
) (7.2)

≈ PGL(k)/[PGL(k),PGL(k)],

and

ker(7.1)1 = the torsion subgroup ofU(k)

(that is, the roots of unity ink).

The last assertion follows from the fact that (7.1)1 is the natural map
U(k) → Q ⊗Z U(k) followed by the inclusion of the latter intoK1FP =
(Q ⊗Z U(k)) ⊕ (Q ⊗Z S K1P).

(7.3) The kernel of the natural map(7.1)0; Pic(k) → K0FP is the
torsion subgroup ofPic(k).

Proof. If (L)Pic ∈ ker (7.1)0, then L ⊗k P ≈ k ⊗k P ≈ P for some
P ∈ FP. By (6.1)(c), we can chooseP to bekn, in which case we have

L ⊗ · · · ⊗ L ≈ kn. Takingnth exterior powers, we getL ⊗ · · · ⊗ L ≈ k, so
that (L)Pic is a torsion element in Pic(k). �
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Conversely, suppose (L)Pic has ordern, that is thatL ⊗ · · · ⊗ L ≈ k.
We have to show that (L)FP = 0. This amount to showing thatL⊗P ≈ P47

for someP in FP. It is immediate that we can take forP, the module

k ⊕ L ⊕ L⊗2 ⊕ · · · ⊕ L⊗(n−1), whereL⊗i denotes thei-fold tensor product
of L with itself.





Chapter 2

Categories of modules and
their equivalences

In this chapter we first characterize (up to equivalence) categories of 48

modules as abelian categories with arbitrary direct sums and having a
faithfully projective object. Then we show that any equivalence from
the categoryA-mod of left modules over a ringA into the categoryB-
mod for another ringB, is of the formP⊗A, whereP is aB-A-bimodule,
unique up to isomorphism. We deduce a number of consequence of the
existence of such an equivalence, and we characterize the modulesP that
can arise in this manner.A detailed account of the Wedderburn structure
theory for semi-simple algebras is obtained in this context, Finally, for
an algebraA over a commutative ringk, the study of autoequivalences
of A-mod leads to the introduction of a group Pick(A) for ak-algebraA,
which generalizes the usual Picard group Pic(k) = Pick(k).

Most of this material is folklore. The main sources are Gabriel [1]
and Morita [1]. I have borrowed a great deal from an unpublished expo-
sition of S.Chase and S.Schanuel.

39
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1 Categories of modules; faithfully projective mod-
ules

Let A and B be two categories. We recall thatA and B are said
to beequivalentif there exist functorsT : A → B andS : B → A

such thatS TandTS are isomorphic to the identity functors ofA andB

respectively. By abuse of language we shall say thatT is an equivalence.
We call a functorT : A → B faithful (resp. full, fully faithful) if49

the map
T : A (X,Y)→B(TX,TY) (1.1)

is injective (resp surjective, bijective) for allX, Y ∈ objA , where
A (X,Y) denotes the set of morphisms fromX into Y. If T is an equiv-
alence, then obviously it is fully faithful; also, givenY ∈ objB, there
existsX ∈ objA , such thatTX ≈ Y. Conversely, these two conditions
together imply thatT is an equivalence. This gives us a

(1.2) Criterion for equivalence: Let T: A → B be a functor
satisfying the following conditions:

(i) T is fully faithful

(ii) Given Y∈ objB, there exists X∈ ob jA with TX≈ Y.

Then T is an equivalence.

Proof. Using (ii) we can choose, for eachY ∈ objB, anS Y ∈ objA
and an isomorphism

f (Y) : Y→ TS Y.

These induce bijectionsB(Y,Y′) → B(TS Y,TS Y′), and by (i), we
have bijectionsA (S Y,S Y′)→ B(TS Y,TS Y′). The first map, followed
by the inverse of the second, defines a bijection

S : B(Y,Y′)→ A (S Y,S Y′).

It is easy to see thatS, so defined, is a functor satisfying our require-
ments. �
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We shall now consider abelian categories. We shall discuss them50

only provisionally, mainly for the purpose of characterizing categories
of modules. Definitions can be found in Gabriel [1], Freyd [1], and
Mitchell [1].

A functor T : A → B between abelian categories is calledadditive
if the maps (1.1) are homomorphisms.T is left exact if it preserves
kernels,right exact if it preserves cokernels, andexact if it does both.
We callT faithfully exactif it is faithful, exact, and preserves arbitrary
direct sums. We shall often call direct sumscoproducts, and use the
symbol

∐

in place of the more familiar⊕.
Let P be an object of the abelian categoryA . Then

hp
= A (P, )

defines a functor fromA to the category of abelian groups. We callP a
generator ofA if hP is faithful, projectiveif hP is exact, andfaithfully
projectiveif hP is faithfully exact.

Lemma 1.3. LetA be an abelian category with arbitrary direct sums.

(a) An object P ofA is a generator ofA ⇔ every object ofA is a
quotient of a direct sum of copies of P.

(b) A class of objects ofA which contains a generator is suitable un-
der arbitrary direct sums, and which contains the co-kernelof any
morphism between its members, is the whole of objA .

Proof. (a). ⇒. Let X be any object ofA and letS =
∐

f∈A (P,X) Pf , 51

wherePf = p, with inclusion i f : P → S. There is a morphismF :
S → X such thatFi f = f for all f . Let g : X → cokerF. We want
to show thatg = 0, and, by hypothesis, if suffices to show thathp(g) =
A (P, g) = 0. Buthp(g)( f ) = g f = gFi f = 0.

(a) ⇐Supposeg : X→ Y be a non-zero morphism. We wanthp(g) , 0,
i.e. g f , 0 for somef : P → X. Choose a surjectionF : S → X
with S =

∐

i
Pi , eachPi = P. The morphismF is defined by a

family of morphismsfi : P→ X, and sincegF , 0, we must have
g fi , 0 for somei.
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(b) is a trivial consequence of (a).

�

The theorem below gives a characterization of categories ofmod-
ules. We shall denote by

A− mod (resp. mod − A)

the category of left (resp. right) modules over a ringA.

Theorem 1.4(See Gabriel [1] of Mitchell [1]). LetA be an abelian cat-
egory with arbitrary direct sums. SupposeA has a faithfully projective
object P. Let A= A (P,P). Then

hp
= A (P. ) : A → mod − A

is an equivalence of categories, and hp(P) = A.

Proof. Clearlyhp(P) = A, and sincehp is faithful,

hp : A (X,Y)→ HomA(hpX, hpY) (1.5)

is a monomorphism. Using the criterion for equivalence (1.2), it remains52

to show that

(i) hp is full (that is, that (1.5) is surjective), and

(ii) eachA-module is isomorphic to somehpX.

�

For X = P we see easily that (1.5) is the standard isomorphism
hp(Y) → HomA(A, hPY). As contravariant functors inX, the two side
of (1.5) are both left exact and convert direct sums into direct products.
This follows for the functor on the right, becausehp is faithfully exact.
It follows from these remarks and the 5-lemma that the collection of X
for which (1.5) is an isomorphism satisfies the hypothesis of(1.3)(b),
and hence is the whole of objA . This proves (i).

If M is anA-module, there is an exact sequenceF1
d
−→ F0→ M → 0

with Fi free. Up to isomorphism we can writeFi = hPGi, with Gi

a direct sum of copies ofP. By (i), we can writed = hPg for some
s : G1→ G0. Then, from exactness,M ≈ cokerhPg ≈ hP cokerg.
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Proposition 1.5. Let P be a right module over a ring A. The following
statements are equivalent:

(i) P is faithfully projective.

(ii) P is finitely generated, projective, and is a generator of mod A.

generator of mod − A.

Proof. In view of the definition of faithful projectivity, we have only 53

to show if P is projective, thenP is finitely generated if and only the
functor HomA(P, ) preserves coproducts. �

SupposeP is finitely generated. Any homomorphism ofP into a
coproduct has its image in a finite coproduct (a finite number of factors
is enough for catching the non-zero coordinates of the images of a finite
system of generators ofP). Thus such a homomorphism is a (finite) sum
of a homomorphisms ofP into the factors.

Conversely, suppose HomA(P, ) preserves coproducts. Consider a
homomorphisme : P →

∐

i
Ai (eachAi = A) with a left inverse (such

a map exists sinceP is projective). By hypothesis,e is a finite sum of
homomorphismsei : P → Ai , i ∈ S, S a finite set. ThusP is a direct
summand of

∐

i∈S
Ai and hence finitely generated.

Remark. If P is not projective, then finite generation is no longer equiv-
alent with HomA(P, ) preserving coproducts. For, we have obviously,

(1.6) P is finitely generated⇔ the proper submodules ofP are induc-
tively ordered by inclusion.

On the other hand

(1.7) HomA(P, ) preserves coproducts⇔ the union of any ascending
sequence of proper submodules of P is a proper submodule.

If P is the maximal ideal of a valuation ring, where the value group 54

has a suitably pathological order type, thenP will satisfy (1.7) but not
(1.6).
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Proof of (1.7)⇐. If f : P→
∐

i∈I
Mi is a homomorphism such thatf (P)

is not contained in a finite direct sum of theM′i s, then we can choose a
countable subsetJ of I such that ifg :

∐

i∈I
Mi →

∐

j∈J
M j is the projection,

theng f(P) is like wise not in a finite sum. LettingS expand through a
sequence of finite subsets ofJ, with J as their union, we find that the
submodules (g f)−1(

∑

j∈S
M j) violate the assumed chain condition onP.

⇒. SupposeP1 ⊂ P2 ⊂ · · · ⊂ Pn ⊂ · · · are proper sub - modules
of P with

⋃

n≥1
Pn = P. The projectionsfn : P → P/Pn define a map of

f : P→
∏

n
P/Pn, whose image is clearly in

∐

P/Pn, but not in a finite

sum of theP/Pn.

2 k-categories andk-functors

Let A be a ring and letM be a rightA-module. For an elementa ∈
centreA, the homothetieh(a)M : M → M (defined byh(a)M(x) = xa) is
A-liner. These homomorphisms define an endomorphism of the identity
functor Idmod−A.

Proposition 2.1. The homothetie map

h : centre A→ End(Idmod−A)

is an isomorphism of rings.

Proof. If h(c) = 0, thenc = h(c)A(1) = 0. Let f be an endomorphism55

of the functor Idmod−A. fA is the left multiplication inA by c = fA(1).
The elementc belongs to the centre ofA. This follows from the fact
that fA commutes with all left multiplications inA, since f is a natural
transformation. Setf ′ = f − h(c). We shall show thatf ′ = 0. Let M be
a rightA-module. For anx ∈ M, consider theA-linear mapt : A→ M
given byt(a) = xa. We havef ′M ◦ t = t ◦ f ′A. It follows that f ′M(x) = 0.
Thus f ′ = 0. �

The proposition suggests the definition

centreA = End (IdA )
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for any abelian categoryA . Let k be a commutative ring andk→ cen-
tre A a homomorphism. This converts theA (X,Y) into k-modules so
that the composition isk-bilinear. Conversely, given the latter structure,
we can clearly reconstruct the unique homomorphismk → centreA

which induces it. An abelian categoryA with a homomorphismk →
centreA will be called ak- category. A functor T : A → B be-
tween two such categories will be called ak-functor if the maps (1.1)
arek-linear. Thek-functors forms a category, which we shall denote by
k-Funct (A ,B).

If A is a k-algebra, then by virtue of (2.1), mod-A is a k-category.
Let A andB bek-algebras and supposeM is a leftA−, right B-module.
If B-module. If t ∈ k andx ∈ M, thentx andxt are both defined. The
following statement is easily checked:

(2.2) tx = xt for all t ∈ k, x ∈<⇔ ⊗AM : mod −A→ mod −B 56

is ak-functor.
This condition simply means thatM can be viewed as left module

over A ⊗
k

B0. We will often follow the Cartan-Eilenberg convention of

writing AMB to denote the fact thatM is left A−, right B-bimodule, and
when a ground ringk is fixed by the context, it will be understood that
M satisfies (2.2).

Proposition 2.3. h( AMB) ⊗A M : mod − A → mod − B defines a
fully faithful functor

h : (A⊗k B0) − mod → k− Funct( mod − A, mod − B).

In particular, AMB ≈A NB as bimodules⇔ ⊗AM ≈ ⊗AN as functors
from mod − A to mod − B.

Proof. If f : AMB → ANB is a bimodule homomorphism, thenh( f ) =
⊗A f is a morphism of functors. Thush is a functor. Ifh( f ) = 0, then
1A ⊗A f = h( f )(1A) = 0, i.e, f = 0. Soh is faithful. �

Supposet : hM→ hN is a natural transformation. We will conclude
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by showing thatt = h( f ), where f is the uniqueB-morphisms rendering

M
f //

≈

��

N

≈

��
A⊗A M

tA
// A⊗A N

commutative. The vertical maps are bimodule isomorphisms.Since left57

multiplications inA are rightA-linear, tA must respect it, by naturality.
Thus tA, and hence alsof , is a bimodule homomorphism, soh( f ) is
defined. Lets= t−h( f ) : hM→ hN. The classC of X in obj mod−A
for which sX = 0 containsA. SincehM and hN are right exact and
preserve coproducts, it follows from (1.3) (b), thatC = obj mod − A.

3 Right continuous functors

We will here describe the image of the functor of proposition2.3. Func-
tors of the type⊗AM : mod − A → mod − B are (i) right exact,
and (ii) preserve arbitrary coproducts. It follows that they also preserve
direct limits. A functor satisfying (i) and (ii) will be calledright contin-
uous.The next theorem says that they are all tensor products.

Theorem 3.1(Eilenberge-Watts). The correspondenceAMB 7→ ⊗AM
induces a bijection from the isomorphism classes of left A⊗kB0- modules
to the isomorphism classes of right continuous k-functors from mod −
A to mod −B. In the situation( AMB, BNC), A(M⊗B N)C corresponds
to the composite of the respective functors.

Proof. The last statement follows from

((⊗BN) ◦ (⊗AM))(X) = (⊗BN)(X ⊗A M)

= (X ⊗A M) ⊗B N

= X ⊗A (M ⊗B N)

= ⊗A(M ⊗B N)(X).

Injectivity is just the last part of proposition 2.3. �58
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Let T : mod − A → mod − B be a right continuousk-functor.
The composite

A→ HomA(A,A)→ HomB(TA,TA),

where the first map is given by left multiplications, is a homomorphism
of k-algebras. This makesM = TA into a leftA⊗k B0 - module. We will
conclude by showing that the functorsT and⊗AM are isomorphic. IfX
is a rightA-module, we have maps

X
≈
−→ HomA(A,X)

T
−→ HomB(TA,TX) = HomB(M,TX),

and the compositefX is A-linear (for the action ofA on M just con-
structed). Now, there is a canonical isomorphism

HomA(X,HomB(M,TX)) ≈ HomB(X ⊗A M,TX),

and fX is an element of the first member. LetgX be the corresponding
element in the second member. The homomorphismsgX define a natural
transformations of functorsg : ⊗AM → T. ForX = A, we havegA as the
obvious isomorphismA ⊗A M → TA = M. Using the right continuity
of T and⊗AM, we now see that the class of objectsx for which gx

is an isomorphism, satisfies the conditions of (1.3) (b). Thusg is an
isomorphism of functors.

Definition 3.2. We shall call a bimoduleAMB invertible, if the functor
⊗AM : mod − A→ mod − B is an equivalence.

This equivalence is evidently right continuous (indeed, any equiv- 59

alence is). It therefore follows from theorem 3.1. that the invertibil-
ity of M is equivalent to the existence of a bimoduleBNA such that
M ⊗B N ≈ A andN ⊗A M ≈ B as bimodules (over appropriate rings).
This shows that the definition of in vertibility is left-right symmetric. In
particular,M⊗B : B− mod → A− mod is also equivalence.

4 Equivalences of categories of modules

We have just seen that an equivalence is, up to isomorphism, tensoring
with an invertible bimodule. We now summarize.
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Proposition 4.1. Let A and B be a k-algebras and suppose

mod − A
T
−→
←−

S

mod− B

are k-functors such that S T and TS are isomorphic to the identity func-
tors of mod −A and mod −B respectively. Set P= TA and Q= S B.
Then we are in the situation( APB, BQA), and :

(1) T ≈ ⊗AP, and S≈ ⊗BQ.

(2) There are bimodule isomorphisms

f : P⊗B Q→ A and g: Q⊗A P→ B.

(3) f and g may be chosen to render the diagrams

P⊗B Q⊗A P
f⊗1P //

1P⊗g
��

A⊗A P

��
P⊗B B // P

and

Q⊗A P⊗B Q
g⊗1Q //

1Q⊗ f
��

B⊗B Q

��
Q⊗A A // Q

commutative.

Proof. Statements (1) and (2) follow immediately from theorem 3.1,60

since an equivalence is automatically right continuous. Toprove the
statement (3), we first note that all the intervening maps areisomor-
phisms of bimodules. Ifa : A ⊗A P → P andb : P ⊗B B → P are the
natural maps, then we haveb(1 ⊗ g) = ua( f ⊗ 1) for someA − B - au-
tomorphismu of P. In particular,u ∈ HomB(P,P) = HomB(TA,TA) ≈
HomA(A,A) = A. Sou is a left multiplication by a unit inA, which we
shall denote by the same letteru. Sinceu is also anA-homomorphism,
we must haveu ∈ centreA. Now, evidentlyua = a(u ⊗ 1P). So if we
replace f by u f we have made the first square commutative. Assume
that this has been done. �

Write f (p ⊗ q) = pq andg(q ⊗ p) = qp for p ∈ P, q ∈ Q. We
have arranged that (pq)p′ = p(qp′), and we will prove that the desired
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equality (qp)q′ = q(pq′) follows automatically. For, ifp, p′ ∈ P, q,
q′ ∈ Q we have

((qp)q′)p′ = (qp)(q′p′) (g is left B-linear)

= q(p(q′p′)) (g is right B-linear)

= q((pq′)p′) ( by assumption)

= (q(pq′)p′) (q⊗ ap= qa⊗ p, a ∈ A).

Hence, ifd = (qp)q′−q(pq′), thendp′ = 0 for all p′ ∈ P. Leth : A→ Q
be defined byh(a) = da. Thenh⊗ 1p : A⊗A P→ Q⊗A P followed by
the isomorphismg is zero. Soh ⊗ 1P = 0. But⊗AP is a fully faithful
functor. Thereforeh = 0, that isd = 0.

Definition 4.2. A set of pre-equivalence data (A, B,C,P, f , g) consists 61

of k-algebras A and B, bimodulesAPB and BQA, bimodule homomor-
phisms

f : P⊗B Q→ A and g: Q⊗A P→ B,

which are “associative” in the following sense: Writing f(p ⊗ q) = pq
and g(q⊗ p) = qp, we require that

(pq)p′ = p(qp′) and(qp)q′ = q(pq′) p, p′ ∈ P, q, q′ ∈ Q.

We call it aset of equivalence dataif f and g are isomorphisms.

Theorem 4.3. Let (A, B,P,Q, f , g) be a set of pre-equivalence data. If
f is surjective, then

(1) f is an isomorphism

(2) P and Q are generators as A-modules

(3) P and Q are finitely generated and projective as B-modules.

(4) g induces bimodule isomorphisms

P ≈ HomB(Q, B) and Q≈ HomB(P, B)
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(5) The k-algebra homomorphisms

HomB(P,P)← A→ HomB(Q,Q)0

induced by the bimodule structures, are isomorphisms.

Proof. The hypothesis onf means that we can write

1 =
∑

piqi in A.

(1) Suppose
∑

p′j ⊗ q′j ∈ ker f . Then62

∑

p′j ⊗ q′j =
∑

j,i

(p′j ⊗ q′j)piqi =

∑

j,i

p′j ⊗ ((q′j pi)qi) =

=

∑

j,i

(p′j(q
′
j pi)) ⊗ qi = (

∑

j,i

(p′jq
′
j)(pi ⊗ qi)

= (
∑

j

p′jq
′
j)(

∑

i

piqi) = 0, since
∑

p′jq
′
j = 0.

(2) We haveA-linear mapshi : P → Ai given byhi(p) = pqi . These
define anA-linear maph :

∐

i
Pi → A (eachPi = P), which is

surjective. It follows by (1.3) (a), thatP is a generator ofA− mod ,
sinceA is so. The argument forQ is similar.

(3) DefineP
e
−→

h
←−

∐

i
Bi (eachBi = B), by e(p) = (qi p) and h((bi )) =

∑

pibi . Thenhe(p) =
∑

i pi(qi p) = (
∑

i
piqi)p = p. ThusP is finitely

generated and projective. SimilarlyQ also is finitely generated and
projective.

(4) g induces anA-B-bimodule homomorphismh : P→ HomB(Q, B),
given byh(p)(q) = qp. If h(p) = 0, thenp =

∑

i
(piqi)p =

∑

i
pi

(qi p) = 0. If f : Q → B is B-linear, thenf (q) = f (
∑

i
q(piqi)) =

f (
∑

i
(qpi)qi) =

∑

i(qpi ) f (qi ) =
∑

i
q(pi f (qi )), so f = h(

∑

i
pi f (qi)).

Similarly Q ≈ HomB(P, B).
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(5) Defineh : A → HomB(P,P) by h(a)p = ap. If h(a) = 0, then63

a =
∑

i
a(piqi) =

∑

i
(api)qi = 0. If f : P → P is a B-linear, then

f (p) = f (
∑

i
(piqi )p) = f (

∑

i
pi(qi p)) = (

∑

i
f (pi)qi )p, so that f =

h(
∑

i
f (pi )qi). Similarly A ≈ HomB(Q,Q)0 via right multiplication.

�

Theorem 4.4. Let (A, B,P,Q, f , g) be a set of equivalence data (see
definition 4.2). Then

(1) The functors P×B,⊗AP,Q⊗A, and⊗BQ are equivalences between
the appropriate categories of A-modules and B-modules.

(2) P and Q are faithfully projective both as A-modules and B-modules.

(3) f and g induce bimodule isomorphisms of P and Q with each others
duals with respect to A and to B.

(4) The k-algebra homomorphisms

HomB(P,P)← A→ HomB(Q,Q)0

and

HomA(P,P)0← B→ HomA(Q,Q),

induced by the bimodule structures on P and Q, are isomorphisms.

(5) The bimodule endomorphism rings of A, B,P and Q are all isomor-
phic to the centres of A, Bmod − A and mod − B.

(6) The lattice of right A-ideals is isomorphic, viaU 7→ U P, with the 64

lattice of B-submodules of P, the two sided ideals corresponding to
A − B-submodels, or equivalently, to fully invariant B-submodules.
Similar conclusions apply with appropriate permutations of (A, B),
(P,Q), (left, right). In particular, by symmetry, A and B have iso-
morphic lattices of two-sided ideals.
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Proof. (1) is immediate.
(2), (3) and (4) follow immediately from (2), (3), (4) and (5)of

theorem 4.3.
We have isomorphisms

centre A ≈ HomA−A(A,A)
⊗AP
−−−→
≈

HomA−B(P,P),

centre B ≈ HomB−B(B, B)
P⊗B
−−−→
≈

HomA−B(P,P),

and similarly forQ also. The statement (5) follows from these isomor-
phisms plus proposition 2.1. �

We now prove (6). SinceP is A-projective, the canonical mapU ⊗A

P → U P is an isomorphism. ThatU 7→ U P is an isomorphism of
the lattice of right ideals ofA onto the lattice ofB-submodules ofP,
now follows from the fact that⊗AP : mod − A → mod − B is an
equivalence. The fully invariant rightA-submodules ofA, i.e., the two-
sided ideals ofA, correspond to the fully invariantB−submodules ofP,
which, by virtue of (4), are just theA− B- submodules ofP.

The remaining assertions in (6) are clear. The isomorphism between65

the lattices of two-sided ideals ofA andB can be made explicit:U ↔ b

if U P = Pb, whereU andb are two-sided ideals inA and B respec-
tively. The conclusion above show that givenU , the idealb exists and
is unique.

5 Faithfully projective modules

Let B be ak−alegbra and letP be right B-module. FromB andP we
will construct a set of pre-equivalence data and then determine in terms
of B andP alone, what it means for them to be equivalence data.

We set
A = HomB(P,P),

and
Q = HomB(P, B).
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ThenA is ak−algebra andP is anA−B-bimodule, that is, a leftA⊗k B0-
module. Moreover,Q is aB−A - bimodule with the following prescrip-
tion:

(bq)p = b(qp) (5.1)

and
(qa)p = q(ap), (5.2)

a ∈ A, b ∈ B, p ∈ P, q ∈ Q. Next we definepq ∈ A for p ∈ P andq ∈ Q,
by requiring that

(pq)p′ = p(qp′), p′ ∈ P (5.3)

This permits us to define a homomorphism ofA− A-bimodules

fp : P⊗B Q→ A, by fP(p⊗ q) = pq,

and a homomorphism ofB− B-bimodules 66

gp : Q⊗A P→ B, by gp(q⊗ p) = qp.

Finally, we claim that
(qp)q′ = q(pq′), (5.4)

for p ∈ P, q, q′ ∈ Q. Since these are linear mapsP→ B, we need only
show that they have the same value at anyp′ ∈ P. But

((qp)q′)p′ = (qp)(q′p′) by (5.1)

= q(p(q′p′)) by B - linearity of q

= q((pq′)p′) by (5.3)

= (q(pq′)p′) by (5.2).

We have now proved

Proposition 5.5. Let B be a k-algebra, P a right B-module, and fp and
gp be as constructed above. Then

(HomB(P,P), B,P,HomB(P, B), fp.gp)

is a set of pre-equivalence data.
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Example.Let P = eB, wheree is an idempotent. ThenB = P⊕ (1−e)B.
Any B-linear mapf : P → B can be extended to aB−linear map f̄ :
B→ B by setting f̄ (1− e) = 0. Thus we have inclusions HomB(P,P) ⊂
HomB(P, B) ⊂ HomB(B, B). With this identification, HomB(P,P) = eBe
and HomB(P, B) = Be.

Proposition 5.6. In the notation of proposition 5.5:67

(a) im fP = HomB(P,P)⇔ P is a finitely generated projective B-modu-
le, in which case fp is an isomorphism.

(b) im gp = B⇔ P is a generator of mod − B, in which case gp is an
isomorphism.

(c) (HomB(P,P), B,P,HomB(P, B), fp, gp) is a set of equivalence data
⇔ P is faithfully projective.

Proof. (c) follows from (a), (b) and proposition 1.5.
In view of theorem 4.3, it remains only to show the implications⇐

in (a) and (b).
SupposeP is a finitely generated projectiveB−module. We can

find a freeB-module
∐

ei
B with a basise1, . . . , en, andB−linear maps

P
h1
−−→

∐

ei B
h2
−−→ P such thath2h1 = 1P. If qi : P→ B denotes the com-

posite ofh1 and theith coordinate linear form on
∐

ei(B), we can write
h1(p) =

∑

ei(qi p). Let pi = h2(ei ). Thenp = h2h1p = h2(
∑

ei(qi p)) =
∑

pi(qi p) = (
∑

piqi)p. So 1p =
∑

piqi ∈ im fp, and the latter is a
two-sided ideal in HomB(P,P). Hence imfp = homB(P.P).

Next, supposeP is a generator of mod−B. ThenB is a quotient of
a sum (which we mau take finite) of copies ofP. This means that we can
find qi ∈ HomB(P, B) such that

∑

qiP = B. Hencegp is surjective. �

Lemma 5.7. A right B−module P is projective⇔ there exist pi ∈ P,68

qi ∈ HomB(P, B), i ∈ I, such that

(i) given p∈ P, qi p = 0 for almost all i, and

(ii)
∑

i pi(qi p) = p, p∈ P.
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The family(pi) which arise in this manner are precisely the gener-
ating systems of P. IfU = im gp, thenU is generated, as a two-sided
ideal, by the qi p j . Moreover, PU = P andU 2

= U .

Proof. Projectivity ofP is equivalent to the existence of a freeB-module
∐

i∈I ei B andB-linear mapsP
h1
−−→

∐

i∈I
ei B

h2
−−→ P such thath2h1 = 1P. The

latter condition, in turn, is equivalent to the existence ofthe pi andqi .
For, givenpi andqi , one can constructh1 andh2 in an obvious fashion.
On the other hand, givenh1 andh2, we can takepi to beh2(ei), andqi

to be the composite ofh1 with the ith coordinate linear form on
∐

i∈I
ei B.

If P is projective, it is clear that families (pi) are precisely the systems
of generators forP. �

SettingQ = HomB(P, B) we can writeU = QP (the set of sums
of elements of the formqp, q ∈ Q, p ∈ P). But qp = q

∑

i
pi(qi p) =

∑

i, j
q(p j (q j pi))(qi p) =

∑

i, j
(qpj )(q j pi)(qi p), which shows thatU is gen-

erated, as a two-sided ideal, by theq j pi. Moreover (ii) shows that
P = PU = PQP, and thereforeU = QP= QPQP= U 2.

Lemma 5.8. Let B be a commutative ring, M a finitely generated B-69

module, andU an ideal of B such that MU = M. Then M(1− a) = 0
for some a∈ U .

Proof. If x1, . . . , xn generateM, we can findai j ∈ U such thatxi =
∑

j
xiai j , that is,

∑

j
xi(δi j − ai j ) = 0, i = 1, . . . , n. It follows by a well-

known argument, thatxi det(δi j − ai j ) = 0, that is,M det(δi j − ai j ) = 0.
But det(δi j − ai j ) is of the form 1− a for somea ∈ U . �

Proposition 5.9. Let B be a commutative ring and P a projective B-
module. If either B is noetherian or P is finitely generated, the ideal im
gp of B is generated by an idempotent e, and ann P= (1−e)B. Hence P
is a generator of mod − B if and only if P is faithful ( i.e., annP= 0).

Proof. The hypotheses guarantee thatU = imgp is a finitely generated
ideal of B, using (5.7) in the second alternative. From (5.7) we also
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havePU = P and U 2
= U . Taking M = U in (5.8) we find an

e ∈ U such thatU (1 − e) = 0. SoU = U e ande2
= e. Moreover,

P = Peso P(1 − e) = 0. If Pa = 0, then, sincee =
∑

q j p j , we have
ea =

∑

q j p ja = 0 and thusa = (1 − e)a. Hence annP = (1 − e)B.
Finally, P is a generator⇔ im gp = B⇔ e= 1⇔ annP= 0. �

The following corollary shows that for acommutativering, B, the
concept of a faithfully projective object of mod−B is the same as that
of faithfully projectiveB- modules (as defined in§6 of Chapter 1).

Corollary 5.10. Let P be a module over a commutative ring, B. Then P70

is a faithfully projective object of mod − B⇔ P is finitely generated,
projective, and faithful.

Example 1.Let k be a field and letB be the ring of matrices of the form
(

a b
0 c

)

, a, b, c ∈ k. Let e =
(

1 0
0 0

)

. The right idealP = eB is a finitely
generated, projective, faithfulB−module. However, imgp = P , B, so
P not a generator of mod− B. Of course,B is not commutative.

Example 2(Kaplansky). Let B be the (commutative) ring of continuous
real valued functions on the interval [0, 1], and letP be the ideal of
all functions vanishing in a neighbourhood of 0. It is known that P is
projective, and clearly it is faithful. However, it is easy to show that
im gp , B, so P is not a generator of mod− B. Of course,P is not
finitely generated.

6 Wedderburn structure theory

Given a ring,B, we shall denote byMn(B), the ring ofn × n matrices
with entries inB. If P is a B-module, we shall writep(n) for the direct
sum ofn copies ofP. There is a natural isomorphism

HomB(P(n),P(n)) ≈ Mn(HomB(P,P)).

We recall71

Schur’s lemma. A homomorphism from a simple module over a ring
into another simple module is either an isomorphism or the zero map.
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Theorem 6.1. Let P be a faithfully projective right module over a ring
B. Suppose further that P is simple (This is rare !). Then

(1) A= HomB(P,P) is a division ring

(2) P is a finite dimensional left vector space over A, say P≈ A(n).

(3) B≈ HomA(P,P)0 ≈ Mn(A) (via right multiplication ).

(4) B is a simple ring whose lattice of left ideals is isomorphic, via
b 7→ Pb, to the lattice of A-subspaces of P.

(5) Centre B≈ HomA−B(P,P) ≈ centre A, and these are fields.

(6) P⊗B : B− mod → A− mod is an equivalence of categories.

Conversely, if P, 0 is a finite dimensional left vector space over a
division ring A, and if B= HomA(P,P0), then P is a faithfully projective
simple right B-module, and A≈ HomB(P,P) (via left multiplication).

Proof. (1) follows from Schur’s lemma (2), (3), (4), (5) and (6) follows
from theorem 4.4 and proposition 5.6 (c).

If P , 0 is a finite dimensional left vector space over a division ring 72

A, then evidentlyP is a finitely generated projective generator ofA-mod,
that is, a faithfully projectiveA-module. Moreover,B = HomA(P,P)0

operates transitively on the non-zero elements ofP, so thatP is a simple
B-module. It follows, as before, form theorem 4.4(4) and proposition
5.6 (c), thatA ≈ HomB(P,P).

We now describe the classical method for finding aP as above. �

Lemma 6.2. If P is a minimal right ideal in a ring B, and if P2 , 0,
then P= eB for some idempotent e.

Proof. SinceP2
, 0, there existsx ∈ P such thatxP , 0. Schur’s

lemma then implies thatP
x
−→ P (left multiplication byx) is an isomor-

phism, so thatx = xe for a uniquee ∈ P. But this impliesx = xe2, so
e2
= e. In particular, 0, eB⊂ P, and thusP = eB. �
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Proposition 6.3. Let B be a ring having no idempotent two-sided ideals
other than 0 and B, and let P be a minimal right ideal such that P2

, 0.
Then P is a faithfully projective and simple B−module, so we have the
consequences of theorem 6.1.

Proof. Pis finitely generated projective thanks to lemma 6.2. Moreover
0 , P ⊂ im gp is, according to lemma 5.7, an idempotent two sided
ideal. The hypothesis therefore implies that imgp = B, that is,P is a
generator of mod-B. ThusP is faithfully projective. AlsoP is simple by
hypothesis. �

Example.A right artinian ringB having no two-sided ideals other than73

0 andB satisfies the hypothesis of the above proposition. For, it has
a minimal right idealP , 0 andP2 cannot be zero (otherwise the two-
sided idealBP, 0 would be distinct fromBsince it would be nilpotent).

We now generalize these results to the semi-simple case. Recall that
a module is calledsemi-simpleif it is a direct sum of simple modules.

Lemma 6.4. Suppose a module M is the sum of a submodule N and a
family (Si)i∈I of simple submodules. Then there is a subset J of I such
that the map

fJ : N
∐

(
∐

j∈J

S j)→ M,

induced by inclusions, is an isomorphism.

Proof. Among the subsetsJ for which f j is a monomorphism, we can
choose a maximal one, sayJ0, by Zorn’s lemma. IffJ0 is not surjective,
there existsj ∈ I − J0 such thatS j 1 im fJ0. SinceS j is simple, im
fJ0 ∩ S j = 0. ThusJ0 ∪ { j} contradicts the maximality ofJ0. �

Corollary. A submodule of a semi-simple module is a direct summand.

Proposition 6.5. Suppose B has a faithfully projective right B−module
P which is semi-simple. Then

P ≈ S(n1)
1 ⊕ · · · ⊕ S(nr )

r ,

where S1, . . . ,Sr are a complete set of non-isomorphic simple B−mod-74
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ules, and each ni > 0. If Di = HomB(Si ,Si), then Di is a division ring,
and

HomB(P,P) ≈
∏

1≤i≤r

Mni (Di).

Moreover, B is itself a semi-simple B−module.

Proof. SinceP is finitely generated and semi-simple, it is a finite direct
sum of simple modules, and we can writeP ≈ S(n1)

1 ⊕ · · · ⊕ S(nr )
r , where

eachSi is simple,Si not isomorphic toS j for i , j, and eachni > 0.
If S is any simple module, thenS is a quotient of a coproduct of copies
of P and this clearly implies thatS is isomorphic to someSi . Since
HomB(Si ,S j) = 0 for i , j (Schur’s lemma), we have HomB(P,P) ≈
∏

1≤i≤n
HomB(S(ni )

i ,S(ni )
i ) ≈

∏

1≤i≤r
Mni (Di). SinceB is a quotient, and hence

a direct summand of a coproduct of copies ofP, B is also semi-simple.
�

Proposition 6.6. Let B be right artinian and let B have no nilpotent
two-sided ideals, 0. Then B is a semi-simple right B− module. As a
ring, B is a finite direct product of full matrix rings over division rings.
In particular, the center of B is a finite product of fields.

Proof. Once we know thatB is a semi-simple rightB− module, the
remaining conclusions follow from (6.5), sinceB is obviously faithfully
B−projective and the ring of endomorphisms of the rightB-moduleB is
isomorphic toB. �

If b is a minimal (i.e. simple) right ideal ofB, thenb = eBwith e2
= 75

e. This follows from lemma 6.2, providedb2 , 0. But b2 = 0 implies
that Bb , 0 is a nilpotent two-sided ideal contradicting our hypothesis.
We note thatb, being a direct summand ofB, is a direct summand of
any right ideal which containsb.

Now, if B is not semi-simple we can find a right idealO minimal
with the property thatO is not semi-simple. Choose a simple right ideal
b in O. ThenO = b + O′ (direct sum) for some right idealO′ ⊂

,

O. ThenO′ is semi-simple and thusO also is semi-simple, which is a
contradiction.
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Proposition 6.7. B is a semi-simple B−module⇔ every B− module is
projective.

Proof. ⇒ Let P be a rightB− module. ThenP is a quotient of a free
right B−moduleF which is semi-simple by assumption. It follows from
the corollary to (6.4), thatP a direct summand ofF. �

⇐ Let O be the sum of all simple right ideals ofB. ThenO is semi-
simple, by (6.4). By hypothesis,B/O is projective, so thatB = O ⊕ b

for some right idealb. If b , 0, then, being finitely generated, it has
a simple quotient module and hence a simple submodule (because the
simple quotient is projective). This contradicts the defining property of
O, and henceO = B. ThusB is semi-simple.

Definition 6.8. We call a ring Bsemi-simpleif it is semi simple as a76

right module over itself.

The results above show that is equivalent toB being a finite product
of matrix rings over division rings. In particular, the definition of semi-
simplicity of a ring is left-right symmetric.

7 Autoequivalence classes; the Picard group

If A is ak−category,k a comutative ring, we define

Pick(A )

to be the group of isomorphism classes (T) of k−equivalencesT : A →

A . The group law comes from composition of functors.
If A is ak−algebra, we define

Pick(A)

to be the group of isomorphism classes (P) of invertible A − A− bi-
modules (see definition 3.2) with law of composition inducedby tensor
product: (P)(Q) = (P ⊗A Q). It follows from proposition 4.1 and the-
orem 4.4(3), that this is indeed a group with (P)−1

= (HomA(P,A)). In
the latter we can use either the left or the rightA−module structure ofP.

According to theorem 3.1:77
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Proposition 7.1. (P) 7→ (P⊗A) and (T) 7→ (TA) define inverse isomor-
phisms

Pick(A)−→←− Pick(A− mod ).

Let P be an invertibleA − A bimodule. If α, β ∈ Autk(A) are
k−algebra automorphisms, write

αPβ

for the bimodule with additive groupP and with operations

a · p = α(a)p, p · a = pβ(a) (p ∈ P, a ∈ A).

ThusP =1 P1.
Supposef : P → Q is a left A−isomorphism of invertibleA −

A−bimodules. Since, via right multiplication,A = HomA(AP,A P)0, we
can defineα ∈ Autk(A) by

pα(a) = f −1( f (p)a)

or
f (pα(a)) = f (p)a, pεP, a ∈ A.

Then f :1 Pα → Q is a bimodule isomorphism. This proves, in particu-
lar, the statement (4) in the following

Lemma 7.2. For α, β, γ ∈ Autk(A) we have 78

(1) αAβ ≈ γαAγβ

(2) 1Aα ⊗A 1Aβ ≈ 1Aαβ

(3) 1Aα ≈1 A1 ⇔ α ∈ In Aut (A), the group of inner automorphisms of
A.

(In all cases above the symbol≈ denotes bimodule isomorphism.)

(4) If P is an invertible A−A−bimodule and if P≈ A as left A−modules,
then P≈1 Aα as bimodules for someα ∈ Autk(A).
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Proof. (1) The mapαAβ →γα Aγβ given by x 7→ γ(x) is the required
isomorphism.

(2) Using (1) we have1Aα ⊗A 1Aβ ≈ α−1A1 ⊗A1 Aβ ≈ α−1β ≈ 1Aαβ.

(3) If f : 1Aα →1 A1 is a bimodule isomorphism, then as a leftA-auto-
morphism f (x) = xu, whereu = f (1) is a unit inA. Moreover,
f (α(a)) = f (1.a) = f (1)a, which givesα(a)u = ua, that is,α(a) =
uau−1 for all a ∈ A.

�

Conversely, ifα(a) = uau−1 for some unitu ∈ A, then f (x) = xu
defines a bimodule isomorphism1Aα →1 A1.

The group Pick(A− mod )≈ Pick(A) operates on the isomorphism
classes of faithfully projective leftA−modules. We now describe the
stability group of a faithfully projective module under this action.

Proposition 7.3. Let Q be a faithfully projective left A−module, and let79

B denote the k−algebraHoma(Q,Q)0. Then there is an exact sequence

1→ In Aut (B)→ Autk(B)
ϕQ
−−→ Pick(A) (*)

with

imϕQ = {(P) ∈ Pick(A)
∣

∣

∣P⊗A Q ≈ Q as left A- modules}.

Proof. Suppose first thatQ = A, so thatB = A. DefineϕA(α) = (1Aα).
Lemma 7.2 tells us that this is a homomorphism with kernel InAut (A),
and with the indicated image. �

In the general case, we setQ∗ = HomA(Q,A). Then the func-
tor T = HomA(Q, ) ≈ Q∗⊗A : A − mod → B − mod is an
equivalence, withTQ = B. This induces an isomorphism Pick(A −
mod )→ Pick(B − mod ). By proposition 7.1, we obtain an isomor-
phism Pick(A)→ Pick(B), and this maps (P) ∈ Pick(A) into (Q∗ ⊗A P⊗A

Q) ∈ Pick(B).
We define nowϕQ : Autk(B)→ Pick(A) as the compositeAutk(B)→

Pick(B)
≈
−→ Pick(A), where the first map is defined as in the special case
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treated in the beginning, and the second is the inverse of theisomor-
phism just mentioned. The exactness of (∗) follows from the special
case. Also, if (P) ∈ Pick(A), then P ⊗A Q ≈ Q as left A− modules
⇔ Q∗ ⊗A P⊗A Q ≈ Q∗ ⊗A Q as leftB−modules. SinceQ∗ ⊗A Q ≈ B as
B− B−bimodules, the last statement in the proposition follows from the
special case.

Let C = center A. If P is an invertibleA − A− bimodule, we can 80

define a map
αP : C→ C

by requiring that
pt = αP(t)p, p ∈ P, t ∈ C.

This is possible because, the mapp 7→ pt, being a bimodule endo-
morphism ofP, is the left multiplication by a unique element in the
centre. NowαP is ak−algebra homomorphism (tp = pt for t ∈ k). If
p⊗ q ∈ P ⊗A Q andt ∈ C, then (p ⊗ q)t = p ⊗ αQ(t)q = pαQ(t) ⊗ q =
αpαQ(t)(p⊗ q). Thus

αP⊗Q = αPαQ.

Since, evidentlyαA = IdC, it follows from the invertibility of P, that
αP is an automorphism ofC, and that (P) 7→ αP is a homomorphism
Pick(A)→ Autk(C). The kernel is clearly PicC(A). Summarization gives

Proposition 7.4. If A is a k-algebra with center C, then there is an exact
sequence

0→ PicC(A)→ Pick(A)→ Autk(C).

If A is commutative, then

0→ PicA(A)→ Pick(A)→ Autk(A)→ 1

is exact and splits.

Proof. The mapα 7→ (1Aα) (see lemma 7.2) gives the required splitting81

Autk(A)→ Pick(A). �

Example.Let A be the ring of integers in an algebraic number fieldk,
and letG(k/Q) be the group of automorphisms ofk. (k need not be
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Galois.) EvidentlyAutZ(A) ≈ G(k/Q), and PicA(A) is just the ideal class
group ofA. Thus PicZ(A) is the semi-direct product of the ideal class
group ofA with G(k/Q), which operates on the ideal group, and hence
on PicA(A). This is also the group of autoequivalences of the category
A−mod. In particular, PicZ(A) is finite (finiteness of class number) and
PicZ(Z) = {1}. Thus any autoequivalenceZ − mod → Z − mod is
isomorphic to the identity functor.



Chapter 3

The Brauer group of a
commutative ring

In this chapter we prove the fundamental theorem on Azumaya alge- 82

bras, following largely the paper of Auslander Goldman [1].In §4 we
obtain Rosenberg and Zelinsky’s generalization of the Skolem-Noether
theorem (see [1]). Finally we introduce the Brauer groupBr(k) of a
commutative ringk. The functor End :FP→ Az is cofinal, in the sense

of chapter 1, and we obtain an exact sequence

K1FP→ K1Az→ KoΦ End → K0FP→ K0Az→ Br(k)→ 0.

We have computed the groupsKiFP in chapter 1, and we further show
here thatK0Φ End≈ Pic(k). The final result is that the functors Pic→
FP→ Azyield an exact sequence

U(k)→ K1FP→ K1Az→ Pic(k)→ K0FP→ K0Az→ Br(k)→ 0,

from which we can extract a short exact sequence

0→ (Q/Z ⊗Z U(k)) ⊕ (Q ⊗Z sK1P)→ K1Az→t Pic(k)→ 0,

the last group being the torsion subgroup of Pic(k). This gives a fairly
effective calculation ofK1Az.

65



66 3. The Brauer group of a commutative ring

1 Separable Algebras

Let k be a commutative ring. IfA is a k−algebra, we writeA0 for the
opposite algebra ofA, andAe

= A⊗k A0. A two-sidedA−moduleM can83

be viewed as a leftA⊗k A0 module: We define the scalar multiplication
by

(a⊗ b)x = axb, x ∈ M, a, b ∈ A.

In particular,A is a left Ae− module, in a natural manner, and we have
an exact sequence

0→ J→ Ae→ A→ 0 (1.1)

of Ae− linear maps (wherea ⊗ b ∈ Ae goes toab ∈ A). If needed, we
shall make the notation more explicit by writing

Ae
= (A/k)e,

and
J = J(A) = J(A/k).

We definek−linear map
δ : A→ J,

by settingδ(a) = a⊗ 1− 1⊗ a.

Lemma 1.2. Im δ generates J as a left ideal, andδ satisfiesδ(ab) =
a(δb) + (δa)b.

Proof. Clearly imδ ⊂ J. If x =
∑

ai ⊗ bi ∈ J, that is, if
∑

aibi = 0, then
x =

∑

ai⊗bi−
∑

aibi⊗1 =
∑

(ai⊗1)((1⊗bi)−(bi⊗1)) = −
∑

aiδbi . Finally,84

δ(ab) = ab⊗1−1⊗ab= (a⊗1)(b⊗1−1⊗b)+(a⊗1)(1⊗b)−(1⊗b)(1⊗a) =
a(δb) + (1⊗ b)δa = a(δb) + (δa)b. �

Corollary 1.3. If M is a left Ae− module and N is a right Ae−module,
there are natural isomorphisms

HomA e(A,M) ≈ {x ∈ M
∣

∣

∣ax= xa, for all a ∈ A},

and

N ⊗Ae A ≈ N/ (Submodule generated by ax− xa, a ∈ A, x ∈ N).
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Proof. SinceA ≈ Ae/J, HomAe(A,M) ≈ {x ∈ M
∣

∣

∣Jx = 0} = {x ∈
M

∣

∣

∣(δa)x = 0∀a ∈ A} = {x ∈ M
∣

∣

∣ax = xa∀a ∈ A}. The other part is
trivial. �

For a two-sidedA−module M we shall denote the subgroup{x ∈
M

∣

∣

∣ax= xa∀a ∈ A} by MA. Note that ifA is a subalgebra of ak−algebra
B, thenBA is just the centralizer ofA in B. In particular,AA

= centreA.
We denote by Derk(A,M) the k−module of allk−derivations ofA

into M, that is,k−linear mapsd : A → M satisfyingd(ab) = ad(b) +
(da)b, a, b ∈ A. If f : M → N is Ae−linear, thend 7→ f d defines a
k−linear map Derk(A,M) → Derk(A,N).. For example, ifx ∈ M and if
f : Ae→ M is defined byf (1) = x, then the composite

A
δ
−→ J ֒→ Ae f

−→ M

is a derivation, called theinner derivation dx defined byx. Thus, if
a ∈ A, dx(a) = (δa)x = ax− xa.

Proposition 1.4. For an Ae-module M, the map f7→ f δ defines an 85

isomorphism

HomAe(J,M)→ Derk(A,M),

with inner derivations corresponding to those f which can beextended
to Ae.

Proof. Since imδ generatedJ, we havef δ = 0⇒ f = 0. �

Supposed ∈ Derk(A,M). We can define ak−linear mapf : Ae→ M
by setting f (

∑

ai ⊗ bi) = −
∑

aid(bi ). This satisfiesf δa = f (a ⊗ 1 −
1 ⊗ a) = −ad(1) + 1d(a) for all a ∈ A. But d(1) = d(12) = 1d(1) +
d(1)1 = 2d(1) so thatd(1) = 0. Thus f δ = d. It remains to show
that f /J is Ae−linear. If x =

∑

ai ⊗ bi ∈ J, we must show thatf ((a ⊗
b)x) = (a⊗ b) f (x). But f ((a⊗ b)x) = f (

∑

aai ⊗ bib) = −
∑

aaid(bib) =
−

∑

aai (bidb+ d(bi )b) = (a⊗ b) f (x).
The derived functors ofM 7→ MA are called theHochschild co-

homology groupsof A with coefficients in M. We denote them by
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Hi(A,M). By virtue of (1.3),Hi(A,M) ≈ ExtiAe(A,M). The exact se-
quence (1.1) gives us an exact sequence

0→ HomAe(A,M)→ HomAe(Ae,M)

→ HomAe(J,M)→ Ext1Ae(A,M)→ 0,

which we can rewrite, using (1.3) and (1.4), to obtain:

Proposition 1.5. There is an exact sequence

0→ MA→ M → Derk(A,M)→ H1(A,M)→ 0.

so that H1(A,M) = the k−module of k−derivations of A into M, modulo86

the k−submodule of inner derivations.

If C = AA
= centreA, thenC ⊗ 1 ⊂centreAe, so we can view the

above exact sequence as a sequence ofC−modules andC−linear maps.

Proposition and Definition 1.6. A k−algebra A is called separable, if
it satisfies the following conditions, which are equivalent:

(1) A is a projective Ae−module.

(1)bis M 7→ MA is an exact functor on Ae−modules.

(1)ter (Ae)A→ AA→ 0 is exact.

(2) If M is an Ae−module, then every k−derivation A→ M is inner.

(2)bis the derivationδ : A→ J is inner.

Proof. Since MA ≈ HomAe(A,M), the implications (1)⇔ (1)bis ⇒

(1)ter are clear. If HomAe(A,Ae) → HomAe(A,A) → 0 is exact, then
1A factors throughAe, so thatA is Ae projective, thus proving (1)ter ⇒

(1). �

(1)⇔ (2) by virtue of the identifications Ext1
Ae(A,M) = H1(A,M) =

derivations modulo inner derivations. Also the implication (2)⇒ (2)bis

is obvious. Finally, proposition 1.4 shows thatδ is inner⇔ 1J extends
to a homomorphismAe → J that is,⇔ the exact sequence (1.1) splits.
This proves (2)bis⇒ (1).
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Corollary 1.7. If A/k is separable with centre C, then for an Ae−module87

M, there is a split exact sequence of C−models,

0→ MA→ M → Derk(A,M)→ 0.

In particular, C is a C−direct summand of A.

This follows directly from (1.5) and the definition above.

Corollary 1.8. If A → B is an epimorphism of k−algebras, with A/k
separable, then B/k is separable, and centre B= image of centre A.

Proof. If M is a two-sidedB−module, then evidentlyMB
= MA, so that

M 7→ MB is an exact functor, that is,B is separable. Also,AA → BA
=

BB→ 0 is exact. �

2 Assorted lemmas

The reader is advised to skip this section and use it only for references.

Lemma 2.1(Schanuel’s lemma). If 0→ Ni → Pi
fi
−→ M → 0 are exact

with Pi projective, i= 1, 2, then P1 ⊕ N2 ≈ P2 ⊕ N1.

Proof. If P1
∏

M
P2 = {(x1, x2) ∈ P1 ⊕ P2

∣

∣

∣ f1(x1) = f2(x2)}, then the

coordinate projections give us mapsP1
∏

M P2 → Pi, i = 1, 2, and a 88

commutative diagram

0

��

0

��
N2

��

N2

��
0 // N1 // P1ΠMP2

��

// P2 // 0

0 // N1 // P1 //

��

M //

��

0

0 0
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with exact rows and columns, as is easily checked. Since thePi are
projective, we conclude thatP1 ⊕ N2 ≈ P1

∏

M
P2 ≈ P2 ⊕ N1. �

Let A be a ring. AnA− moduleM is calledfinitely presented, if
there exists an exact sequence

F1→ F0→ M → 0

of A−linear maps withFi a finitely generated freeA−module,i = 0, 1.

Corollary 2.2. (a) If 0→ M′ → M → M′′ → 0 is an exact sequence
of A−modules, with M and M′′ finitely presented, then M′ is finitely
generated.

(b) If A is commutative, and M and N are finitely presented A−modules,89

then so is M⊗A N.

(c) If A is an algebra over a commutative ring k, and if A is finitely pre-
sented as a k−module, then A is finitely presented as an Ae−module.

Proof. (a) Case I. SupposeM is projective. Then the result follows
easily from the definition and Schanuel’s lemma.

General Case.Let f : P → M be surjective withP finitely generated
and projective, and letf ′′ : P → M′′ be the epimorphism obtained by
composingf with M → M′′. We have a commutative diagram

0 //

f ′

��

P

f
��

P //

f ′′

��

0

0 // M′ // M // M′′ // 0

with exact rows. The exact sequence

0 = ker f ′ → ker f → ker f ′′ → coker f ′ = M′ → coker f = 0

shows thatM′ is finitely generated, since by case I, kerf ′′ is.

(b) follows easily from right exactness.
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(c) If A is finitely presented as ak− module, thenAe is finitely pre-
sented as ak−module, This implies thatJ is finitely generated as
ak−module and a fortiori as anAe− module.

�

Lemma 2.3. Let Ki be a commutative k− algebra and let Mi, Ni be 90

Ki−modules, i= 1, 2. There is a natural isomorphism

(M1 ⊗k M2) ⊗K1⊗kK2 (N1 ⊗k N2)
≈
−→ (M1 ⊗K1 N1) ⊗k (M2 ⊗K2 N2)

given by(m1 ⊗m2) ⊗ (n1 ⊗ n2) 7→ (m1 ⊗ n1) ⊗ (m2 ⊗ n2). If the Mi and
Ni are Ki−algebras, then the above map is an isomorphism of K1 ⊗k

K2−algebras.

Proof. Straightforward. �

Corollary 2.4. (a) If Ki is a commutative k-algebra, and Ai a Ki-alge-
bra, i = 1, 2, then (2.3) defines a natural isomorphism

(A1/K1)e ⊗k (A2/K2)e ≈ (A1 ⊗k A2/K1 ⊗k K2)e

(b) If K and A are k−algebras, K commutative, then(K ⊗k A/K)e ≈

K ⊗k (A/k)e.

Proof. (a) In (2.3) we takeMi = Ai and Ni = A0
i . Evidently (A1 ⊗k

A2)0
= A0

1 ⊗k A0
2.

(b) SetA1 = K1 = K, A2 = A andK2 = k in (a).
�

Lemma 2.5. Let Ki be a commutative k-algebra, let Ai be a Ki-algebra,
and let Mi and Ni be Ai-modules, i= 1, 2. The k-bilinear map( f1, f2)
7→ f1 ⊗ f2 defines a K1 ⊗k K2-homomorphism

HomA1(N1,M1)⊗k HomA2(N2,M2)→ HomA1⊗kA2(N1⊗k N2,M1⊗k M2).

It is an isomorphism in either of the following situations: 91

(i) Ni is a finitely generated projective Ai−module, i= 1, 2.
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(ii) N1 and M1 are finitely generated projective A1−modules, A1 is
k−flat, and N2 is a finitely presented A2−module.

Proof. The first assertion is clear.

(i) By additivity we are reduced to the caseNi = Ai, i = 1, 2, and then
the assertion is clear.

(ii) By additivity again we can assume thatN1 = M1 = A1.

Write S N2 = A1 ⊗k HomA2(N2,M2), TN2 = HomA1⊗kA2(A1 ⊗k N2,

A1 ⊗k M2). We have a mapS N2 → TN2. This is a isomorphism for
N2 = A2, and therefore, forN2 = A(n)

2 . Let nowA(n)
2 → A(m)

2 → N2 → 0
be an exact sequence.S andT being left exact contravariant functors in
N2, we obtain a commutative diagram

0 // S N2
//

��

S A(m)
2

//

��

S A(n)
2

��

0 // TN2 // TA(m)
2

// TA(n)
2

with exact rows. The second and third vertical maps being isomor-
phisms, if follows that the first one is also an isomorphism. �

Corollary 2.6. If K i is a commutative k−algebra, and if Ai/Ki is a sep-
arable algebra, i= 1, 2, then A1 ⊗k A2/K1 ⊗k K2 is a separable algebra92

with centre= (centre A1) ⊗k (centre A2). More generally, if Mi is an
(Ai/Ki)e module, then the natural map

MA1
1 ⊗k MA2

2 → (M1 ⊗k M2)
A1⊗kA2

is an isomorphism.

Proof. We have, by hypothesis, (2.4), and (2.5), an isomorphism

MA1
1 ⊗k MA2

2 = Hom(A1/K1) e(A1,M1) ⊗k Hom(A2/K2) e(A2,M2)→

Hom(A1/K1)e⊗k(A2/K2)e(A1 ⊗k A2,M1 ⊗k M2)

= (M1 ⊗k M2)
A1⊗kA2
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Applying this to (A1/K1)e⊗k (A2/K2)e
= (A1⊗k A2/K1⊗k K2)e→ A1⊗k

A2→ 0 we get a commutative diagram

((A1 ⊗k A2/K1 ⊗k K2)e)A1⊗kA2 // (A1 ⊗k A2)A1⊗kA2

((A1/k1)e)A1 ⊗k ((A2/K2)e)A2 //

OO

(AA1
1 ⊗k AA2

2 )

OO

in which the vertical maps are isomorphisms and the lower horizontal
map is surjective, by hypothesis and right exactness of⊗k. It follows
that the upper map is also surjective, and this finishes the proof, using
criterion (1.6)(1)ter for separability. �

Corollary 2.7. If Ai/k is a separable algebra, i= 1, 2, then(A1⊗k A2)/k 93

is separable with centre A1⊗k centre A2 as its centre.

Corollary 2.8. Suppose K and A are k-algebras. Suppose further that
K is k-flat.

(a) If M and N are A-modules with N finitely presented, then

K ⊗k HomA(N,M)→ Homk⊗kA(K ⊗k N,K ⊗k M)

is an isomorphism.

(b) If K is commutative, and if A is finitely presented as anAe-module
then for an Ae-module M, the map

K ⊗k (MA)→ (K ⊗k M)K⊗kA

is an isomorphism.

Proof. The statement (a) follows from (2.5) (ii) with N1 = M1 = A1 =

K1 = K, andK2 = k. The statement (b) follows from (a) by substituting
Ae for A, andA for N. �

Corollary 2.9. Let K and A be k-algebras, with K commutative.

(a) A/k separable⇒ K⊗k A/K is separable with centre(K⊗k A) = K⊗k

(centre A).
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(b) If K is faithfully k-flat and if A is a finitely presented Ae-module,
then(K ⊗k A)/K separable⇒ A/k separable.

Proof. (a) is a special case of (2.6).94

(b) SupposeK ⊗k A/K is separable. Corollary 2.4 implies that (K ⊗k

A/K)e → K ⊗k A is isomorphic toK ⊗k ((A/k)e → A). Then
(2.8)(b) further implies that ((K ⊗k A/k)e)K⊗kA → (K ⊗k A)K⊗kA

is isomorphic toK ⊗k (((A/k)e)A → AA). Therefore, by hypothesis,
K ⊗k (((A/ke)A→ AA) is surjective. SinceK is faithfully k-flat, this
implies that ((A/k)e)A → AA is surjective, so thatA/k is separable
(see (1.6)(1) ter).

�

Example. If K is a noetherian local ring, in (2.9)(b) we can takeK to be
completion ofk.

Corollary 2.10. If A/k is a finitely Ae-presented k-algebra, then A/k is
separable⇔ AM /kM is separable for all maximal idealsM of k.

Proof. TakeK =
∏

M

kM in (2.9)(b). Alternatively, repeat the proof of

(2.9)(b) and at the end use the fact that ak-homomorphismf is surjec-
tive⇔ fM is surjective for allM . �

Corollary 2.11. Suppose Ai is a k-algebra and that Pi is a finitely gen-
erated projective Ai-module, i= 1, 2. Then

EndA1(P1) ⊗k EndA2(P2)→ EndA1⊗kA2(P1 ⊗k P2)

is an algebra isomorphism.

Proof. SetNi = Mi = Pi andKi = k in (2.5) (i). �

Corollary 2.12. Suppose P1 and P2 are finitely generated projective95

k-modules. Then

Endk(P1) ⊗k Endk(P2)→ Endk(P1 ⊗k P2)

is an algebra isomorphism.
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Proof. SetAi = k in (2. 11). �

Proposition 2.13. Let P be a finitely generated projective k-module.
Then A= Endk(P) is a separable algebra with centre k/annP.

Proof. Both centreA andBannP commute with localization, and hence
we can use (2.10) to reduce to the case whenP is free, sayP ≈ k(n), so
thatA ≈ Mn(k). Denoting the standard matrix algebra basis by (ei j ), we

sete=
n
∑

i=1
ei1 ⊗ e1iǫAe. Then (ers ⊗ 1)e =

∑

ersei1 ⊗ e1i = er1 ⊗ e1s and

(1⊗ers)e=
∑

ei1⊗e1iers = er1⊗e1s. Henceeǫ(Ae)A. Under (Ae)A→ AA,
e maps into

∑

ei1e1i =
∑

eii
= 1. Hence (Ae)A → AA is surjective. Thus

A is separable, by (1.6)(1)ter. Theorem (6.1)(5) of chapter 2 implies that
centreMn(k) = k. �

Lemma 2.14. Let f : M → M be a k-endomorphism, k a commuta-
tive ring. Suppose that M is either noetherian or finitely generated and
projective. Then, if f is surjective, it is an automorphism.

Proof. If ker f , 0, then f surjective implies that kerf n is a strictly
ascending chain of submodules, an impossibility ifM is noetherian, IfM
is projective, thenM ≈ M⊕ ker f and localization shows that kerf = 0 96

if M is finitely generated. �

Proposition 2.15. Let k be a local ring with maximal idealM , and let
A be a k-algebra, finitely generated as a k-module. Suppose that either
k is noetherian or that A is k-projective. Then if A/M A is a separable
(k/M )-algebra, A is a separable k-algebra.

Proof. Considerδ : A→ J = J(A/k). Let k′ denote reduction modulo
M ; e. g.k′ = k/M . Thenδ induces ak′-derivationδ′ : A′ → J′, where
J′ is a two-sidedA′-module. By hypothesis and criterion (1.6)(2),δ′

must be inner,δ′(a′) = a′e′ − e′a′ = ae′ − e′a = δ(a)e′, for somee′ǫJ′,
coming from sayeǫJ. It follows thatδ(a)e ≡ δ(a) mod M J, so (1.2)
implies J = Je+M J. The exact sequence

0→ J→ Ae→ A→ 0
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shows thatJ is noetherian ifk is, and thatJ is k-projective and finitely
generated ifA is. Hence we can apply lemma 2.14 to thek-homomor-

phism J
e
−→ J, provided the latter is surjective. But this follows from

Nakayama’s lemma, sinceJ = Je+M J.

Now the compositeJ ֒→ A
e
−→ J is an automorphism ofJ, so thatJ

is anAe-direct summand ofAe. This proves thatA is Ae -projective, as
required. �

Lemma 2.16. Let f : P → M be a k-homomorphism with P finitely
generated and projective. Denote the functorHomk(, k) by ∗. Then f has97

a left inverse⇔ f ∗ : M∗ → P∗ is surjective. If M is finitely presented,
then (coker f∗)M = coker( fM )∗, so that f has a left inverse⇔ fM does
for all maximal idealsM .

Proof. f left invertible⇒ f ∗ right invertible⇒ f ∗ surjective⇒ f ∗ right
invertible (becauseP∗ is projective)⇒ f ∗∗ : P∗∗ → M∗∗ left invertible.
The commutative square

P
f //

≈

��

M

��
P∗∗

f ∗∗
// M∗∗

shows thatf ∗∗ left invertible⇒ f left invertible. �

The natural homomorphism

(M∗)M = (Homk(M,K))M → (MM )∗ = HomkM
(MM , kM )

is an isomorphism forM finitely presented, by (2.8)(a). Hence sinceP
is also finitely presented, we have (f ∗)M ≈ ( fM )∗ in this case, so that
by exactness of localization, (cokerf ∗) M ≈ coker (fM )∗.

Corollary 2.17. If A is a faithfully k-projective k-algebra, then k is a
direct summand of A.
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Proof. We wantk → A to have a left inverse, and (2. 16) plus our
hypothesis makes it sufficient to prove this fork local, say with maxi-98

mal idealM . Then 1ǫA/M A is a part of ak/M -basis forA/M A, so
Nakayama’s lemma implies that 1ǫA is a part of ak-basis ofA. �

Proposition 2.18. Let A and B be k-algebras with A a faithfully projec-
tive k-module. Then A⊗k B/k separable⇒ B/k separable.

Proof. A is k-projective implies thatAe is k-projective. Hence (A ⊗k

B)e ≈ Ae⊗k Be is Be-projective. Thus, ifA⊗k B is (A⊗k B)e-projective,
then it isBe-projective. Corollary 2.17 and our hypothesis impliesA ≈
k ⊕ A′ as ak-module, so thatA ⊗k B ≈ B ⊕ (A′ ⊗k B) as aBe-module.
ThusBe-projectivity of A⊗k B⇐ Be-projectivity of B. �

Proposition 2.19. Suppose A is a K-algebra and that K is a k-algebra.
Then

(1) A/K and K/k separable⇒ A/k separable.

(2) A/k separable⇒ A/k separable.

If A faithfully K-projective, then A/k separable⇒ K/k separable.

Proof. (1) K/k separable means that

0→ J(K/k)→ Ke→ K → 0

splits as an exact sequence ofKe-modules. Hence

0→ (A/k)e ⊗Ke J(K/k)→ (A/k)e→ (A/k)e⊗ke K → 0

splits as an exact sequence of (A/k)e-modules, so that (A/k)e⊗Ke K 99

is a projective (A/k)e-module. it follows easily from corollary 1.3
that (A ⊗k Ao) ⊗Ke K ≈ A ⊗K Ao

= (A/K)e. Hence if we further
assume thatA is (A/K)e-projective, it follows from the projectivity
of (A/K)e over (A/k)e, remarked above, thatA is (A/k)e-projective.
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(2) In the commutative diagram with exact rows and columns

(A/k)e //

��

A // 0

(A/K)e //

��

A // 0

0

if the top splits, then so much the bottom. SupposeA is faithfully
K-projective. Then (A/k)e is (K/k)e-projective, so thatA is (K/k)e-
projective, assuming that (A/k) is separable. By corollary 2.17K is
a K-direct summand, ofA, hence a (K/k)e-direct summand, so we
conclude thatK is (K/k)e-projective, as claimed.

�

Proposition 2.20. (a) If A1 and A2 are k-algebras, then A1 × A2/k is
separable⇔ A1/k and A2/k are.

(b) If Ai is a ki-algebra, i = 1, 2, then A1 × A2/k1 × k2 is separable
⇔ A1/k1 and A2 and A2/k2 are.

Proof. (a) (A1×A2)e
= (A1⊗kA0

1)×(A2⊗kA0
2)×(A1⊗kA0

2)×(A2⊗kA0
1) =100

Ae
1× Ae

2 × B, andA1 × A2 is an (A1 × A2)e-module annihilated byB.
As such it is the direct sum of theAe

i -moduesAi . ThusA1 × A2 is
(A1 × A2)e -projective⇔ Ai is Ae

i -projective

(b) Any k1 × k2-module or algebra splits canonically into a product of
one overk1 and one overk2. In particular (A1 × A2/k1 × k2)e

=

(A1/k1)e× (A2/k2)e, soA1×A2 is (A1×A2/k1×k2)e-projective⇔ Ai

is (Ai/ki)e-projective.
�

3 Local criteria for separability

Theorem 3.1. Let A be a k-algebra, finitely generated as a k-module.
Suppose either that k is noetherian or that A is a projective k-module.
Then the following statements are equivalent:
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(1) A/k is separable.

(2) For each maximal idealM of k, A/M A is a semi-simple k/M -
algebra whose centre is a product of separable field extensions of
k/M .

(3) For any homomorphism k→ L, L a field, L⊗k A is a semi-simple
algebra.

We will deduce this form the following special case:

Theorem 3.2. Let A be a finite dimensional algebra over a field k. The
following statements are equivalent:

(1) A/k separable

(2) L⊗k A is semi-simple for all field extensions L/k.

(3) For some algebraically closed field L/k, L⊗k A is ε product of full 101

matrix algebras over L.

(4) A is semi-simple and centre A is a product of separable field exten-
sions of k.

We first prove that (3.2)⇒ (3.1):
(1) ⇒ (3). If k → L, thenL ⊗k A/L is separable, by (2.9), and we

now apply (1)⇒ (4) of (3.2).
(3) ⇒ (2). Apply (2) ⇒ (4) of (3.2), whereL ranges over field

extensions ofk/M .
(2)⇒ (1). From (4)⇒ (1) of (3.2) we know thatA/M A is a sepa-

rable (k/M )-algebra so the hypothesis onA and proposition 2.15 imply
that AM /kM is separable, for allM . (1) now follows from corollary
2.10.

Proof of Theorem 3.2.(1) ⇒ (2)′. SinceA/k separable implies that
(L ⊗k A)/L is separable, it suffices to show thatA/k separable⇒ A
is semi-simple. LetM,N be left A-modules. Then Homm(M,N) is a
two-sidedA-module, i.e., anAe-module, andHomAe(A,Homk(M,N)) =
HomA(M,N) clearly (see (1.3)). Sincek is a field, Homk(M, ) is an exact
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functor. SinceA is Ae-projective (by assumption), HomAe(A, ) is exact.
Hence HomA(M, ) is an exact functor, so everyA-module is projective.
Proposition 6.7 of Chapter 2 now implies thatA semi-simple.

(2)⇒ (3). This follows from the structure of semi-simple rings plus102

the fact that there are no non-trivial finite dimensional division algebras
over an algebraically closed field.

(3)⇒ (1). By assumption,L⊗kA is a product of full matrix algebras
overL. Proposition 2.13 and 2.20 imply thatL⊗kA/L is separable. Since
L is faithfully k-flat (k is a field!), (2.9)(b) implies thatA/k is separable.

The proof of (1)⇔ (4) will be based upon the next two lemmas,
which are special cases of the theorem.

Lemma 3.3. A finite field extension C/k is separable as a k-algebra⇔
it is separable as a field extension of k.

Proof. If k ⊂ K ⊂ C, thenC/k is separable, in either sense⇔ C/K
andK/k are, in the same sense. This follows from proposition 2.18 in
one case, and from field theory in the other. An induction on degree
therefore reduces the lemma to the caseC = k[X]/( f (X)). Let L be an
algebraic closure ofk, and writef (X) =

∏

i
(X−ai)ei in L[X], with a′i sdis-

tinct. ThenC is a separable field extension⇔ L ⊗k C = L[X]/ f (X)L[X]
has no nilpoint elements⇔ L⊗kC is a product of copies ofL⇔ L⊗kC/L
is separable⇔ C is a separable algebra overk, by (1)⇔ (3) of (3.2),
which we have already proved. �

We now prove the implication (1)⇔ (4) of (3.2). We have already
proved thatA/k is separable implies thatA is semi-simple. Hence the
centreC of A must be a finite product of field extension ofk. in par-103

ticular A is a faithfully projectiveC-module, so by proposition 2.19,
A/k separable⇒ C/k separable. The last part of (4) now follows from
proposition 2.20 and lemma 3.3 above.

Lemma 3.4. Let k be a field, and suppose that A is a finite dimensional
k-algebra, simple and central (i.e.centre A= k). If B is any k-algebra,
every two-sided ideal of A⊗k B is of the form A⊗k J for some two sided
ideal J of B.
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Proof. According to theorem 6.1 chapter 2 there is a division algebra
D and ann > 0 such thatA ≈ Mn(D) = D ⊗k Mn(k). Theorem 4.4 of
chapter 2 contains the lemma whenA = Mn(k), in which caseA⊗k B =
Mn(B) = EndB(B(n)). It therefore suffices to prove the lemma forA = D,
a division algebra. If (ei) is ak-basis forB, then (1⊗ ei) is a leftD-basis
for D ⊗k (B). Let I be a two-sided ideal ofD ⊗k B. Then I is a D-
subspace ofD ⊗k B, and it is (clearly) generated by the “primordial”
elements ofI with respect to the basis (1⊗ ei), i.e. by those elements
x =

∑

(di⊗1)(1⊗ei ) , 0 of I such thatS(x) = {i|di , 0} does not properly
containS(y) for any y , 0 in I , and such that the least onedi = 1. If
x such an element and ifd , 0 is in D, thenx(d ⊗ 1) ∈ I , becauseI is
a two-sided ideal. Nowx(d ⊗ 1) =

∑

(di ⊗ ei)(d ⊗ 1) =
∑

did ⊗ ei so
S(x(d ⊗ 1)) = S(x). Subtracting (d′ ⊗ 1)x from x(1 ⊗ d) will therefore
renderS((d′ ⊗ 1)x − x(1 ⊗ d)) a proper subset ofS(x), for a suitable
d′ǫD. �

Sincex is primordial, this implies (d′ ⊗ 1)x = x(d ⊗ 1), i.e. that 104
∑

d′di ⊗ ei =
∑

did ⊗ ei . Somedi = 1 so we haved′ = d. Moreover,
did = ddi for all i. By assumption centreD = k, so xǫk ⊗ B = 1 ⊗ B.
Setting 1⊗ J = I ∩ (1⊗ B), we therefore haveI = D ⊗ J.

We shall now prove the implication (4)⇒ (1) of theorem 3.2. Let
C = centreA. To show thatA/k is separable Proposition 2.19 makes it
sufficient to show thatA/C andC/k are separable. In each case, more-
over, proposition 2.20 reduces the problem to the case whenC is a field,
Separability ofC/k then results from the hypothesis and lemma 3.3.
Let L be an algebraic closure ofC. Then it follows from lemma 3.4
thatL⊗C A is simple, hence a full matrix algebra overL. Separability of
A/C now follows from the implication (3)⇒ (1) which we have proved.
Thus the proof of the theorem 3.2 is complete.

4 Azumaya algebras

Theorem and Definition 4.1. An azumaya algebra is a k-algebra A
satisfying the following conditions, which are equivalent:

(1) A is a finitely generated k-module and A/k is central and separable.
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(2) A/k is central and A is a generator as an Ae-module.

(3) A is a faithfully projective k-module, and the natural representation
Ae→ Endk(A) is an isomorphism.

(4) The bimoduleAeAk is invertible (in the sense of definition 3.2 of105

chapter 2), i.e. the functors

(MA M)�oo

k−mod
//
Ae−modoo

(N � // A⊗k N)

are inverse equivalences of categories.

(5) A is a finitely generated projective k-module, and for allmaximal
idealsM of k, A/M A is a central simple k/M -algebra.

(6) There exists a k-algebra B and a faithfully projective k-module P
such that A⊗k B ≈ Endk(P).

Proof. (1) ⇒ (2). LetM be a maximal two-sided ideal ofA, and set
M = M ∩ k. According to (1.8) and our hypothesisA/m is a separable
k-algebra with centrek/M . SinceA/M does not have two-sided ideals,
its centre is a field. ThusM is a maximal ideal ofk, so A/M A is a
central separable algebra overk/M , and it follows from theorem 3.2
that A/M A is simple. Consequentlym = M A. Applying this toAe,
which, by (2.7), is also a separablek-algebra, we conclude that every
maximal two-sided ideal ofAe is of the formM Ae for some maximal
idealM of k. �

Viewing A as a leftAe-module we have the pairinggA: A⊗k HomAe106

(A,Ae)→ Ae, and its image is a two -sided ideal which equalsAe⇔ A is
a generator as anAe-module (see(5.6) of chapter 2). IfimgA , Ae, then
im gA is contained in some maximal two-sided ideal ofAe, so, according
to the paragraph above, imgA ⊂M Ae, for some maximal idealM of k.
Now lemma 5.7 of chapter 2, plus our hypothesis thatA is Ae-projective,
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imply thatA = (imgA)A ⊂M A. But from (1.7),k = centreA is a direct
summand ofA. SoA =M A⇒ k =M , which is a contradiction.

(2)⇒ (3). A is a generator ofAe− mod , so the pairing

gA : HomAe(A,Ae) ⊗k A→ Ae

is surjective. It follows now from theorem 4.3 and proposition 5.6 of
chapter 2 thatA is a finitely generated projectivek-module, and that
Ae → Endk(A) is an isomorphism. SinceA is a faithful k-module (k
being centre ofA), corollary 5.10 of chapter 2 implies that it is faithfully
projective.

(3)⇒ (4). This follows directly from proposition 5.6 and definition
3.2 of chapter 2.

(4)⇒ (1). is trivial once we note that centreA = HomAe(A,A).
(1)⇒ (5) follows from (1)⇒ (3) of theorem 3.1.
(5)⇒ (1). Theorem 3.1 shows thatA/k is separable.
Let C =centreA. ThenC is aC-direct summand ofA, and hence

a finitely generated projectivek-module, sinceA is so. We have a ho-107

momorphismk → C, and (1.8) implies thatk/M → C/MC is an
isomorphism for all maximal idealsM of k. This implies thatk → C
is surjective, since the cokernel is zero modulo all maximalideals ofk,
and hence it splits, becauseC is projective. The kernel ofk→ C is also
zero, since it is zero modulo all maximal ideals ofk. Thusk→ C is an
isomorphism.

(3)⇒ (6). TakeB = A0 andP = A.
(6) ⇒ (1). Endk(P) is faithfully projective, sinceP is. SinceA ⊗k

B ≈ Endk(P), it follows from proposition 6.1 of chapter 1 thatB is
faithfully projective. Proposition 2.13 says that Endk(P)/k is central and
separable, so that, by proposition 2.18,A/k is separable. SimilarlyB/k
is separable. It follows from (2.7), that (centreA)⊗k(centreB) = centre
Endk(P) = k. Hence centreA has rank 1, as a projectivek-module, and
so centreA = k, sincek is a direct summand ofA⊗k B and therefore of
centreA.

Corollary 4.2. If A/k is an azumaya algebra, thenU 7→ U A is a
bijection from the ideals of k to the two-sided ideals of A.
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Proof. This follows from theorem 4.4 of chapter 2, since two-sided ide-
als ofA are simplyAe-submodules ofA. �

Corollary 4.3. Let A ⊂ B be k-algebras with A azumaya. Then the
natural map A⊗k BA→ B is an isomorphism.

Proof. This is a special case of the statement (1) of theorem 4.1.�

Corollary 4.4. Every endomorphism of an azumaya algebra is an au-108

tomorphism.

Proof. Supposef : A→ A is an endomorphism of an azumaya algebra
A/k. By (4.2), ker f = U A for some idealU of k and hence kerf = 0.
Therefore (4.3) impliesA ≈ f (A) ⊗k Af (A). Counting ranks we see that
Af (A)

= k. �

Corollary 4.5. The homomorphism

Pick(k) −→ Pick(A),

induced by L7→ A⊗k L, is an isomorphism.

Proof. This follows (see (4) of (4.1)) from the fact thatA⊗k : k −
mod → Ae − mod is an equivalence which converts⊗k into ⊗A; the
latter is just the identity

(A⊗k M) ⊗A (A⊗k N) ≈ (A⊗A A) ⊗k (M ⊗k N) ≈ A⊗k (M ⊗k N).

�

Corollary 4.6 (Rosenberg-Zelinsky). If A/k is an azumaya algebra,
then there is an exact sequence

0→ InAut(A)→ Autk−alg(A)
ϕA
−−→ Pic(k),

where imϕA =

{

(L)|A⊗k L ≈ A as a left A-module
}

Proof. This follows immediately from (4.5) and proposition 7.3 of chap-
ter 2 �
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Corollary 4.7. If A/k is an azumaya algebra of rank r as a projective
k-module, then Autk−alg(A)/InAut(A) is an abelian group of exponent rd109

for some d> 0.

Proof. Let A⊗k L ≈ A as a leftA-module, hence as ak-module. The re-
mark following proposition 6.1 of chapter 1 provides us withak-module
Q such thatQ⊗k A ≈ k(rd) for somed > 0. SoL(rd) ≈ k(rd). Takingrdth
exterior powers we haveL⊗rd

≈ k. By virtue of (4.6), the corollary is
now proved. �

Corollary 4.8 (Skolem-Noether). If Pic (k) = 0, then all automorphisms
of an azumaya k-algebra are inner.

Corollary 4.9. If A is a k-algebra, finitely generated as a module over
its centre C, then A/k is separable⇔ A/C and C/k are separable.

Proof. In view of (2.19) it is enough to remark that, ifA/k is separa-
ble, thenA is faithfully C-projective. This follows from (1)⇔ (3) of
theorem 4.1. �

Proposition and Definition 4.10. Call two azumaya k-algebras A1 and
A2 similar, if they satisfy the following conditions, which are equivalent:

(1) A1 ⊗k Ao
2 ≈ Endk(P) for some faithfully projective k-module P.

(2) A1 ⊗k Endk(P1) ≈ A2 ⊗k Endk(P2) for some faithfully projective k
modules P1 and P2.

(3) A1 − mod and A2 − mod are equivalent k-categories.

(4) A1 ≈ EndA2(P) for some faithfully projective right A2-module P.

Proof. (1)⇒ (2). A2 ⊗k Endk(P) ≈ A1 ⊗k A2 ⊗k Ao
2 ≈ A1 ⊗k Endk(A2). 110

(2)⇒ (3). SinceAi ⊗k Endk(Pi) ≈ EndAi (Ai ⊗k (Pi) (see (2.8) (a)),
and sinceAi ⊗k Pi is a faithfully projectiveAi-module, it follows from
theorem 4.4 and proposition 5.6 of chapter 2, thatAi − mod is k-
equivalent to (Ai ⊗k Endk(Pi) − mod ,i = 1, 2.

(3)⇒ (4) follows proposition 4.1 and theorem 4.4 of chapter 2.
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(4) ⇒ (1). A1 ⊗k A0
2 ≈ EndA2(P) ⊗k Ao

2 ≈ EndA1⊗kA0
2
(P ⊗k A0

2).

Now P ⊗k A0
2 is faithfully projective A2 ⊗ A0

2-module, soP ⊗k A0
2 ≈

A2⊗k Q, whereQ = (P⊗k Ao
2)A2 is faithfully projectivek-module. Hence

A1 ⊗k A0
2 ≈ EndAe

2
(A2 ⊗k (Q), sinceA2⊗k: k− mod → Ae

2 − mod is
an equivalence. �

It follows from this proposition that similarly is an equivalence re-
lation between azumaya algebras, and that⊗k induces a structure of
abelian group on the set of similarity classes of azumayak-algebras.
We shall call this group theBrauer group of k, and hence denote it by
Br(k). The identity element inBr(k) is the class ofk, and the inverse of
the class of an azumayak-algebraA is the class ofA0.

If K is a commutativek-algebra, thenA 7→ K ⊗k A induces a ho-
momorphismBr(k)→ Br(K), by virtue of (2.9)(a), and this makesBr a
functor from commutative rings to abelian groups.

5 Splitting rings

If P is a projectivek-module, denote its rank by [P : k]. This is a111

function spec (k) → Z. If L is a commutativek-algebra, denote byϕL

the natural map spec (L) →spec (k). Then, for a projectivek-module
P, we haveϕLo[P : k] = [P ⊗k L : L]. If A/k is an Azumaya algebra,
denote its class inBr(k) by (A).

Theorem 5.1. Let A/k be an azumaya algebra.

(a) If L ⊂ A is a maximal commutative subalgebra, then A⊗k L ≈
EndL(A) as L-algebras, viewing A as a right L-module. Hence if A
is L-projective, then(A) ∈ ker(BR(k) → Br(L)), andϕLo[A : k] =
[A : L]2. If also L is k-projective, thenϕLo[L : k] = [A : L]. If L/k
is separable, A is automatically L-projective.

(b) Suppose L is a commutative faithfully k-projective k-algebra, and
suppose(A) ∈ ker(Br(k) → Br(L)). Then there is an algebra B,
similar to A, which contains L as a maximal commutative subalge-
bra. If Endk(L) is projective as a right L-module, then so is B.
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Proof. (a) EndL(A) is the centralizerB in Endk(A) = A⊗k A0 of l ⊗ L ⊂
A ⊗ A0. SinceA = A ⊗ l ⊂ A ⊗ L ⊂ B, it follows from (4.3), that
B = A ⊗k BA. Now BA ⊂ (A ⊗k A0)A

= l ⊗ A0, andBA commutes
with l ⊗ L, a maximal commutative subalgebra ofl ⊗ A0. Hence
BA
= l ⊗ L, soB = A⊗k L, as claimed.

If A is L-projective, thenϕL ◦ [A : k] = [A ⊗k L : L] = [EndL(A) : 112

L] = [A : L]2. If, further, L is k-projective,ϕL ◦ [A : k] = [A⊗k L :
L] = [A⊗L(L⊗kL) : L] = [A : L].[L⊗kL : L] = [A : L]. (ϕL◦[L : k]),
so that [A : L] = ϕL ◦ [L : k].

SupposeE = (0 → J → Le → L → 0) splits. ThenA ⊗L E also
splits. SoA = A ⊗L L is projective overA ⊗L (L ⊗k L0) = A ⊗k L.
But A⊗k L/L is an azumaya algebra, soA⊗k L is projective overL.
HenceA is L-projective.

(b) If (A)ǫ ker(Br(k)→ Br(L)), thenA0⊗k L ≈ EndL(P) for some faith-
fully projectiveL-moduleP. Using the isomorphism to identity, we
haveAo ⊗k L = EndL(P) ⊂ Endk(P) = D. Let B = DAo

. Then
(4.3) implies thatD = A0 ⊗k B. SinceL is faithfully k-projective,
so also isP. SoD/k is a trivial azumaya algebra and (B) = (A) in
Br(k). Clearly L = l ⊗ L ⊂ B. SinceB = DAo

, BL
= DAo ∩ DL.

Further,DL
= Endk(P)L

= EndL(P), so BL
= EndL(P)Ao. Since

EndL(P) = Ao ⊗k L, we have EndL(P)A0 = centre EndL(P) = L.
Now D = Ao ⊗k B with L ⊂ B, soD is locally (with respect tok) a
direct sum of copies ofB as anL-module. HenceB is L-projective
as soon as we show thatD = Endk(P) is. Again we localize (with
respect tok), whereuponP becomesL-free andI becomesk-free.
Then We can writeP = P0 ⊗k L, P0 a freek-module, and we have
D = Endk(P) = Endk(P0) ⊗k Endk(L). By hypothesis, Endk(L) is
right L-projective, soD is L-projective.

�

6 The exact sequence

We now make out of the azumayak-algebras, a category with product,113
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in the sense of chapter 1. We write

Az
=

= Az
=

(k)

for the category whose objects are azumayak-algebras, whose mor-
phisms are algebra isomorphisms, and with product⊗k.

Recall that the categoryFP = FP(k) (see§6 of chapter 1) of faith-
fully projective k-modules also has⊗k as product. More over, (2.12)
says that functor

End= Endk : FP
=
→ Az

=

preserves products. (Iff : P → Q in FP
=

, then f is an isomorphism,

and End (f ) : End(P) → End(Q) is defined by End (f )(e) = f e f−1.)
Theorem 4.1 (6) asserts that End is a cofinal functor, so we have the five
term exact sequence from theorem 4.6 of chapter 1:

K1FP
=

K1 End
−−−−−→ K1Az

=

→ KoΦEnd→ KcFP
=

Ko End
−−−−−→ KoAz

=

. (6.1)

It follows immediately from (4.10)(2), that

coker (K0 End)= Br(k). (6.2)

Consider the composite functor

Pic
I
֒→ FP

End
−−−→ Az, (6.3)

which sends every object of Picto the algebrak ∈ Az. Hence the com-

posites (Ki End)◦(Ki I ) = 0 for i = 0, 1. We will now construct a con-114

necting homomorphismK1Az→ K0Pic = Pic(k) and use it to identity

(6.1) with the sequence we will thus obtain from (6.3).
Recall thatK1Az is derived from the categoryΩAz, whose objects

are pairs (A, α), A ∈ Az, α ∈ Autk−alg(A). Let 1Aα denote the invertible

two-sidedA-module constructed in lemma 7.2 of chapter 2. We have

1Aα ≈ A ⊗k Lα, whereLα = ( 1Aα)A, according to theorem (4.1)(4). In
this way we have a map

objΩAz→ obj Pic,



6. The exact sequence 89

given by (A, α) 7→ Lα = (1Aα)A. If f : (A, α) → (B, β) is an isomor-
phism inΩAz, then f induces (by restriction) an isomorphismLα → Lβ,

thus extending the map above to a functor. Ifα, β ∈ Autk−alg(A), then
we have from (II, (7.2)(2)) a natural isomorphism

1Aαβ ≈ 1Aα ⊗A1 Aβ.

SinceA⊗k : k − mod → A − mod converts⊗k into ⊗A, it follows
thatLdβ ≈ Lα ⊗k Lβ. Finally, given (A, α) and (B, β), we have

Lα⊗β = (1(A⊗ B)α⊗β)
A⊗kB

= ( 1Aα ⊗k 1 Bβ)
A⊗kB

= (1Aα)A ⊗k (1Bβ)
B

= Lα ⊗k Lβ.

We have thus proved: 115

Proposition 6.4. (A, α) 7→ Lα = (1Aα)A defines a functor

J : ΩAz→ Pic

of categories with product, and it satisfies, forα, β ∈ Autk−log(A), A ∈
Az,

Lαβ ≈ Lα ⊗k Lβ.

Now we define a functor.

T : Pic→ ΦEnd

by setting T(L) = (L, αL, k), whereαL is the unique k-algebra isomor-
phismEndk(L) ≈ k→ Endk(k) ≈ k. Clearly T preserves products.

Suppose(P, α,Q) ∈ Φ End. Thusα : A = End(P) → B = End(Q)
is an algebra isomorphism.α permits us to view left B-modules as left
A-modules. Since P⊗k : k − mod A − mod is an equivalence, the
inverse beingHomA(P, ) : A− mod → k− mod , we can apply this
functor to the B−, hence A-module, Q and obtain a k-module

L = HomA(P,Q)
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such that Q≈ P ⊗k L as a left A-module. It follows that Lα ∈ Pic.
If ( f , g): (P, α,Q) → (P′, α′,Q′) is in ΦEnd, then the mapHomEnd(P)

(P,Q) → HomEnd(P′)(P′,Q′), given by e7→ ge f−1, is in Pic, thus giving 116

us a functor
S : ΦEnd→ Pic.

Moreover, S preserves products because

HomEnd(P⊗kP′)(P⊗k P′,Q⊗k Q′)

≈ HomEnd(P)⊗kEnd(P′)(P⊗k P′,Q⊗k Q′) by (2.12)

≈ HomEnd(P)(P,Q) ⊗k HomEnd(P′)(P
′,Q). by (2.5)(i).

If L ∈ Pic, then S TL= S(L, αL, L) = Homk(k, L) ≈ L.

We have now proved all but the last statement of

Proposition 6.5. There are product-preserving functors

Pic
T //

ΦEnd
S

oo

defined by TL= (k, αL, L) and S(P, α,Q) = HomEnd(P)(P,Q), such that
S T ≈ IdPic. If (P, α,R) ∈ ΦEnd, then S(P, βα,R) ≈ S(Q, β,R) ⊗k

S(P, α,Q).

Proof. The prove the last statement we note that composition definesa
homomorphism

HomEnd(Q)(Q,R) ⊗k HomEnd(P)(P,Q)→ HomEnd(P)(P,R).

The module above are projective and finitely generated overk. There-117

fore it is enough to check that the map is an isomorphism over residue
class fieldsk/M . �

Proposition 6.6. S and T define inverse isomorphisms

Pic(k) = K0Pic⇆ K0ΦEnd.



6. The exact sequence 91

Proof. S T≈ IdPic so it suffices to show thatK0S is injective. If K0S
(P, α,Q) = k, then Q ≈ P ⊗k k = P as a left End(P)-module. Let
f : Q→ P be such an isomorphism. This means that for alle ∈ End(P)
andq ∈ Q, f (α(e)q) = e f(q), that is, that

End(P) α //

End(1P)

��

End(Q)

End(f )

��
End(P)

1End(P)

// End(P)

commutes. Thus (1P, f ) : (P, α,Q) → (P, 1End(p),P) in ΦEnd, so
(P, α,Q)ΦEnd = 0 in K0ΦEnd. �

Theorem 6.7. The sequence of functors

ΩPic
ΩI
−−→ ΩFP

ΩEnd
−−−−→ ΩAz

J
−→ Pic

I
−→ FP

End
−−−→ Az

of categories with product defines an exact sequence which isthe top
row of the following commutative diagram:

U(k) // K1FP // K1Az // Pic(k) //

K0T

��

K0FP // K0Az // Br(k) // 0

K1FP // K1Az // K0ΦEnd //

K0S

OO

K0FP // K0Az

The bottom row is the exact sequence of theorem 4.6 of chapter1
for the functor End : FP→ Az· K0S and K0T are the isomorphisms of

proposition 6.6.

Proof. We first check commutativity: IfL ∈ Pic, then K0I (L)Pic = 118

(L)FP, while K0T(L)Pic = (L, αL, L)ΦEnd is sent to (L)FP(k)−1
FP = (L)FP.

�

Now that the diagram commutes, exactness of the top row follows
from that of the bottom row, wherever the isomorphisms implythis. At
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K0AzandBr(k) exactness has already been remarked in (6.2) above. At

K1FP the composite is clearly trivial. So it remains only to show that
ker(K1 End)⊂ Im K1I .

Now we know that the free moduleskn are cofinal inFP, and hence
(by cofinality of End) that the matrix algebrasMn(k) = End(kn) are
cofinal in Az. Hence we may use them to computeK1 as a direct limit

(theorem 3.1 of chapter 1).
Write GLn(FP) = GL(n, k) = Autk(kn), andGLn(Az) = Autk−alg

(Mn(k)). We have the “inner automorphism homomorphism”

fn : GLn(FP→ GLn(Az)

with ker fn = centreGLn(FP = GL1(FP) = U(k)), and imfn ≈ PGL
(n, k).

Tensoring with an identity automorphism defines maps

GLn(FP)→ GLnm(FP)

and119

GLn(Az)→ GLnm(Az)

making (fn)n∈N a map of directed systems. Writing

GL(FP) = lim
→

GLn(FP),

GL(Az) = lim
→

GLn(Az),

and
f = lim

→
fn : GL(FP)→ GL(Az),

we see thatK1 End is just the ablianization off . In §6 of chapter 1 we
computed

K1FP = GL(FP)/[GL(FP),GL(FP)]

= (Q ⊗Z U(k)) ⊕ (Q ⊗Z S K1P).

MoreoverK1I is induced by the inclusionU(k) = GL1(FP)→ GL(FP).
K1I is the mapK1Pic= U(k)−Z⊗ZU(k)→ Q⊗ZU(k) ⊂ K1FP, so coker
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(K1I ) = (Q/Z⊗ZU(k))⊗(Q⊗ZS K1P = PGL(k)/[PGL(k),PGL(k)]. Thus
exactness atK1FP means that: the inclusionPGL(k) ⊂ GL(Az) induces

a monomorphism

PGL(k)/[PGL(k),PGL(k)] → GL(Az)/[GL(Az),GL(Az)].

Supposeα, β ∈ GLn(Az) = Autk−alg(Mn(k)). Let τ : kn ⊗ kn →

kn → kn be the transposition. WriteE(τ) for the corresponding inner120

automorphism ofMN2(K). ThenE(τ)(α ⊗ 1Mn(k))E(τ)−1
= 1Mn(k) ⊗ α

commutes withβ ⊗ 1Mn(k). Now τ is just a permutation of the basis
of kn ⊗k kn, so it is a product of elementary matrices, provided it has

determinant+1 (which happens when
1
2

n(n − 1) is even). For exam-

ple, if we restrict our attention to values ofn divisible by 4, thenτ
is a product of elementary matrices, hence lies in [GLn2,GLn2(k)], so
E(τ) ∈ [PGLn2(k),PGLn2(k)]. It follows that, for n divisible by 4, the
image ofGLn(Az) in GLn2(Az)/[PGLn2(k),PGLn2(k)] is abelian. Note

that PGLn2(k) = In Aut (Mn(k)) is normal inGLn(Az), hence so also is

[PGL2
n(k),PGL2

n(k)], so the factor group above is defined. Finally, since
then divisible by 4 are cofinalN we can pass to the limit to obtain

[GL(Az),GL(Az)] ⊂ [PGL(k),PGL(k)],

are required. Q.E.D.

Proposition 6.8. In the exact sequence of theorem 6.7,

ker(U(k)→ K1FP) = the torsion subgroup of U(k),

ker(Pic(k)→ K0FP) = the torsion subgroup ofPic(k),

Hence there is an exact sequence 121

0→ (Q/Z ⊗Z U(k)) ⊕ (Q ⊗Z S K1P)→ K1Az→
( the torsion
subgroup of

Pic(k)

)

→ 0.

This sequence splits (not naturally) as sequence of abeliangroups.
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Proof. For K1I : U(k) = K1Pic→ K1FP we have from chapter 1,§7,

kerK1I = the torsion subgroup ofU(k),

and
cokerK1I = (Q/Z ⊗Z U(k)) ⊕ (Q ⊗Z S K1P).

From the same source we have
ker K0I = the torsion subgroup of Pic(k).
The last assertions now follow from the exact sequence plus the fact

that the left hand term is divisible, hence an injectiveZ-module. �



Chapter 4

The Brauer-Wall group of
graded Azumaya algebras

This chapter contains only a summary of results, without proofs. They 122

are included because of their relevance to the following chapter, on Clif-
ford algebras.

1 Graded rings and modules

All graded objects here are graded byZ/2Z. A ring A = A0⊕A1 is graded
if AiA j ⊂ Ai+ j(i, j ∈ Z /2Z ), and anA-moduleM = M0⊕M1 is graded
if Ai M j ⊂ Mi+ j. (We always assume modules to be left modules unless
otherwise specified.) IfS is a subset of a graded object,hS will denote
the homogeneous elements ofS, and∂x = degree ofx, for x ∈ hS.

If A is a graded ring, then|A| will denote the underlying ungraded
ring. If A is ungraded, then (A) denotes the graded ring withA concen-
trated in degree zero. AnA-module is graded or not according asA is or
is not. If M is anA-module (A graded) we write|M| for the underlying
|A|-module. IfA is not graded, we write (M) for the (A)-module withM
concentrated in degree zero.

Let A be a graded ring. ForA-modulesM andN,

HOMA(M,N)

95
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is the graded group of additive maps fromM to N defined by: f ∈
hHOMA(M,N) ⇔ (i) f is homogeneous of degree∂ f (i.e. f (Mi) ⊂
Ni+∂ f ); and (ii) fax= (−1)∂ f∂aa f x(a ∈ hA, x ∈ M).

The degree zero term of HOMA(M,N) is denoted by HomA(M,N).123

Let A′ denote the graded groupA with new multiplication

a · b = (−1)∂a∂bab (a, b, ∈ hA).

If M is anA-module letM′ denote theA′-module withM as the under-
lying graded group and operators defined as

a · x = (−1)∂a∂xax (a ∈ hA, x ∈ hM).

Then it is straightforward to verify that

HOMA(M,N) = Hom|A′|(|M
′|, |N′|),

an equality of graded groups.
A-mod refers to the category withA-modules as objects and homo-

morphisms of degree zero (i.e. HomA(, )) as morphisms.

Lemma 1.1. The following conditions on an A−module P are equiva-
lent:

(1) HomA(P, ) is exact on A− mod .

(2) Hom|A|(|P|, ) is exact on|A| − mod .

(3) HomA(P, ) is exact on A− mod .

(4) P is a direct summand of A(I) ⊕ (τA)(J) for some I and J, whereτA
is the A-module A with grading shifted by one.

This lemma tells us that the statement “P is A-projective” is unam-
biguous.

If S ⊂ A (graded), we define thecentralizerof S in A to be graded124

subgroupC such thatc ∈ hC ⇔ cs = (−1)∂c∂ssc for all s ∈ hS. It is
easy to see thatC is actually a subring ofA. We say that two subrings
of A commute, if each lies in the centralizer of the other. IfB1 andB2
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are subrings generated by setsS1 andS2, respectively, of homogeneous
elements, thenB1 andB2 commute⇔ S1 andS2 commute. We write

AA
= CENTRE (A) = centralizer ofA in A.

The degree zero term will be denote centreA. One must not confuse
centreA, centre|A|, and CENTRE (A). They are all distinct in general.

Let k be a commutative ring which is graded, but concentrated in de-
gree zero. Even thoughk and|k| are not essentially different,k− mod
and |k|-mod are.A k-algebra is a graded ringA and a homomorphism
k → A of graded rings such that the imagek1 lies in AA, and hence in
centreA.

If A1 andA2 arek-algebras and ifMi is anAi-modulei = 1, 2 we
define thek-moduleM1 ⊗ M2 by

(M1 ⊗ M2)n = (M1
0 ⊗ M2

n) ⊕ (M1
1 ⊗ M2

n+1).

We define an action ofA1 ⊗ A2 on M1 ⊗ M2 by

(a1 ⊗ a2)(x1 ⊗ x2) = (−1)∂a2∂x1a1x1 ⊗ a2x2

for ai ∈ hAi , xi ∈ hMi, i = 1, 2. This makesA1 ⊗ A2 a k-algebra (for
Mi
= Ai) and M1 ⊗ M2 an A1 ⊗ A2-module. The subalgebrasA1 ⊗ 1

and 1⊗ A2 commute, and the pair of homomorphismsAi → A1 ⊗ A2 is 125

universal for pairs of homomorphismsf i : Ai → B of k-algebras such
that im f 1 and im f 2 commute. In practice it is useful to observe that: if
Ai is generated by homogeneous elementsSi, and if f 1(S1) and f 2(S2)
commute, thenf 1(A1) and f 2(A2) commute.

2 Separable algebras

In this section alsok denotes a commutative ring concentrated in degree
zero. If A is ak-algebra, thenA0 denotes the opposite algebra, and we
write

A∗ = (A′)0
= (A0)′

for the algebra with graded groupA and multiplication

a× b = (−1)∂a∂bba (a, b ∈ hA).
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A right A-moduleM will be considered a leftA∗-module by setting

ax= (−1)∂a∂xxa (a ∈ hA∗, x ∈ hM).

If M is a leftA-, right B-module such that (ax)b = a(xb) andtx = xt for
all a ∈ A, x ∈ M, b ∈ B, t ∈ k, then we viewM as anA⊗k B∗-module by

(a⊗ b)x = (−1)∂b∂xaxb (a ∈ hA, b ∈ hB, x ∈ hM).

In particular, two-sidedA-modules will be identified with modules over

Ae
= A⊗k A∗

We have an exact sequence126

0→ J→ Ae→ A→ 0

(a⊗ b) 7→ ab

of Ae-modules. We callA a separable k-algebra ifA is Ae-projective.
This means that the functor

Ae−mod→ k−mod

M 7→ MA
= HOMAe(A,M)

is exact.
The stability of separability and CENTRES under base changeand

tensor products all hold essentially as in the ungraded case. In particular
ENDk(P) = HOMk(P,P) is separable with CENTREk/annP, for P a
finitely generated projectivek-module. Moreover :

Proposition 2.1. Let A be finitely generated as a k−module and suppose
either that k is noetherian or that A is k−projective. Then A is separable
⇔ (A/M A)/(k/M ) is separable for all maximal idealsM of k.

Suppose now thatk is a field. Ifa ∈ k. writek < a >= k[X]/(X2−a),
with gradingk.1⊕ k · x, x2

= a. It can be shown that if chark , 2 and if
a , 0, thenk < a > is separable with CENTREk. Moreover

k < a > ⊗kk < b >≈

(

a, b
k

)

,

the k-algebra with generatorsα, β of degree one defined by relations:
α2
= a, β2

= b, αβ = −βα.
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Theorem 2.2. Let A be a finite dimensional k-algebra, k a field. Then127

the following conditions are equivalent:

(1) A/k is separable.

(2) A = ΠAi, where Ai is a simple (graded) k-algebra and AAi

i is a
separable field extension of k, concentrated in degree zero.

(3) For some algebraically closed field L⊃ k, L ⊗k A is a product of
algebras of the types

(i) ENDL(P), P a finite dimensional L-module, and

(ii) L < 1 > ⊗LENDL(P), P a finite dimensional L-module with P1 = 0.

If char k= 2, then type (ii) does not occur.

Corollary 2.3. Let k be any commutative ring and A a k-algebra finitely
generated as a k-module. Suppose either k is noetherian or that A is
k-projective. Then if A/k is separable,|A|, |A0|, |AA|, and |AA0| are sepa-
rable |k|-algebras.

3 The group of quadratic extensions

A quadratic extensionof k is a separablek-algebraL which is a finitely
generated projectivek-module of rank 2. By localizing and extending 1
to ak-basis ofL we see that|L| is commutative.

Proposition 3.1. If L/k is a quadratic extension, then there is a unique
k-algebra automorphismσ = σ(L) of L such that Lσ = k.

Proposition 3.2. If L1 and L2 are quadratic extensions of k, then so also128

is
L1 ∗ L2

= (L1 ⊗k L2)σ1⊗σ2,

whereσi = σ(Li). Further, ∗ induces on the isomorphism classes of
quadratic extensions the structure of an abelian group,

Q2(k).
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If we deal with|k|-algebras, then we obtain a similar group,

Q(k)

of ungraded quadratic extensions. Each of these can be viewed as a
graded quadratic extension ofk, concentrated in degree zero, and this
defines an exact sequence

0→ Q(k)→ Q2(k)→ T,

whereT = continuous functions spec (k) → Z/2Z, and right hand map
is induced byL 7→ [L1 : k] = the rank of the degree one term,L1, of L.
In particular, if Spec (k) is connected, we have

0→ Q(k)→ Q2(k)→ Z/2Z,

and the right hand map is surjective⇔ 2 ∈ U(k). In this caseL =
k < u > is a quadratic extension foru ∈ U(k). L = k · 1 ⊕ k · x
with x2

= u, andσ(x) = −x for σ = σ(L). If u1, u2 ∈ U(k), then

k < u1 > ⊗kk < u2 >=

(u1, u2

k

)

hask-basis 1,x1, x2, x3 = x1x2 = −x2x1

with x2
1 = u1, x2

2 = u2, x2
3 = −u1u2. If σi = σ(k < ui >), thenσ1 ⊗ σ2

sendsx1 7→ −x1, x2 7→ −x2, x3 7→ x3.
It follows that129

k < u1 > ∗k < u2 >= k[−u1u2],

wherek[u] = k[X]/(X2 − u), concentrated in degree zero.

Proposition 3.3. Suppose2 ∈ U(k). Then

(a) the sequence0→ Q(k)→ Q2(k)→ Z/2Z→ 0 is exact; and

(b) there is an exact sequence

U(k)
2
−→ U(k)→ Q(k)→ Pic(k)

2
−→ Pic(k),

where the map in the middle are defined by u7→ k[u] and L 7→
(L/k), respectively.
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Next suppose that chark = 2.

Proposition 3.4. Suppose k is a commutative ring of characteristic 2.
Then if a∈ k, k[a] = k[X]/(X2

+ X + a) is a quadratic extension, con-
centrated in degree zero. k[a] = k · 1 + k · x with x2

+ x + a = 0, and
σ(x) = x+ 1. Q2(k) ≈ Q[k] and there is an exact sequence

k
℘
−→ k→ Q(k)→ 0,

where℘(a) = a2
+ a, and a7→ k[a] induces k→ Q[k].

4 Azumaya algebras

k is a commutative ring concentrated in degree zero.

Theorem and Definition 4.1. A is an azumaya k- algebra if it satisfies
the following conditions, which are equivalent:

(1) A is a finitely generated k- module, AA
= k, and A/k is separable.

(2) AA
= k and|A| is a generator as an|Ae|-module.

(3) A is a faithfully projective k-module and Ae→ ENDk(A) is an iso- 130

morphism.

(4) The functors

(A⊗k N) N)�oo

Ae−mod
//
k−modoo

(M � // MA)

are inverse equivalences of categories.

(5) For all maximal idealsM ⊂ k, A/M A is simple, and CENTRE
(A/M A) = k/M .

(6) There exists a k-algebra B and a faithfully projective k-module P
such that A⊗k B ≈ ENDk(P).
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Corollary 4.2. Let A and B be k-algebras with A azumaya. Thenb 7→
A⊗ b is a bijection from two-sided ideals of B to those of A⊗k B.

Corollary 4.3. If A ⊂ B are k-algebras with A azumaya, then B≈
A⊗k BA.

Call two azumaya algebrasA andB similar if A⊗k B∗ ≈ ENDK(P)
for some faithfully projective moduleP. With multiplication induced by
⊗k, the similarity classes form a group, denoted

Br2(k),

and called theBrauer-Wall groupof k.

Theorem 4.4. If A is an azumaya algebra, define L(A) = AA0. Then
L(A) is a quadratic extension of k, and L(A ⊗k B) ≈ L(A) ∗ L(B). A 7→
L(A) induces an exact sequence

0→ Br(k)→ Br2(k)→ Q2(k)→ 0.

5 Automorphisms

If A is ak-algebraa = a0 + a1 ∈ A writeσ(a) = a′ = a0 − a1. Let U(A)131

denote the group of units inA, andhU(A) the subgroup of homogeneous
units. If u ∈ hU(A), we define theinner automorphism, αu, by

αu(a) = uσ∂u(a)u−1.

This is clearly an algebra automorphism ofA, and a simple calculation
shows thatαuv = αuαv. Thus we have a homomorphism

hU(A)→ Autk−alg(A); u 7→ αu.

The kernel consists of thoseu such thatuσ∂u(a) = au for all a ∈ A.
Taking a homogeneous,σ(a) = (−1)∂aa, so the condition becomes
(−1)∂u∂aua= au, for all a ∈ hA, i.e. u ∈ CENTRE(A) = AA.

Thus we have an exact sequence

1→ hU(AA)→ hU(A)→ Autk−alg(A). (5.1)

Now just as in the ungraded case one can prove:
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Theorem 5.2. Let A be an azumaya k-algebra. Ifα ∈ Autk−alg(A),
let 1Aα denote the Ae-module A with action a· x · b = axα(b) for
a, x, b ∈ A. Then Lα = (1Aα)A is an invertible k-module, andα 7→ Lα in-
duces a homomorphism g making the sequence1→ U(k) → U(A0) →

Autk−alg(A)
g
−→ Pic(k) exact.im g = {(L)|A⊗k L ≈ A as left A-modules}

HereU(k) = U(AA) ⊂ U(A0) ⊂ hU(A), and the left hand portion of132

the sequence is induced by (5.1) above. Pic (k) is the group of “graded
invertiblek-modules”. Ifu is a unit of degree one inA thenLαu is justk,
but concentrated in degree one. This explains why we haveU(A0), and
not hU(A), in the exact sequence.

This theorem will be applied, in Chapter 5,§4, to the study of or-
thogonal groups. We conclude with the following corollary:

Corollary 5.3. Autk−alg(A)/ (inner automorphisms) is a group of expo-
nent rd for some d> 0, where r= [A : k].





Chapter 5

The structure of the Clifford
Functor

In this chapter we introduce the category, Quad(k) of quadratic forms on 133

projectivek-modules, and the hyperbolic functor,H : P→ Quad. This

satisfies the conditions of chapter 1 to yield an exact sequence,

K1P→ K1Quad→ K0ΦH → K0P→ K0Quad→Witt(k)→ 0,

where Witt (k) = coker (K0H) is the classical “Witt ring” over k.
The Clifford algebra is constructed as a functor from Quadto k-

algebras, graded mod 2, and the main structure theorem (§3) asserts
that the Clifford algebra are (graded) azumaya algebras, in the sense of
Chapter 4 and that the diagram

P H //

∧

��

Quad

C1
��

FP
2 END

// Az
2

commutes up to natural isomorphism. Here∧ denotes exterior algebra,
graded mod 2 by even and odd degrees. The proof is achieved by a
simple adaptation of arguments in Bourbaki [2].

105
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This commutative diagram leads to a map of exact sequences

K1P
=

//

��

K1Quad //

��

K0ΦH //

��

K0P
=

//

��

K0Quad //

��

Witt(k) //

��

0

K1FP
2

K1Az
2

// K0ΦEND // K0FP
2

// K0Az
2

// Br2(k) // 0

This map of exact sequences is the “generalized Hasse-Wall invari-134

ant.”
In §4 we indicate briefly what the construction of the spinor norm

looks like in this generality.

1 Bilinear modules

We shall consider modules over a fixed commutative ringk, and we shall
abbreviate,

⊗ = ⊗k,Hom= Homk,M
∗
= Hom(M, k).

Bil (P× Q) denotes the module ofk-bilinear maps,P× Q→ k.
Let P be ak-module. Ifx ∈ P andy ∈ P∗ write

〈y, x〉P = y(x).

If f : P→ Q then f ∗ : Q∗ → P∗ is defined by

〈 f ∗y, x〉Q = 〈y, f X〉P (x ∈ P, y ∈ Q∗).

There are natural isomorphisms

Hom(P,Q∗)
s
←− Bil(P× Q)

d
−→ Hom(Q,P∗)

sB←− B −→ dB

defined by

〈SBx, y〉Q = B(x, y) = 〈dBy, x〉P(x ∈ P, y ∈ Q).
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Applying this to the natural pairing

〈 , 〉P : P∗ × P→ k,

we obtain the natural homomorphism

dP : P→ P∗∗; 〈dPx, y〉P∗ = 〈y, x〉P.

We call P reflexiveif dP is an isomorphism, and we will then often135

identify P andP∗∗ via dP.
SupposeBǫ Bil(P× Q), x ∈ P, andyǫQ. Then

〈dBy, x〉P = 〈sBx, y〉Q = 〈dQy, sBx〉Q∗ = 〈s
∗
BdQy, x〉P.

From this and the dual calculation we conclude:

dB = s∗BdQ andsB = d∗BdP. (1.1)

We callB non-singularif dB andsB are isomorphisms. In view of (1.1)
this impliesP andQ are reflexive. Conversely, ifP andQ are reflexive,
and ifdB is an isomorphism, then (1.1) shows thatsB is also.

A pair (P, B), B ∈ Bil(P× P), is called abilinear module. f : P1→

P2 is a morphism(P1, B1) → (P2, B2) if B2( f x, f y) = B1(x, y) for x,
yǫP1. We define

(P1, B1) ⊥ (P2, B2) = (P1 ⊕ P2, B1 ⊥ B2)

and
(P1, B1) ⊗ (P2, B2) = (P1 ⊗ P2, B1 ⊗ B2)

by (B1 ⊥ B2)((x1, x2), (y1, y2)) = B1(x1, y1) + B2(x2, y2), and (B1 ⊗

B2)(x1 ⊗ x2, y1 ⊗ y2) = B1(x1, y1)B2(x2, y2). Identifying (P1 ⊕ P2)∗ =
P∗1 ⊕ P∗2 we havedB1⊥B2 = dB1 ⊕ dB2. Moreover,dB1⊗B2 is dB1 ⊗ dB2

followed by the natural mapP∗1 ⊗ P∗2 → (P1 ⊗ P2)∗. The latter is an
isomorphism if one of thePi is finitely generated and projective.

If (P, B) is a bilinear module we shall writeB∗(x, y) = B(y, x). If P 136

is reflexive and we identifyP = P∗∗ then (1.1) shows thatd(B∗) = sB =

(dB)∗. We call (P, B) or B symmetricif B = B∗. For anyB, B + B∗ is
clearly symmetric.



108 5. The structure of the Clifford Functor

If (P, B) is a symmetric bilinear module we have a notion oforthog-
onality. Specifically, ifU is a subset ofP, write

PU
= {x ∈ P|B(x, y) = 0 ∀y ∈ U}.

WhenP is fixed by the context we will sometimes write

U⊥ = PU .

The following properties are trivial to verify:

U⊥ is a submodule ofP.

U ⊂ V ⇒ V⊥ ⊂ U⊥

U ⊂ U⊥⊥

U⊥ = U.⊥⊥⊥

We sayU andV areorthogonalif U ⊂ V⊥, and we call a submodule
U totally isotropic if U ⊂ U⊥, i.e. if B(x, y) = 0 for all x, yǫU. The
expressionP = U ⊥ V denotes the fact thatP is the direct sum of the
orthogonal submodulesU andV.

Lemma 1.2. Let (P, B) be a non-singular symmetric bilinear module. If
U is a direct summand of P then U⊥ is also a direct summand, and B
induces a non-singular pairing on U× (P/U⊥).

Proof. Since 0→ U → P → P/U → 0 splits so does 0→ (P/U)∗ →137

P∗ → U∗ → 0. By hypothesisdB : P → P∗ is an isomorphism, so
U⊥ = d−1

B (P/U)∗ is a direct summand ofP. Moreover the composite

P
dB
−−→ P∗ → U∗ is surjective, with kernelU⊥, soB induces an isomor-

phism (P/U⊥)→ U∗. SinceU and (P/U⊥) are reflexive this implies the
pairing onU × (P/U⊥) is non-singular (see(1.1)). �

Lemma 1.3. Let f : (P1, B1) → (P2, B2) be a morphism of symmetric
bilinear modules, and suppose that(P1, B1) is non-singular. Then f is a
monomorphism, and

P2 = f P1 ⊥ P( f P1)
2



1. Bilinear modules 109

Proof. If xǫ ker f then 0 = B2( f x, f y) = B1(x, y) for all y ∈ P1 so
x = 0 becauseB1 is non-singular. Now usef to identify P1 ⊂ P2 and
B1 = B2|P1 × P1. ThenP1 ∩ PP1

2 = 0 becauseB1 is non-singular. If
x ∈ P2 defineh : P1 → k by h(y) = B2(x · y). SinceB1 is non-singular
h(y) = B1(x1, y) for somex1ǫP1, and then we havex = x1+ (x− x1) with
x− x1 ∈ PP1

2 . �

Lemma 1.4. Let (P, B) be a non-singular symmetric bilinear module
and suppose that U is a totally isotropic direct summand of P.

(a) We can write P= U⊥ ⊕ V, and, for any such V, W= U ⊕ V is a
non-singular bilinear submodule of P. Hence P=W ⊥ PW.

(b) V ≈ U∗, so if U is finitely generated and projective then so is W,
and [W : k] = 2[U : k].

(c) If B = B0+ B∗0 and if B0(x, x) = 0 for all xǫU then we can choose V
above so that B0(x, x) = 0 for all xǫV also.

Proof. (a) According to Lemma 1.2,P = U⊥ ⊕ V, and for any such 138

V, B induces a non-singular form onU × V. ThusB induces iso-
morphismsf : U → V∗ andg : V → U∗. If B1 = B|W ×W then
dB1 : U ⊕ V → U∗ ⊕ V∗ is represented by a matrix

( 0 g
f dB2

)

, where
B2 = B|V × V. EvidentlydB1 is an isomorphism. Lemma 1.3 now
impliesP =W ⊥ PW.

(b) is clear

(c) Identifying U = U∗∗ and V = V∗∗, the symmetry ofB implies
f ∗ = g. Let B3 = B0|V×V, whereB = B0+B∗0 (by hypothesis), and
setk = f −1dB3 : V → U. Then forv ∈ V we have

B(v, hv) = 〈 f hv, v〉V = 〈 f f −1dB3v, v〉V = B3(v, v) = B0(v, v).

�

Let t : V → U ⊕ V by t(v) = v − h(v). Then if V1 = tV it is still
clearly true thatP = U⊥ ⊕ V1 (in fact, W = U ⊕ V1). We conclude the
proof by showing thatB0(v, v) = 0 for vǫV1. SupposevǫV. Then

B0(tv, tv) = B0(v− hv, v− hv) = B0(v, v) + B0(hv, hv)−
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− B0(v, hv) − B0(hv, v).

Sincehv ∈ U andB0(x, x) = 0 for x ∈ U, by hypothesis, and since
B = B0 + B∗0, we haveB0(tv, tv) = B0(v, v) − B0(v, hv) − B∗0(v, hv) =
B0(v, v) − B(v, hv). This vanishes according to the calculation above, so
lemma 1.4 is proved.

Let P be a module andB ∈ Bil(P× P). We define the function

q = qB : P→ k; q(x) = B(x, x).

q has the following properties:139

q(ax) = a2x (a ∈ k, x ∈ P), (1.5)

If Bq(x, y) = q(x + y) − q(x) − q(y), thenBq ∈ Bil(P × P). Indeed,
direct calculation shows thatBq = B+ B∗.

Lemma 1.6. Suppose P is finitely generated and projective, and that q:
P→ k satisfies (1.5). Then there is a B∈ Bil(P × P) such that q= qB.
In particular, Bq = B+ B∗.

Proof. If P is free with basis (ei)1≤i≤n then q(
∑

i
aiei) =

∑

i
a2

i q(ei ) +
∑

i< j
aia j Bq(ei , ej). Setbii = q(ei ), bi j = Bq(ei , ej) for i < j, andbi j =

0 for i > j. Then q(
∑

i
aiei) =

∑

i, j
aia jbi j = B(

∑

i
aiei ,

∑

i
aiei), where

B(
∑

i
aiei ,

∑

i
ciei) =

∑

i, j
aic jbi j .

In the general case chooseP′ so thatF = P ⊕ P′ is free and extend
q to q1 on F by q1(x, x′) = q(x) for (x, x′) ∈ P ⊕ P′. If q1 = qB1 then
q = qB whereB = B1

∣

∣

∣P× P.
We define aquadratic formon a moduleP to be a function of the

form qB for someB ∈ Bil(P×P). B is then uniquely determined modulo
“alternating forms,” i.e. thoseB such thatB(x, x) = 0 for all x ∈ P.
We shall call the pair (P, q) a quadratic module, and we call itnon-
singular if Bq is non-singular. f : P1 → P2 is amorphism(P1, q1) →
(P2, q2) of quadratic modules ifq2( f x) = q1(x) for all xǫP1. Evidently f
then induce a morphism (P1, Bq1)→ (P2, Bq2) of the associated bilinear
modules.
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If f is an isomorphism we callf an isometry. If qi = qBi then we140

defineq1 ⊥ q2 = qB1⊥B2 on P1 ⊕ P2, andq1 ⊗ q2 = qB1⊗B2 on P1 ⊗ P2.
It is easily checked that these definition are unambiguous. �

2 The hyperbolic functor

Let P be ak-module and define

BP
0 ∈ Bil((P⊕ P∗) × (P⊕ P∗)) by BP

0((x1, y1), (x2, y2)) = 〈y1, x2〉P,

and letqP
= qBP

0
be the induced quadratic form:

qP(x, y) = 〈y, x〉P (x ∈ P, y ∈ P∗).

Let BP
= BP

0 + (BP
0)∗ be the associated bilinear form,BP

= BqP. Then

BP((x1, y1), (x2, y2)) = 〈y1, x2〉P + 〈y2, x1〉P.

If dP : P→ P∗∗ is the natural map then it is easily checked that

dBP : P⊕ P∗ → (P⊕ P∗)∗ = P∗ ⊕ P∗∗

is represented by the matrix

(

0 1P∗

dP 0

)

.

Consequently,BP is non-singular if and only if P is reflexive. If, in this
case, we identifyP = P∗∗ then the matrix above becomes

(

0 1P∗

1P 0

)

.
We will write 141

H(P) = (P⊕ P∗, qP)

and call this quadratic module thehyperbolic formon P.
Supposef : P→ Q is an isomorphism ofk-modules. Define

H( f ) = f ⊕ ( f ∗)−1 : H(P)→ H(Q).

qQ(H( f )(x, y)) = qQ( f x, ( f ∗)−1y) = 〈( f −1)∗y, f x〉Q
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= 〈y, f −1 f x〉P = qP(x, y), soH( f ) is an isometry.

If we identify (P1 ⊕ P2)∗ = P∗1 ⊕ P∗2 so that

〈(y1, y2), (x1, x2)〉P1⊕P2 = 〈y1, x1〉P1 + 〈y2, x2〉P2

then the natural homomorphism

f : H(P1) ⊥ H(P2)→ H(P1 ⊕ P2),

f ((x1, y1), (x2, y2)) = ((x1, x2), (y1, y2)). is an isometry.
Summarizing the above remarks,H is a product preserving functor

(in the sense of chapter 1)from (modules, isomorphisms, ⊕) to (quadra-
tic modules, isometries,⊥). We now characterize non-singular hyper-
bolic forms.

Lemma 2.1. A non-singular quadratic module(P, q) is hyperbolic if
and only if P has a direct summand U such that q|U = 0 and U = U⊥.
In this case(P, q) ≈ H(U) (isometry).

Suppose P is finitely generated and projective. If U is a direct sum-142

mand such that q|U = 0 and [P : k] ≤ 2[U : k] then(P, q) ≈ H(U).

Proof. If (P, q) ≈ H(U) = (U⊕U∗, qU) then the non-singularity of (P, q)
impliesU is reflexive, and it is easy to check thatU ⊂ U ⊕ U∗ satisfies
qU |U = 0 andU = U⊥. �

Conversely, suppose given a direct summandU of P such thatq|U =
0 andU = U⊥. Write q = qB0, so thatBq = B0 + B∗0. According to
Lemma 1.4 we can writeP = U⊥ ⊕ V = U ⊕ V andBq induces a non-
singular pairing onU × V. Moreover we can arrange thatB0(v, v) = 0
for all v ∈ V, i.e. thatq|V = 0. Let d : V → U∗ be the isomorphism
induced byBq; 〈dv, u〉U = Bq(v, u) for u ∈ U, v ∈ V.

Let
f = 1U ⊕ d : P = U ⊕ V → U ⊕ U∗.

This is an isomorphism, and we want to check that

qU((u, dv)) = q(u, v) for uǫU, vǫV.qU ((u, dv)) = 〈dv, u〉U = Bq(v, u),
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while q(u, v) = q(u) + q(v) + Bq(u, v) = Bq(u, v), sinceq/U = 0 and
q/V = 0.

The last assertion reduces to the preceding ones we show thatU =
U⊥. Lemma 1.2 shows thatU⊥ is a direct summand of rank [U⊥ : k] =
[P : k] − [U : k] ≤ [U : k], because, by assumption, [P : k] ≤ 2[U : k].
But we also haveq/U = 0 so U ⊂ U⊥, and thereforeU = U⊥, as
claimed.

Lemma 2.2. A quadratic module(P, q) is non-singular if and only if

(P, q) ⊥ (P,−q) ≈ H(P),

provided P is reflexive.

Proof. Preflexive impliesH(P) is non-singular, and hence likewise for143

any orthogonal summand.
Suppose now that (P, q) is non-singular. Then so is (P, q) ⊥ (P,−q) =

(P⊕ P, q1 = q ⊥ (−q)).
Let U = {(x, x)ǫP ⊕ P|x ∈ P}. Thenq1/U = 0, andU is a direct

summand ofP⊕P, isomorphic toP. If U & U⊥ we can find a (0, y)ǫU⊥,
y , 0. Then, for allx ∈ P,

0 = Bq1((x, x), (0, y)) = q1(x, x+ y) − q1(x, x) − q1(0, y)

= q(x) − q(x+ y) + q(y)

= −Bq(x, y).

SinceBq is non-singular this contradictsy , 0. Now the Lemma follows
from Lemma 2.1. �

Lemma 2.3. Let P be a reflexive module and let(Q, q) be a non-singular
quadratic module with Q finitely generated and projective. Then

H(P) ⊗ (Q, q) ≈ H(P⊗ Q).

Proof. The hypothesis onQ permits us to identify (P⊗ Q)∗ = P∗ ⊗ Q∗,
so it follows that (W, q1) = H(P)⊗ (Q, q) is non-singular. We shall apply
Lemma 2.1 by taking
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U = P⊗Q ⊂ W = (P⊗Q)⊕(P∗⊗Q). If
∑

xi⊗yiǫU, thenq1(Σxi⊗yi) =
ΣqP(xi)q(yi ) +

∑

i< j Bq1(xi ⊗ yi , x j ⊗ y j) =
∑

i< j BP(xi , x j)Bq(yi , y j) = 0,
becauseqP/P = 0 in H(P). ThusU ⊂ U⊥, and to show equality it
suffices clearly to show that (P∗ ⊗ Q) ∩ U⊥ = 0. If Σxi ⊗ yi ∈ U
andΣw j ⊗ zj ∈ (P∗ ⊗ Q) ∩ U⊥ then 0 = Bq1(Σxi ⊗ yi , Σw j ⊗ zj) =
∑

i, j
BP(xi ,w j)Bq(yi , zj). �

Since (P∗ ⊗ Q)∗ = P ⊗ Q∗ (P is reflexive) the non-singularity ofq144

guarantees that all linear functionals onP∗⊗Q have the form
∑

i BP(xi , )
Bq(yi , ), soΣw j ⊗ zj is killed by all linear functionals, hence is zero. We
have now shownU = U⊥ so the lemma follows from Lemma 2.1.

A quadratic spaceis a non-singular quadratic module (P, q) with
P finitely generated and projective, i.e.Pǫ objP

=
, the category of such

modules. We define the category

Quad= Quad(k)

with

objects : quadratic spaces

morphisms : isometries

product :⊥

The discussion at the beginning of this section shows that

H : P
=
→ Quad

is a product preserving functor of categories with product (in the sense
of chapter 1), and Lemma 2.1 shows thatH is cofinal. We thus obtain
an exact sequence from Theorem 4.6 of chapter 1. We summarizethis:

Proposition 2.4. The hyperbolic functor

H : P
=
→ Quad

is a cofinal functor of categories with product. It thereforeinduces (The-
orem 4.6 of chapter 1) an exact sequence

K1P
=
→ K1Quad→ K0ΦH→ K0P

=
→ K0Quad→Witt(k)→ 0,



2. The hyperbolic functor 115

where we define Witt(k) = coker(K0H).

We close this section with some remarks about the multiplicative 145

structures. Tensor products endowK0Quadwith a commutative multi-

plication, and Lemma 2.3 shows that the image ofK0H is an ideal, so
Witt (k) also inherits a multiplication. The difficulty is that, if 2 is not
invertible in k, then these are rings without identity elements. For the
identity should be represented by the formq(x) = x2 on k. But then
Bq(x, y) = 2xy is not non-singular unless 2 is invertible.

Here is one natural remedy. Let Symbildenote the category of

non-singular symmetric bilinear forms, (P, B) with Pǫ objP
=
. If (P, B) ∈

Symbil and (Q, q)ǫQuaddefine

(P, B) ⊗ (Q, q) = (P⊗ Q, B⊗ q), (2.5)

whereB⊗ q is the quadratic formqB⊗B0, for someB0ǫ Bil(Q× Q) such
thatq = qB0. It is easy to see thatB⊗ q does not depend on the choice
of B0. Moreover, the bilinear form associated toB⊗ q is (B⊗B0)+ (B⊗
B0)∗ = (B⊗ B0)+ (B∗ ⊗ B∗0) = B⊗ (B0⊗ B∗0) = B⊗ Bq, becauseB = B∗.
SinceB andBq are non-singular so isB⊗ Bq so (P⊗ Q, B⊗ q) ∈ Quad.

If aǫk write 〈a〉 for the bilinear module (k, B) with B(x, y) = axy for
x, yǫk. If a is a unit then〈a〉ǫSymbil.

Tensor products in SymbilmakeK0Symbila commutative ring, with 146

identity〈1〉, and (2.5) makesK0QuadaK0Symbil−module. The “forget-

ful” functor Quad→ Symbil, (P, q) 7−→ (P, Bq), induces aK0 Symbil-

homomorphismK0Quad→ K0Symbil, so its image is an ideal. The

hyperbolic forms generate aK0Symbil submodule, imageK0H), of

K0Quad, so Witt (k) is a K0Symbil-module. This follows from an ana-

logue of Lemma 2.3 for the operation (2.5)
Similarly, the hyperbolic forms, (P ⊕ P∗, BP), generate an ideal in

K0Symbil which annihilatesWitt(k). Lemma 2.2 says that〈1〉 ⊥ 〈−1〉

also annihilates Witt (k).
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3 The Clifford Functor

If P is ak-module we write

T(P) = (k) ⊕ (P) ⊕ (P⊗ P) ⊕ . . . ⊕ (P⊗n) ⊕ . . .

for its tensor algebra. If (P, q) is a quadratic module then itsCliford
algebrais

Cl(P, q) = T(P)/I (q),

whereI (q) is the two sided ideal generated by allx⊗ x− q(x)(x ∈ P). If
we gradeT(P) by even and odd degree (a (Z/2Z)-grading) thenx⊗ x−
q(x) is homogeneous of even degree, so

Cl(P, q) = Cl0(P, q) ⊕Cl1(P, q)

is a graded algebra in the sense of chapter 4,We will consider Cl(P, q) to
be a graded algebra, and this must be borne in mind when we discuss
tensor products.

The inclusionP ⊂ T(P) induces ak-linear map147

CP : P→ Cl(P, q)

such thatCP(x)2
= q(x) for all x ∈ P, andCP is clearly universal among

such maps ofP into ak-algebra.
Cl evidently defines a functor from quadratic modules, and their

morphisms, to graded algebras, and their homomorphisms (ofdegree
zero). Moreover it is easy to check that bothT andCl commute with
base change,k → K. The next lemma saysCl is “product preserving,”
in an appropriate sense.

Lemma 3.1. There is a natural isomorphism of (graded) algebras,

Cl((P1, q1) ⊥ (P2, q2)) ≈ Cl(P1, q1) ⊗Cl(P2, q2).

Proof. Pi → P1 ⊗ P2

CP1⊕P2
−−−−−→ Cl((P1, q1) ⊥ (P2, q2)) induces an algebra

homomorphism,

fi : Cl(Pi , qi)→ Cl((P1, q1) ⊥ (P2, q2)), i = 1, 2.

�
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If xi ∈ Pi then (f1x1 + f2x2)2
= (q1 ⊥ q2)(x1, x2) = q1x1 + q2x2 =

( f1x1)2
+ ( f2x2)2, so f1x1 and f2x2, being of odd degree, commute (in

the graded sense). Therefore so also do the algebras they generate, imf1
and im f2. Hencef1 and f2 induce an algebra homomorphism

F : Cl(P1, q1) ⊗Cl(P2, q2)→ Cl((P1, q1) ⊥ (P2, q2)),

and this is clearly natural. To construct its inverse let

g : P1⊕P2→ Cl((P1, q1) ⊥ (P2, q2)) by g(x1, x2) = C1x1⊗1+1⊗C2x2,

whereCi = CPi . If g extends to an algebra homomorphism fromCl ⊥ 148

((P1, q1) ⊥ (P2, q2)) it will evidently be inverse toF, since this is so
on the generators,CP1⊕P2(P1 ⊕ P2), andC1P1 ⊗ 1 + 1 ⊗ C2P2, respec-
tively. To show thatg extends we have to verify thatg(x1, x2)2

= (q1 ⊥

q2)(x1, x2). g(x1, x2)2
= (C1x1)2 ⊗ 1 + 1 ⊗ (C2x2)2

+ C1x1 ⊗ C2x2 +

(−1)(degC1x1)(degC2x2)(C1x1 ⊗C2x2) = q1x1 + q2x2 = (q1 ⊥ q2)(x1, x2).

Examples 3.2.If q is the quadratic formq(x) = ax2 on k, denote this
quadratic module by (k, a). ThenC1(k, a) = k〈a〉 = k1 ⊕ kx, x2

= a.
ThusC1(R,−1) ≈ C = R1⊕ Ri, for example.

C1((k, a) ⊥ (k, b)) ≈ C1(k, a) ⊗C1(k, b) ≈ (
a, b
k

). (3.3)

The latter denotes thek-alegbra with freek-basis 1,xa, xb, y, where
degxa = degxb = 1, x2

a = a, x2
b = b, y = xaxb = −xbxa. The degree zero

component is
(

a, b
k

)

0
= k[y], y2

= −ab.

For example, as a gradedR-algebra,C ⊗R C ≈ (
−1− 1

k
), the standard

quaternion algebra (plus grading).

H(k) = (k⊕ k∗, qk). (3.4)

Let e1 be a basis fork (e.g. e1 = 1) ande2 the dual basis fork∗.
Writing q = qk we haveq(a1e1 + a2e2) = a1a2. HenceC1(H(k)) is
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generated by elementsx1 and x2 (the images ofe1 and e2) of degree
1 with the relationsx2

1 = 0 = x2
2 and x1x2 + x2x1 = 1. InM2(k) the

matricesy1 =
(

0 1
0 0

)

andy2 =
(

0 0
1 0

)

satisfy these relations, so there is a149

homomorphism

Cl(H(k))→ M2(k)

xi 7→ yi

It is easy to check that this is an isomorphism. This isomorphism
is the simplest case of Theorem below, which we prepare for inthe
following lemmas.

Lemma 3.5. Let P be a k-module. There is a k-linear map P∗ → Homk

(T(P),T(P)), f 7→ df , where df is the unique map of degree−1 on T(P)
such that df (x ⊗ y) = f (x)y − x ⊗ df (y) for xǫP, y ∈ T(P). Moreover
d2

f = 0 and df dg + dgdf = 0 for f , gǫP∗. If q is a quadratic form on
P then df I (q) ⊂ I (q), so df induces a k-linear map, also denoted df , of
degree one on Cl(P, q).

Proof. df is defined onP⊗(n+1)
= P⊗ P(⊗n) by induction onn, from the

formula given. This shows uniqueness, and that

df (x0 ⊗ . . . ⊗ xn) =
∑

0≤i≤n

(−1)i f xi(x0 ⊗ . . . î . . . xn).

�

Hence

d2
f (x0 ⊗ . . . ⊗ xn) =

∑

0≤ j<i≤n

(−1)i+ j ( f xi)( f x j)(x0 ⊗ . . . ĵ . . . î . . . ⊗ xn)

+

∑

0≤ j<i≤n

(−1)i+ j−1( f xi)( f x j)(x0 ⊗ . . . î . . . ĵ . . . ⊗ xn)

= 0.

It is easy to check thatf 7→ df is k-linear, so we have 0= (df+g)2
=150

(df + dg)2, and hencedf dg + dgdf = 0 for f , gǫP∗.
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The formula above shows that ifx, x, y ∈ hT(P) (the set of homo-
geneous elements) then

df (x⊗ y) = df x⊗ y+ (−1)∂xx⊗ df y.

If q is a quadratic form onP write u(x) = x⊗ x−q(x) for xǫP. Sinceu(x)
has even degree the formula above shows thatdf (u(x)⊗y) = df u(x)⊗y+
u(x) ⊗ df y, anddf (u(x)) = f (x)x− f (x)x = 0, sodf (u(x) ⊗ y) ∈ I (q). If
v ∈ hT(P) thendf (v⊗u(x)⊗y) = df v⊗u(x)⊗y+ (−1)∂vv⊗df (u(x)⊗y) ∈
I (q). SinceI (q) is additively generated by all suchv⊗u(x)⊗ y it follows
thatdf I (q) ⊂ I (q).

Lemma 3.6. If B ∈ Bil(P × P) there is a unique k-linear mapλB :
T(P)→ T(P) satisfying

(i) λB(1) = 1

(ii) λBLx = (Lx + dB(x, ))λB for x ∈ P.

(Here Lx denotes left multiplication by x in T(P).)λB also has the fol-
lowing properties:

(a) λB preserves the ascending filtration on T(P) and induces the iden-
tity map on the associated graded module.

(b) For f ǫP∗, λBdf = df λB.

(c) λ0 = 1T(P) andλB+B′ = λB ◦ λB′ for B, B′ǫ Bill (P× P).

(d) If q is a quadratic form on P, thenλBI (q) = I (q−qB), andλB induces 151

an isomorphism Cl(P, q)→ Cl(P, q− qB) of filtered modules.

Proof. Writing xy in place ofx⊗ y in T(P), (ii) reads:

λB(xy) = xλB(y) + dB(x, )(λB(y))(xǫP, yǫT(P)).

Starting withλB(1) = 1 this gives an inductive definition ofλB on P(⊗n),
since the right side isk-bilinear in x andy. Moreover (a) follows also
from this by induction onn.
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(b) We prove thatλBdf = df λB by induction onn, the casen = 0
being clear (from (a)). Forx ∈ P, y ∈ hT(P),

λBdf (xy) = λB(( f x)y− x(df y))

= ( f x)(λBy) − (x(λB(df y) + dB(x, )(λB(df y)))

dfλB(xy) = df (x(λBy) + dB(x, )(λBy))

= ( f x)(λBy) − x(df (λBy)) + df dB(x, )(λBy)

Their equality follows fromdf λBy = λBdf y (induction) and the fact
(Lemma 3.5) thatdf dB(x, ) = −dB(x, )df .

(c) If B = 0 thendB(x, ) = 0 for all x so (ii) readsλ0Lx = Lxλ0, and
1T(P) solves this equation forλ0. We proveλB0λ′B = λB+B′ by checking
(i) (which is clear) and (ii):

λB ◦ λB′(xy) = x(λB ◦ λB′y) + dB+B′(x, )(λB ◦ λB′y).

λBλB′(xy) = λB(x(λB′y) + dB′(x, )(λB′y))

= xλBλB′y+ dB(x, )(λBλB′y) + dB′(x, )(λBλB′y)

= x(λBλB′y) + (dB(x, ) + dB′(x, ))(λBλB′y).

anddB(x, ) + dB′(x, ) = d(B+B′)(x, ).

(d) Let I = {u ∈ T(P)|λB(u)ǫI (q − qB)}. λB(xu) = x(λBu) +152

dB(x, )(λBu), so, thanks to Lemma 3.5, I is a left ideal.λB((X2− (qx))y) =
xλB(xy) + dB(x, )λB(xy)

− (qx)(λBy) = x(xλBy+ dB(x, )(λBx)) + dB(x, )(xλBy+ dB(x, )λBy)

− (qx)(λBy) = x2(λBy) + xdB(x, )(λBy) + B(x, x)(λBy) − xdB(x, )(λBy)

− (qx)(λBy) (we have usedd2
B(x, ) = 0; Lemma 3.5)=

= (x2 − (qx− qBx))λBy ∈ I (q− qB).

ThusI is a left ideal containing all (x2−qx)y, so it containsI (q). We
have proved

λBI (q) ⊂ I (q− qB) = λBλ−BI (q− qB) ⊂ λB(I (q− qB − q−B) = λBI (q),

using (c). Now (a) impliesλB induces an isomorphismCl(P, q) →
Cl(P, q− qB) of filtered modules. �
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Corollary 3.7. Giving Cl(P, q) the filtration induced by the ascending
filtration on T(P), the structure of Cl(P, q) as a filtered module is inde-
pendent of q. In particular, taking q= 0, we have an isomorphism

Cl(P, q) ≈ Λ(P)

of filtered modules.

Proof. Writing q = qB for someB ∈ Bil (P × P) we obtain an isomor-
phismCl(P, q)→ Cl(P, 0) = Λ(P), induced byλB. �

Corollary 3.8. CP : P→ Cl(P, q) is a monomorphism. If U is a direct
summand of P then the map

Cl(U, q/U)→ Cl(P, q),

induced by the inclusion U⊂ P, is a monomorphism.

Proof. The first assertion follows from the commutativity of 153

Cl(P, q)
λB // ∧(P)

P

=={{{{{{{{
CP)

ccGGGGGGGGG

and the fact thatP→ ∧(P) is a monomorphism. LetB′ = B/U × U, so
q/U = q′B. Then it is easily checked that

Cl(P, q)
λB // ∧(P)

Cl(U, q′)

OO

λB′
// ∧(U)

OO

is commutative, so the second assertion follows since∧(U) → ∧(P) is
injective. �

∧(P) = T(P)/I (), I (0) being the (homogeneous) ideal generated by
all x⊗ x, xǫP.

∧(P) = k⊕ ∧1P⊕ ∧2P⊕ . . .
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and∧1P ≈ P. Lemma 3.1 givens a natural isomorphism

∧(P⊕ Q) ≈ ∧(P) ⊕ ∧(Q)

of (Z/2Z)- graded algebras.∧ therefore defines a product preserving
functor

∧ : P
=
→ FP

2
,

if, for P finitely generated and projective, we view∧(P) as a faithfully
projective module, graded modulo 2. Similarly, by virtue ofLemma 3.1,
the Clifford algebra defines a product preserving functor,

Cl : Quad→ (graded algebras,⊗)

Theorem 3.9. If (P, q) ∈ objQuad, then Cl(P, q) ∈ objAz
2
, i.e. it is154

a graded azumaya algebra. The resulting functor Cl: Quad→ Az
2

renders the diagram
P
=

H //

∧

��

Quad

Cl
��

FP
2 END

// Az
2

commutative up to natural isomorphism, i.e. for P finitely generated and
projective,

Cl(H(P)) ≈ END (∧(P))

as graded algebras.

Corollary 3.10. There is a natural map of exact sequences.

K1P //

��

K1Quad //

��

K0ΦH //

��

K0P
=

//

��

K0Quad //

��

Witt (k) //

��

0

K1FP
2

// K1Az
2

// K0ΦEND // K0FP
2

// K0Az
2

// Br2(k) // 0

In Theorem 4.6 of Chapter 4 we exhibited an exact sequence

0→ Br(k)→ Br2(k)→ Q2(k)→ 0,
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where Q2(k) was “the group of graded quadratic extensions of k.” The
map above assigns to the class of(P, q) in Witt (k) and elementβ of
Br2(k). The projection ofβ in Q2(k) corresponds, in the classical case
when k is a field, to the discriminant, if char k, 2, and the Arf invariant
if char k = 2. The remaining contribution from Br(k) is essentially the
Hasse invariant.

Proof of 3.9.We want to construct a natural isomorphism 155

ϕP : Cl(H(P))→ END (∧(P)).

for P ∈ objP. Suppose this is done. Then if (P, q) ∈ objQuad, we

have (P, q) ⊥ (P,−q) ≈ H(P) (Lemma 2.2), soCl(P, q) ⊗ Cl(P,−q) ≈
Cl(P, q) ⊥ (P,−q)) (Lemma 3.1)≈ Cl(H(P)) = END(∧(P)), by assump-
tion. Therefore, by criterion (6) of Theorem 4.1, Chapter 4,Cl(P, q) is a
graded azumaya algebra. Thus we only have to constructϕP.
H(P) = (P⊕ P∗, qP) with qP(x, y) = 〈y, x〉P

= y(x) for (x, y) ∈ P⊗ P∗. Define

P⊗ P∗ → END(∧(P))

by (x, y) 7→ Lx + dy. Then, using Lemma 3.5, (Lx + dy)2
= Lx2 + Lxdy +

dyLx+d2
y = Lxdy+dyLx, becausex2

= 0 in∧(P) andd2
y = 0. If u ∈ ∧(P)

then (Lxdy + dyLx)u = xdy(u) + dy(xu) = xdy(u) + y(x)u − xdy(u) =
y(x)u. Thus (Lx + dy)2 is multiplication byy(x) = qP(x, y) on∧(P), i.e.
(Lx + dy)2

= qP(x, y) in END (∧(P)). Thus we have defined an algebra
homomorphism

ϕP : Cl(H(P))→ END(∧(P)),

and sinceLx+dy has degree 1, it is a homomorphism of graded algebras.
Supposef : P1 → P2 is an isomorphism. Then on∧(P2), L f (x) =

∧( f )Lx ∧ ( f )−1 anddf ∗ − 1y(x2) = ( f ∗−1y)(x2) = y( f −1x2), so∧( f )dy ∧

( f )−1x2) = ∧( f )dy( f −1x2) = ∧( f )y( f −1x2) = df ∗−1y(x2) for x2 ∈ P2,
becausey( f −1x2) has degree zero in∧(P2). Therefore∧( f )(Lx + dy) ∧ 156

( f )−1
= L f (x) + df ∗−1(y) so it follows thatϕP is natural, recalling that

H( f ) = f ⊕ f ∗−1.
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Next we will show that, forP = P1 ⊗ P2 the following diagram is
commutative:

Cl(H(P1 ⊕ P2))
ϕP1⊕P2 //

≈

��

END(∧(P1 ⊕ P2))

≈

��
Cl(H(P1) ⊥ H(P2))

≈

��

END(∧P1 ⊗ ∧P2)

Cl(H(P1)) ⊗Cl(H(P2))
ϕP1⊗ϕP2

// END(∧P1) ⊗ END(∧P2)

≈

OO

To see this, we trace the images of ((x1, x2), (y1, y2))

∈ (P1 ⊗ P2) ⊕ (P∗1 ⊗ P∗2) ⊂ Cl(H(P1 ⊕ P2)) :

((x1, x2), (y1, y2)) � //
_

��

L(x1,x2) + d(y1,y2)
_

��

((x1, y1), (x2, y2))
_

��

Lx1⊗1 + L1⊗x2

+dy1 ⊗ 1∧P2 + 1∧P1 ⊗ dy2

((x1, y1) ⊗ 1)+ (1⊗ (x2, y2)) � // ((LX1 + dy1) ⊗ 1∧P2)
(1∧P1 ⊗ (Lx2 + dy2))

_

OO

Since all of these algebras are faithfully projectivek-modules we con-157

clude thatϕP1⊕P2 is an isomorphism⇔ ϕP1 ⊕ ϕP2 is an isomorphism
⇔ ϕP1 andϕP2 are isomorphisms. (In Chapter 2 we showed that the
functorQ⊗ is faithfully exact forQ faithfully projective.)

Now givenP1 we chooseP2 so thatP1⊕P2 ≈ k⊕· · ·⊕k, and then the
problem of showing thatϕP1 is an isomorphism reduces to the special
caseP1 = k. We do this case now by a direct calculation.
H(k) ≈ (ke1 ⊕ ke2, q) with q(a1e1 + a2e2) = a1a2. Hereke2 = (ke1)∗

ande2 is the dual basis toe1, i.e. e2(e1) = 1. Therefore∧(ke1) = k[e1] =
k1⊕ ke1 with e2

1 = 0, andde2(1) = 0, de2(e1) = 1. Moreover,Le1(1) = e1

andLe1(e1) = 0.
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Cl(H(ke1)) = k[e1, e2] with e2
1 = 0 = e2

2, and e1e2 + e2e1 = 1,
because 1= q(e1 + e2) = (e1 + e2)2.

ϕk : Cl(H(ke1))→ END(∧(ke1))

is defined byϕk(e1) = Le1 andϕk(e2) = de2. With respect to the basis
1, e1 for ∧(ke1) these endomorphisms are represented by the matrices
(

0 0
1 0

)

and
(

0 1
0 0

)

, respectively, and these clearly generateM2(k). Thusϕk

is surjective. On the other hand Corollary 3.7 says that, as amodule,
Cl(H(k)) ≈ ∧(k ⊕ k∗), a free module of rank four (because∧(k ⊕ k∗) ≈
∧(k) ⊗ (k∗)). A surjective homomorphism of free modules of the same
finite rank must be an isomorphism, soϕk is an isomorphism as claimed.

4 The orthogonal group and spinor norm

We assume here that spec (k) is connected. Suppose (P, q) is a quadratic 158

space (i.e.∈ obj Quad(k)) and that [P : k] = n. If n is odd then

2 ∈ U(k); otherwise reduce (P, q) modulo a maximal ideal containing
2k, and we contradict the fact that non-singular forms over fields of char
2 have even dimension. We propose to use the Clifford algebra,

A = Cl(P, q) = A◦ ⊕ A1

to study theorthogonal group

Ω = Ω(P, q),

i.e. the group of isometries of (P, q).
We take the position from Chapter 4 that everything is graded. Thus

Pic(k) = Pic|k| ⊕ Z/2Z (4.1)

is the group of invertiblek-modules. The first summand describes the
underlying ungraded module (|k|-module) and theZ/2Z summand des-
ignates the degree (0 or 1) in which it is concentrated.

Write
G(A) = Autk−alg(A),
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andhU(A) for the homogeneous units ofA. Recall that ifu ∈ hU(A)

thenαu ∈ G(A) is defined byαu(a) =















uau−1 if ∂u = 0

ua′ν−1 if ∂u = 1
. Here, for

a = a0 + a1, a′ = a0 − a1. Thus, for homogeneous a, we can write this
as

αu(a) = (−1)∂u∂auau−1(u ∈ hU(A), a ∈ hA).

According to Theorem 3.9A is azumayak-algebra. Therefore The-159

orem 5.2 of chapter 4 gives us an exact sequence

1→ U(k)→ U(A◦)→ G(A)→ Pic(k) (4.2)

u→ αu

To apply this we first embedΩ in G(A). Indeed, since the Clifford
algebra is a functor of (P, q) there is a canonical homomorphism,α 7→
C(α), of Ω into G(A). If we identify P ⊂ A (in fact P ⊂ A1) thenC(α)
is the unique algebra automorphism of A such that C(α)(x) = α(x) for
x ∈ P. For example, the automorphisma 7→ a′ described above is just
C(−1P). We will use this monomorphism to identifyΩ with a subgroup
of G(A). We can characterise it:

Ω = {α ∈ G(A)
∣

∣

∣αP ⊂ P}.

For if αP ⊂ P then forx ∈ P we haveq(αx) = (αx)2
= α(x2) = α(qx) =

qx, soα induces an isometry,α′ : P→ P. Evidently thenα = C(α′).
Next we introduce theClifford group

Γ = {u ∈ hU(A)|αu ∈ Ω}.

and thespecial Clifford group

Γ◦ = Γ ∩ A◦ = {u ∈ U(A◦)
∣

∣

∣αu ∈ Ω}.

If u ∈ U(k) ⊂ U(A◦) thenαu = 1, soU(k) ⊂ Γ◦. Therefore the exact
sequence (4.2) induces a sub-exact sequence,

1 // U(k) // U(A◦) //
⋃

G(A) //
⋃

Pic(k)

1 // U(k) // Γ◦ // Ω // Pic(k)

(4.3)
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Now Pic(k) = Pic|k| ⊗ Z/2Z (see (4.1)), so we obtain homomorphisms160

Ω→ Pic(k)

and
Ω→ Z/2Z,

the second being the first followed by projection on the second factor.
We shall write

SΩ = ker(Ω→ Z/2Z)
⋃

VSΩ = ker(Ω→ Pic(k)),

thespecial, andvery special orthogonal groups(of (P, q)), respectively.
With this notation we can extract from (4.3) an exact sequence

1→ U(k)→ Γ◦ → vSΩ→ 1. (4.4)

If x ∈ P thenx2
= qx in A, therefore also inA◦, so the identity map on

P extends to an isomorphismA → A◦, or, in other words, an antiauto-
morphism ofA. We shall denote it bya 7→ ã. All α ∈ Ω commute with
this antiautomorphism; just check it onP. For a∈ A we will define its
conjugate, ā, by

ā = ã′ = ã′

and write
Na= aā.

The last remark shows thatα(ā) = α(a) for αεΩ.
Let 161

n = {a ∈ A
∣

∣

∣Na ∈ k}.

If x ∈ P then x̄ = x̃′ = x′ = −x soNx= −x2
= −q(x) ∈ k, andP ⊂ n.

Supposea, b ∈ n. Then N(ab) = (ab)āb = abb̄ā = aN(b)ā =
aāN(b) = N(a)N(b), becauseN(b) ∈ U(k).

a, b ∈ n⇒ ab ∈ n andN(ab) = N(a)N(b).
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Next supposeu ∈ Γ. Then forx ∈ P we haveαu(x) = (−1)∂uuxu−1,
or u′x = αu(x)u. Therefore ¯uαu(x) = x̄ū′, andαu(x) = αu(x̄) with
x̄ = −x. Settingy = αu(x̄) we have ¯uy = α−1

u (y)ū′, so, by definition,
ū ∈ Γ andαū = α−1

u . In particularαuū = αuαū = 1 so N(u) = uū ∈
ker(Γ→ G(A)) = U(k). Summarizing, we have proved:

If u ∈ Γ thenū ∈ Γ andαū = α
−1
u .

MoreoverN(u) ∈ U(k) (i.e. Γ ⊂ n) so

u−1
= N(u)−1ū.

ThusN defines a homomorphism

N : Γ→ U(k).

We now introduce the groups

Pin= ker(Γ
N
−→ U(k))

and162

Spin= ker(Γ◦
N
−→ U(k)).

If u ∈ U(k) then ū = u so N(u) = u2. Therefore if we applyN to the
exact sequence (4.4) we obtain a commutative diagram with exact rows
and columns:

1

��

1

��

1

��
1 // 2U(k) //

��

Spin

��

// VSΩ′ //

��

1

1 // U(k) //

��

Γ0 //

N
��

VSΩ //

σ

��

1

1 // U(k)2 //

��

U(k) // U(k)/U(k)2 // 1

1

(4.5)
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Here 2U(k) denotes units of order 2 (square roots of 1).σ : VSΩ→
U(k)/U(k)2 is called thespinor norm, and its kernel,VSΩ′, thespino-
rial kernel.

So far we have the following subgroups, with indicated successive
quotients, ofΩ:

Ω
∣

∣

∣

∣

∣

∣

}

VSΩ

⊂ Pic(k) = Pic|k| ⊕ Z/2Z

∣

∣

∣

∣

∣

∣

}

VSΩ′

σ
−→ U(k)/U(k)2 (4.6)

∣

∣

∣

∣

∣

∣

}

1

≈ Γ◦/U(k) ⊂ U(A◦)/U(k).

163

Of course the bulk of the group is the bottom layer. We shall now
investigate this for small values ofn = [p : k].

n = 1 (so 2∈ U(k)). A◦ = k, A1 = P, andΓ◦ = U(k). Ω = {±1} in
this case.

n = 2 A1 = P soΓ◦ = U(A◦). A◦ is a quadratic extension ofk (in
the sense of chapter 4,§3,) soΓ◦ is abelian group. If (P, q) = H(k) then
A◦ = k× k soΓ◦ = U(k) × U(k) andVSΩ ≈ U(k).

n = 3 (so 2∈ U(k)). ThenA1 = P ⊕ L1, whereL1 is the degree
one term ofL = |A||A| the centre of the ungraded algebraA. A◦ is a
“quaternion|k|-algebra,” i.e. azumaya|k|-algebra of rank 4, andN(a) ∈ k
for all a ∈ A◦. If u ∈ U(A◦) then. SinceN(u) = uū ∈ U(k), we have 164

u−1
= N(u)−1ū. Therefore, fora ∈ A,

αu(a) = uau−1 = ū−1ā ū = (N(u)u−1)−1ā(N(u)u−1)

= uāu−1
= αu(ā).

Consequentlyαu leaves invariant the eigenspaces of−; these behave
nicely because

=

a = a and 2∈ U(k).
Now x̄ = −x for x ∈ P. If we localizek then P has an orthogo-

nal basis,e1, e2, e3, and it is easy to see thatL1 = ke1e2e3, e1e2e3 =
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(−1)3e3e2e1 = (−1)3+2+1e1e2e3. Therefore, under the action of−, A1 =

P⊕ L1 is the eigenspace decomposition. In summary we have observed
thatu ∈ U(A◦)⇒ Nu ∈ U(k)⇒ αu leaves the eigenspaces of− invariant
⇒ αuP ⊂ p, i.e. u ∈ Γ◦. Therefore

Γ◦ = U(A◦) andVSΩ = U(A◦)/U(k).

In caseA◦ = M2(k) we haveΓ◦ = GL2(k), the normN is just the deter-
minant, and

VSΩ = PGL2(k) = GL2(k)/U(k).

n = 4. In this caseL = AA◦
◦ is a quadratic extension ofk (in the sense

of Chapter 4,§3), andA◦ is a quaternionL-algebra. The normN takes
values inL. In case 2∈ U(k) a calculation like that for the casen = 3
(localizek and diagonalize (P, q) first) shows that

Γ◦ = {u ∈ U(A◦)
∣

∣

∣Nu ∈ U(k)}.

and this is probably in general. In caseA◦M2(L) then N : U(A◦) =
GL2(L) → U(L) is just the determinant. HenceS L2(L) ⊂ Γ0 and
Γ◦/S L2(L) ≈ U(k), in this case. VSΩ = Γ◦/U(k) ⊃ S L2(L)/2U(k),
i.e. modulo element of order 2 in the centre, and modulo this sub-165

groupVSΩ lands inU(k)/U(k)2. Note that ifL = k × k thenS L2(L) =
S L2(k) × S L2(k).

Supposek happens to be a Dedekind ring of arithmetic type in a
global field. Then one knows that Pic(k) is finite (finiteness of class
number) andU(k) is finitely generated (Dirichlet unit theorem). Hence
VSΩ = Γ0/U(k) is of finite index inΩ. The discussion above shows,
therefore, that the finite generation ofΩ is equivalent to the finite gen-
eration ofΓ0, and that forn ≤ 4 this is “usually” equivalent to the finite
generation ofU(A0). The point is thatU(A0) is often an easily recog-
nized linear group.

One can similarly use this procedure to reduce the study of normal
subgroups ofΩ to those ofU(A0), at least in many cases, forn ≤ 4.



Bibliography

[1] Auslander M. and Goldman O. -[1] The Brauer group of a com-166

mutative ring, Trans. A.M.S., 97 (1960), pp. 367-409.

[2] Azumaya G. -[1] On maximally central algebras, Nagoys Math. J.,
Vol. 2 (1951), pp. 119-150.

[3] Bass H. -[K] K-theory and stable algebra I.H.E.S,n0 22 (1964),
pp. 489-544.

-[2] The Morita theorems, mimeographed notes.

[4] Bourbaki N. -[1] Algébre, Chapitre VIII, Hermann, Paris, 1958.
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