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Preface

This work is aimed at mathematics students in the area of stochastic dy-
namical systems and at engineering graduate students in signal processing
and control systems. First-year graduate-level students with some back-
ground in systems theory and probability theory can tackle much of this
material, at least once the techniques of Chapter 2 are mastered (with refer-
ence to the Appendices and some tutorial help). Even so, most of this work
is new and would benefit more advanced graduate students. Familiarity
with the language of the general theory of random processes and measure-
theoretic probability will be a help to the reader. Well-known results such
as the Kalman filter and Wonham filter, and also H2, H∞ control, emerge
as special cases. The motivation is from advanced signal processing appli-
cations in engineering and science, particularly in situations where signal
models are only partially known and are in noisy environments. The focus
is on optimal processing, but with a counterpoint theme in suboptimal,
adaptive processing to achieve a compromise between performance and
computational effort.

The central theme of the book is the exploitation, in novel ways, of the
so-called reference probability methods for optimal estimation and control.
These methods supersede, for us at least, the more familiar innovation and
martingale representation methods of earlier decades. They render the the-
ory behind the very general and powerful estimation and control results
accessible to the first-year graduate student. We claim that these refer-
ence probability methods are powerful and, perhaps, comprehensive in the
context of discrete-time stochastic systems; furthermore, they turn out to
be relevant for systems control. It is in the nature of mathematics that
these methods were first developed for the technically more demanding
area of continuous time stochastic systems, starting with the theorems of
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Cameron and Martin (1944), and Girsanov (1960). The reference proba-
bility approach to optimal filtering was introduced in continuous-time in
Duncan (1967), Mortensen (1966) and Zakai (1969). This material tends
to be viewed as inaccessible to graduate students in engineering. How-
ever, apart from contributions in Boel (1976), Brémaud and van Schuppen
(1976), di Masi and Runggaldier (1982), Segall (1976b), Kumar and Varaiya
(1986b) and Campillo and le Gland (1989), there has been little work on
discrete-time filtering and control using the measure change approach.

An important feature of this book is the systematic introduction of new,
equivalent probability measures. Under the new measure the variables of
the observation process, and at times the state process, are independent,
and the computations are greatly simplified, being no more difficult than
processing for linear models. An inverse change of measure returns the
variables to the “real world” where the state influences the observations.
Our methods also apply in continuous time, giving simpler proofs of known
theorems together with new results. However, we have chosen to concen-
trate on models whose state is a noisily observed Markov chain. We thus
avoid much of the delicate mathematics associated with continuous-time
diffusion processes.

The signal models discussed in this text are, for the main part, in dis-
crete time and, in the first instance, with states and measurements in a
discrete set. We proceed from discrete time to continuous time, from lin-
ear models to nonlinear ones, from completely known models to partially
known models, from one-dimensional signal processing to two-dimensional
processing, from white noise environments to colored noise environments,
and from general formulations to specific applications.

Our emphasis is on recent results, but at times we cannot resist the
temptation to provide “slicker” derivations of known theorems.

This work arose from a conversation two of the authors had at a confer-
ence twenty years ago. We talked about achieving adaptive filter stability
and performance enhancement using martingale theory. We would have
been incredulous then at what we have recently achieved and organized as
this book. Optimal filtering and closed-loop control objectives have been
attained for quite general nonlinear signal models in noisy environments.
The optimal algorithms are simply stated. They are derived in a systematic
manner with a minimal number of steps in the proofs.

Of course, twenty years ago we would have been absolutely amazed at
the power of supercomputers and, indeed, desktop computers today, and
so would not have dreamt that optimal processing could actually be im-
plemented in applications except for the simplest examples. It is still true
that our simply formulated optimal algorithms can be formidable to im-
plement, but there are enough applications areas where it is possible to
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proceed effectively from the foundations laid here, in spite of the dreaded
curse of dimensionality.

Our work starts with discrete-time signal models and with states and
measurements belonging to a discrete set. We first apply the change-of-
measure technique so that the observations under a probability measure are
independent and uniformly distributed. We then achieve our optimization
objectives, and, in a final step, translate these results back to the real
world. Perhaps at first glance, the work looks too mathematical for the
engineers of today, but all the results have engineering motivation, and our
pedagogical style should allow an engineer to build the mathematical tools
without first taking numerous mathematics courses in probability theory
and stochastic systems. The advanced mathematics student may find later
chapters immediately accessible and see earlier chapters as special cases.
However, we believe many of the key insights are right there in the first
technical chapter. For us, these first results were the key to most of what
follows, but it must be admitted that only by tackling the harder, more
general problems did we develop proofs which we now use to derive the
first results.

Actually, it was just two years ago that we got together to work on hid-
den Markov model (HMM) signal processing. One of us (JBM) had just
developed exciting application studies for such models in biological signal
processing. It turns out that ionic channel currents in neuron cell mem-
branes can now be observed using Nobel prize winning apparatus measur-
ing femto (10−15) amps. The noise is white and Gaussian but dominates
the signals. By assuming that the signals are finite-state Markov chains,
and adaptively estimating transition probability and finite state values,
much information can be obtained about neural synapses and the synaptic
response to various new drug formulations. We believed that the on-line bi-
ological signal processing techniques which we developed could be applied
to communication systems involving fading channels, such as mobile radio
communications.

The key question for us, two years ago, was how could we do all this
signal processing, with uncertain models in noisy environments, optimally?
Then, if this task was too formidable for implementation, how could we
achieve a reasonable compromise between computational effort and per-
formance? We believed that the martingale approach would be rewarding,
and it was, but it was serendipitous to find just how powerful were the ref-
erence probability methods for discrete-time stochastic systems. This book
has emerged somewhat as a surprise.

In our earlier HMM studies, work with Ph.D. student Vikram Krishna-
murthy and postdoctoral student Dr. Lige Xia set the pace for adaptive
HMM signal processing. Next, work with Ph.D. student Hailiang Yang
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helped translate some continuous-time domain filtering insights to discrete
time. The work of some of our next generation of Ph.D. students, including
Iain Collings, features quite significantly in our final manuscript. Also, dis-
cussions with Matt James, Alain Bensoussan, and John Baras have been
very beneficial in the development of the book. We wish to acknowledge to
seminal thinking of Martin Clarke in the area of nonlinear filtering and his
influence on our work. Special thanks go to René Boel for his review of the
first version of the book and to N. Krylov for supplying corrections to the
first printing.

The support of the Cooperative Research Centre for Robust and Adap-
tive Systems, the Boeing Commercial Airplane Company, and the NSERC
Grant A7964 are gratefully acknowledged. We acknowledge the typing sup-
port of Shelley Hey, and Marita Rendina, and LaTEX programming support
of James Ashton.
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INTRODUCTION





CHAPTER 1

Hidden Markov Model
Processing

1.1 Models, Objectives, and Methods

The term hidden Markov model (HMM) is now quite familiar in the speech
signal processing community and is gaining acceptance for communication
systems. It is perhaps a little less daunting, and yet more mysterious, than
the term partially observed stochastic dynamical system model , which is a
translation familiar to people in systems theory, or its applications areas
of estimation and control theory. The term HMM is frequently restricted
to models with states and measurements in a discrete set and in discrete
time, but here we allow relaxation of these restrictions. We first work with
the more restricted HMM class, termed here a discrete HMM, and then
show how to cope with the more general stochastic dynamical systems.

The term estimation is used to cover signal filtering, model parameter
identification, state estimation, signal smoothing, and signal prediction.
Control refers to selecting actions which effect the signal-generating system
in such a way as to achieve certain control objectives. The control actions
can be based on on-line signal processing to achieve feedback control or by
off-line calculations to achieve feedforward or open-loop control .

The term reference probability methods refers to a procedure where a
probability measure change is introduced to reformulate the original esti-
mation and control task in a fictitious world, but so that well-known results
for identically and independently distributed (i.i.d.) random variables can
be applied. Then the results are reinterpreted back to the real world with
the original probability measure.
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1.2 Book Outline

In the next part of this book, we first work with discrete-time, discrete-state
HMMs to achieve optimal estimation algorithms via reference probability
methods, and then repeat the discussion with HMMs of increasing com-
plexity. Continuous-range states and continuous-time HMM models are
studied, and indeed two-dimensional (image) estimation is developed. In
the second part of the book, the focus is on optimal control algorithms.
At times, certain application tasks are studied to give a realistic measure
of the significance of the results. We have sought to inspire both the in-
terest of engineering students in the mathematics, and the curiosity of the
mathematics students in the engineering or science applications.

0 50 100 150 200 250 300
Time

Markov chain

Noise

Noisy observations

Figure 2.1. Binary Markov chain in noise.

Consider for example the situation depicted in Figure 2.1. Here, a binary
message sequence Xk, k = 1, 2, . . . consists of ones and zeros. Perhaps the
binary signalX (a Markov chain) is transmitted on a noisy communications
channel such as a radio channel, and so when it is detected at the receiver,
the resultant signal is Yk (quantized to 15 levels in this case). The middle
trace of Figure 2.1 depicts the additive noise in the channel, and the lower
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trace gives the received signal quantized to 15 levels.
In the first instance, we develop optimal estimation algorithms for dis-

crete HMMs which are discrete in time, in the state, and in the measure-
ment space. They have state space models in terms of processes Xk and Yk
defined for all k ∈ N, the set of positive integers, with dynamics:

Xk+1 = AXk + Vk+1 (2.1)
Yk+1 = CXk +Wk+1 (2.2)

Here the states Xk and measurements Yk are indicator functions as

Xk ∈ SX = {e1, e2, . . . , eN} , Yk ∈ SY = {f1, f2, . . . , fM}

where ei (resp. fi) is the unit vector with unity in the ith position and
zeros elsewhere. The matrices A,C consist of transition probabilities and
so have elements aij , cij in R+ and are such that

∑N
i=1 aij =

∑M
i=1 cij = 1,

or equivalently, so that with 1 = (1, 1, . . . , 1)′, then

1′A = 1, 1′Xk = 1, 1′Vk = 0,
1′C = 1, 1′Yk = 1, 1′Wk = 0.

Here the prime denotes transposition. The random noise terms of the model
are Vk and Wk; these are martingale increment processes. We term Vk the
driving noise and Wk the measurement noise. If Yk = Xk, then the state is
no longer hidden.

Actually, the HMM model above is more general than might first appear.
Consider a process Xk with its state space being an arbitrary finite set
SX = {s1, . . . , sN}, which are polytope vertices, as depicted in Figure 2.2
for the case N = 3. By considering the “characteristic” or “indicator”
functions φk (si), defined so that φk (si) = 0 if i 6= k and φk (sk) = 1,
and writing Xk := (φ1 (Xk) , . . . , φN (Xk)) we see that at any time k just
one component of Xk is one and the others are zero. Therefore, we can
consider the process Xk, derivative from Xk, whose state space is the set
SX = {e1, . . . , eN} of unit (column) vectors ei = (0, . . . , 1, 0, . . . , 0)′ of RN ,
which are simplex vertices, as depicted in Figure 2.2 for the case N = 3.
So without loss of generality, the state space of X can be taken to be
the set of unit vectors ei which has all elements zero, save unity in the
ith position. Similarly, the state space of the finite-state process Y can be
taken to be a set of standard unit vectors SY = {f1, . . . , fM}. For those
indicator functions, it turns out that expectations are probabilities in that
P (X = ei) = E [〈X, ei〉] where 〈X, ei〉 is the ith element X i of X . Also,
nonlinear operations on indicator functions X are linear (affine) in X .
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Polytope vertices Sχ Simplex vertices SX

s1

φ(.)

s3

s2
e2

e3

e1

Figure 2.2. Depiction of state sets.

The estimation task of prime interest for discrete HMMs is to estimate
the sequence {Xk} from the measurement sequence {Yk} in some optimal
way. Filtered estimates , also termed forward estimates, are denoted X̂k

and are estimates at time k of Xk based on processing past and present
measurements {Y1, Y2, . . . , Yk}. The elements of X̂k are conditional prob-
abilities so that 1′X̂k = 1. Thus, X̂k lies within the simplex ∆N depicted
in Figure 2.2. The estimates X̂k are frequently calculated (often in unnor-
malized form), as a forward recursion. Smoothed estimates are estimates at
time k of Xk based on processing past, present, and future measurements
{Y1, . . . , Yk, . . . , Ym} with m > k. Backward estimates are those based only
on the future measurements. These are usually calculated as a backward
recursion from the end of the batch of measurement data. Of course, for-
ward and backward estimates can be combined to yield smooth estimates,
where estimation is based on past, present, and future measurements. The
simplest situation is when the parameters aij , cij are assumed known.

Related estimation problems concern the expected number of jumps
(transitions) Jk and state occupation times Ok. These, in turn, allow a re-
estimation of signal model parameters aij , cij , should these not be known
precisely in advance but only be given prior estimates.

Actually, the schemes that generate the filtered and smoothed estimates
work in the first instance with conditional state estimates , i.e., estimates
of the probability that a particular Markov chain state occurs at each time
instant given the measurements. Forward (filtered) estimates are illustrated
for our example above in Figure 2.3, backward estimates in Figure 2.4, and
smoothed estimates in Figure 2.5. The maximum a posteriori probability
(MAP) state estimates are the states at which the a posteriori estimates
are maximized, i.e., they follow the peaks in the figures.

Such parameter estimation can be achieved in a multipass estimation
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Figure 2.3. Evolution of forward (filtered) estimate.

0 2 4 6 8 10 12 14 16

100

120

140

160

180

0.1

0.2

0.3

0.4

Probability

State

Time

Figure 2.4. Evolution of backward estimates.

0 2 4 6 8 10 12 14 16

100

120

140

160

180

0.2

0.4

0.6

0.8

Probability

State

Time

Figure 2.5. Evolution of smoothed estimates.
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procedure in which the batch of data is processed based on the previous
estimates to give improved estimates. The familiar expectation maximiza-
tion (EM) algorithm arises in this context. Also studied is recursive, or
on-line estimation, where improved estimates are calculated as each new
measurement arrives.

The advantage of working with discrete HMMs is that the optimal esti-
mation algorithms are finite-dimensional with the dimension independent
of the length of the measurement sequence.

A basic technique used throughout the book is a change-of-probability
measure. This is a discrete-time version of Girsanov’s Theorem (Elliott
and Yang, 1992); see also Appendix A. A new probability P is defined such
that under P the observations are independent (and often identically dis-
tributed) random variables. Calculations take place in the mathematically
ideal world of P using Fubini’s Theorem which allows interchange of ex-
pectations and summations; see Loève (1978) and also Appendix A. They
are then related to the real world by an inverse change of measure. The
situation is depicted in Figure 2.6, and contrasts the direct optimal filter
derivation approach of Figure 2.7.

As this book seeks to demonstrate, in discrete time this Girsanov ap-
proach brings with it many rewards. In continuous time, where stochastic
integrals are involved, similar techniques can be used, though they require
careful and detailed analysis.

To illustrate this reference measure approach in a very simple situation,
consider a coin for which the probability of heads is p and the probability
of tails is q. It is well known that the simple probability space which can
be used to describe the one throw of such a coin is Ω = {H,T }, with a
probability measure P such that P (H) = p, P (T ) = q = 1 − p. (Here we
suppose p is neither 0 nor 1.) Suppose now we wish to adjust our statistics
in coin tossing experiments to that of a fair coin. We can achieve this
mathematically by introducing a new probability measure P such that
P (H) = 1/2 = P (T ). This implies the event {H} had been weighted by
a factor P (H) /P (H) = 1/2p, and the event {T } has been weighted by a
factor P (T ) /P (T ) = 1/2q. The function P (.) /P (.) is the Radon-Nikodym
derivative of the fair (uniform) (1/2, 1/2) P -measure against the (p, q), P -
measure; in fact, the function P (.) /P (.) can be used to define P because
clearly

P (.) =
P (.)
P (.)

P (.) .

One can work in the fictitious world with the probability P to achieve
various mathematical objectives, and then reinterpret these results back in
the real world with a measure change back to P via the inverse Radon-
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Nikodym derivative.
The reference probability approach to estimation is first discussed for the

simplest of discrete HMM models studied in Chapter 2. In Chapter 3, we
consider the case where the observations are not restricted to a finite set,
but have a continuous range.

In Chapters 4 and 5 HMMs are studied with states and measurements
in a continuous range so we deal with the general discrete-time models

xk+1 = a (xk) + vk+1,

yk = c (xk) + wk,

where xk ∈ R, a (.) , c (.) are nonlinear functions, and vk, wk are noise dis-
turbances in a continuous range. Even more general HMMs are also consid-
ered. The well-known Kalman filter emerges as a special case of the results.
As a convention throughout the book, we denote discrete range variables
by uppercase variables.

In Chapter 6, more attention is focused on asymptotically optimum
model parameter estimation and suboptimal filters to achieve practical
adaptive schemes such as might be used in communication systems. A key
idea is to work with the so-called information-state signal models derived
using HMM estimation theory, and then apply conditional Kalman filters.

In Chapters 7 and 8, continuous-time HMMs are considered to illustrate
how the discrete-time theory can be generalized to the continuous-time
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framework. Again, reference probability methods are seen to simplify the
technical approach.

In Chapter 9, the estimation techniques are developed for two-dimen-
sional image processing. The reference measure method is applied here in a
hidden Markov random field situation. This is a two-dimensional version of
the Markov chain framework. Our estimators and filters are no longer recur-
sive in the usual sense for scanned image data, but we develop techniques
to obtain and update them in an optimal manner. The results, which are
a natural extension of those in earlier chapters, are presented in an open-
ended manner, since at this stage it is not clear if they will provide any
significant contributions to the area of image processing.

In the last part of the book concerning optimal control our key objec-
tive is to show that optimal feedback control laws can be formulated for
quite general HMMs. These are well-known ideas discussed, for example,
in Kumar and Varaiya (1986b) and Bertsekas (1987). Both risk neutral
and risk-sensitive situation are considered. In the risk-sensitive case, the
feedback is in terms of an information-state estimate which takes account
of the cost, rather than in terms of estimates of the states themselves. The
information-state estimates give the total information about the model
states available in the measurements.

The feedback optimal control results arise quite naturally from the op-
timal estimation results and associated methodologies of the first part of
the book together with appropriate applications of the principle of opti-
mality and dynamic programming, so familiar in optimal control theory.
Indeed, the control results are a triumph of the probability reference meth-
ods, which allows a representation as depicted in Figures 2.8, 2.9, and 2.10,
and in turn validates this approach for optimal estimation theory. More-
over, once stochastic control problems have been discussed, we find that
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Figure 2.12. Application of stochastic theory to deterministic problems.

optimality, and indeed robustness, results for deterministic models can be
achieved by certain limiting operations; see Figure 2.11.

Indeed, a hindsight approach allows a new optimal/robust feedback non-
linear deterministic control theory to develop; see Figure 2.12. This material
is mentioned in Chapter 11, but is not fleshed out in detail. Furthermore,
the task of achieving practical finite-dimensional feedback controllers for
nonlinear stochastic (and thereby deterministic) systems, could be tackled
via an optimal theory for nonlinear models linearized with respect to the
states.
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CHAPTER 2

Discrete States and
Discrete Observations

2.1 Introduction

In this chapter, we deal with signals denoted by {Xk}, k ∈ N in discrete
time. These signals are further restricted to a discrete set and are thus
termed discrete-state signals. They transit between elements in this set with
transition probabilities dependent only on the previous state, and so are
Markov chains . The transition probabilities are independent of time, and
so the Markov chains are said to be homogeneous . The Markov chain is not
observed directly; rather there is a discrete-time, finite-state observation
process {Yk} , k ∈ N, which is a noisy function of the chain. Consequently,
the Markov chain is said to be hidden in the observations.

Our objective is to estimate the state of the chain, given the observations.
Our preference is to achieve such estimation on-line in an optimal recursive
manner, using what we term optimal estimators. The term estimator covers
the special cases of on-line filters , where the estimates are calculated as the
measurements are received, on-line predictors where there is a prediction at
a fixed number of discrete time instants in the future, and on-line smoothers
where there is improved estimation achieved by using a fixed number of
future measurements as well as the previous ones. We also seek recursive
filters and smoothers for the number of jumps from one state to another, for
the occupation time of a state, and for a process related to the observations.

In the first instance, we assume that the equations describing the HMM
are known. However, if this is not the case, it is possible to estimate the
parameters also on-line and so achieve adaptive (or self-tuning) estimators.
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Unfortunately, it is usually not practical to achieve optimal adaptive esti-
mators. In seeking practical suboptimal schemes, a multipass scheme is to
update the parameters estimates only after processing a large data set, per-
haps the entire data set. At the end of each pass through this data set, the
parameter estimates are updated, to yield improved parameter estimates;
see, for example, the so-called expectation maximization (EM) scheme; see
Dempster, Laird and Rubin (1977). Our approach requires only a forward
pass through the data to achieve parameter updates, in contrast to earlier
so-called forward-backward algorithms of the Baum-Welch type (Baum and
Petrie, 1966).

Hidden Markov models have been found useful in many areas of prob-
abilistic modeling, including speech processing; see Rabiner (1989). We
believe our model is of wide applicability and generality. Many state and
observation processes of the form (2.14) arise in the literature. In addition,
certain time-series models can be approximated by HMMs.

As mentioned in the introduction, one of the fundamental techniques
employed throughout this book is the discrete-time change of measure. This
is a version of Girsanov’s Theorem (see Theorem A.1.2). It is developed
for the discrete-state HMM in Section 3 of this chapter.

A second basic observation is the idempotent property of the indicator
functions for the state space of the Markov chain. With X one of the unit
(column) vectors ei, 1 ≤ i ≤ N , prime denoting transpose, and using the
inner product notation 〈a, b〉 = a′b, this idempotent property allows us
to write the square XX ′ as

∑N
i=1 〈X, ei〉 eie′i and so obtain closed (finite-

dimensional), recursive filters in Sections 4–9. More generally, any real
function f (X) can be expressed as a linear functional f (X) = 〈f,X〉
where 〈f, ei〉 = f (ei) = fi and f = (f1, . . . , fN). Thus with X i = 〈X, ei〉,

f (X) =
N∑
i=1

f (ei)X i =
N∑
i=1

fiX
i. (1.1)

For the vector of indicator functions X , note that from the definition of
expectations of a simple random variable, as in Appendix A,

E [〈X, ei〉] =
N∑
j=1

〈ej , ei〉P (X = ej) = P (X = ei) . (1.2)

Section 10 of this chapter discusses similar estimation problems for a
discrete-time, discrete-state hidden Markov model in the case where the
noise terms in the Markov chain X and observation process Y are not
independent. A test for independence is given. This section may be omitted
on a first reading.
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2.2 Model

All processes are defined initially on a probability space (Ω,F , P ). Below,
a new probability measure P is defined. See Appendix A for related back-
ground in probability theory.

A system is considered whose state is described by a finite-state, homo-
geneous, discrete-time Markov chain Xk, k ∈ N. We suppose X0 is given,
or its distribution known. If the state space of Xk has N elements it can
be identified without loss of generality, with the set

SX = {e1, . . . , eN} , (2.1)

where ei are unit vectors in RN with unity as the ith element and zeros
elsewhere.

Write F0
k = σ {X0, . . . , Xk}, for the σ-field generated by X0, . . . , Xk, and

{Fk} for the complete filtration generated by the F0
k ; this augments F0

k by
including all subsets of events of probability zero. Again, see Appendix A
for related background in probability theory. The Markov property implies
here that

P (Xk+1 = ej | Fk ) = P (Xk+1 = ej | Xk ) .

Write

aji = P (Xk+1 = ej | Xk = ei ) , A = (aji) ∈ RN×N (2.2)

so that using the property (1.2), then

E [Xk+1 | Fk ] = E [Xk+1 | Xk ] = AXk (2.3)

Define
Vk+1 := Xk+1 −AXk. (2.4)

So that
Xk+1 = AXk + Vk+1. (2.5)

This can be referred to as a state equation.
Now observe that taking the conditional expectation and noting that

E [AXk | Xk ] = AXk, we have

E [Vk+1 | Fk ] = E [Xk+1 −AXk | Xk ] = AXk −AXk = 0,

so {Vk}, k ∈ N, is a sequence of martingale increments.
The state process X is not observed directly. We suppose there is a

function c (. , .) with finite range and we observe the values

Yk+1 = c (Xk, wk+1) , k ∈ N. (2.6)
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The wk in (2.6) are a sequence of independent, identically distributed (i.i.d.)
random variables, with Vk, wk being mutually independent.{
G0
k

}
will be the σ-field on Ω generated byX0, X1, . . . , Xk and Y1, . . . , Yk,

and Gk its completion. Also
{
Y0
k

}
will be the σ-field on Ω generated by

Y1, . . . , Yk and Yk its completion. Note Gk ⊂ Gk+1 ⊂ · · · and Yk ⊂ Yk+1 ⊂
· · · . The increasing family of σ-fields is called a filtration. A function is
G0
k-measurable if and only if, and Gk-measurable if it is a function of
X0, X1, . . . , Xk, Y1, . . . , Yk. Similarly, for Y0

k , Yk. See also Appendix A.
The wk in (2.6) are a sequence of independent, identically distributed

(i.i.d.) random variables, with Vk, wk being mutually independent. The
pair of processes (Xk, Yk) , k ∈ N, provides our first, basic example of a
hidden Markov model, or HMM. This term is appropriate because the
Markov chain is not observed directly but, instead, is hidden in the noisy
observations Y . In this HMM the time parameter is discrete and the state
spaces of both X and Y are finite (and discrete). Note that there is a unit
delay between the state X at time k and its measurement Y at time k+ 1.
A zero delay observation model is discussed later in this chapter.

Suppose the range of c (. , .) consists of M points. Then we can identify
the range of c (. , .) with the set of unit vectors

SY = {f1, . . . , fM} , fj = (0, . . . , 1, . . . , 0)′ ∈ RM , (2.7)

where the unit element is the jth element.
We have assumed that c (. , .) is independent of the time parameter k,

but the results below are easily extended to the case of a nonhomogeneous
chain X and a time-dependent c (. , .).

Now (2.6) implies

P (Yk+1 = fj | X0, X1, . . . , Xk, Y1, . . . , Yk ) = P (Yk+1 = fj | Xk ) .

Write

C = (cji) ∈ RM×N , cji = P (Yk+1 = fj | Xk = ei ) (2.8)

so that
∑M
j=1 cji = 1 and cji ≥ 0, 1 ≤ j ≤ M , 1 ≤ i ≤ N . We have,

therefore,
E [Yk+1 | Xk ] = CXk. (2.9)

If Wk+1 := Yk+1 − CXk, then taking the conditional expectation and
noting E [CXk | Xk ] = CXk we have

E [Wk+1 | Gk ] = E [Yk+1 − CXk | Xk ]
= CXk − CXk = 0,
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so Wk is a (P,Gk) martingale increment and

Yk+1 = CXk +Wk+1. (2.10)

Note that because the wk are i.i.d. and mutually independent of Vk, the
Wk are conditionally independent of Vk, given Gk.

Equation (2.10) can be thought of as an observation equation. The case
where, given Gk, the noise terms Wk in the observations Yk are possibly
correlated with the noise terms Vk in the Markov chain will be considered
in Section 10.

Notation 2.1 Write Y ik = 〈Yk, fi〉 so Yk =
(
Y 1
k , . . . , Y

M
k

)′
, k ∈ N. For

each k ∈ N, exactly one component is equal to 1, the remainder being 0.

Note
∑M

i=1 Y
i
k = 1. Write cik+1 = E

[
Y ik+1 | Gk

]
=
∑N
j=1 cij

〈
ej, Xk

〉
and

ck+1 = (c1k+1, . . . , c
M
k+1)′. Then

ck+1 = E [Yk+1 | Gk ] = CXk. (2.11)

We shall suppose initially that cik > 0, 1 ≤ i ≤ M , k ∈ N. (See, however,
Remark 3.5). Note

∑M
i=1 c

i
k = 1, k ∈ N. We shall need the following result

in the sequel.

Lemma 2.2 With diag (z) denoting the diagonal matrix with vector z on
its diagonal, we have

Vk+1V
′
k+1 = diag (AXk) + diag (Vk+1)−A diag Xk A

′

−AXkV
′
k+1 − Vk+1 (AXk)′ (2.12)

and

〈Vk+1〉 := E
[
Vk+1V

′
k+1 | Fk

]
= E

[
Vk+1V

′
k+1 | Xk

]
= diag (AXk)−A diag Xk A

′. (2.13)

Proof From (2.4)

Xk+1X
′
k+1 = AXk (AXk)′ +AXkV

′
k+1 + Vk+1 (AXk)′ + Vk+1V

′
k+1.

However, Xk+1X
′
k+1 = diag (Xk+1) = diag (AXk) + diag (Vk+1). Equation

(2.12) follows. The terms on the right side of (2.12) involving Vk+1 are
martingale increments; conditioning on Xk we see

〈Vk+1〉 = E
[
Vk+1V

′
k+1 | Xk

]
= diag (AXk)−A diag Xk A

′.
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Similarly, we can show that

〈Wk+1〉 := E
[
Wk+1W

′
k+1 | Gk

]
= diag (CXk)− C diag Xk C

′.

In summary then, we have the following state space signal model for a
Markov chain hidden in noise with discrete measurements.
Discrete HMM The discrete HMM under P has the state space equa-
tions

Xk+1 = AXk + Vk+1,

Yk+1 = CXk +Wk+1, k ∈ N,
(2.14)

where Xk ∈ SX , Yk ∈ SY , A and C are matrices of transition probabilities
given in (2.2) and (2.8). The entries satisfy

N∑
j=1

aji = 1, aji ≥ 0, (2.15)

M∑
j=1

cji = 1, cji ≥ 0. (2.16)

Vk and Wk are martingale increments satisfying

E [Vk+1 | Fk ] = 0, E [Wk+1 | Gk ] = 0,
〈Vk+1〉 := E

[
Vk+1V

′
k+1 | Xk

]
= diag (AXk)−A diag Xk A

′,

〈Wk+1〉 := E
[
Wk+1W

′
k+1 | Xk

]
= diag (CXk)− C diag Xk C

′.

2.3 Change of Measure

The idea of introducing new probability measures, as outlined in the previ-
ous chapter, is now discussed for the observation process Y . This measure
change concept is the key to many of the results in this and the following
chapters.

We assume, for this measure change, ci` > 0, 1 ≤ i ≤ M , ` ∈ N. This
assumption, in effect, is that given any Gk, the observation noise is such
that there is a nonzero probability that Y ik+1 > 0 for all i. This assumption
is later relaxed to achieve the main results of this section. (See Remark 3.5.)
Define

λ` =
M∏
i=1

(
M−1

ci`

)Y i`
, (3.1)

and

Λk =
k∏
`=1

λ`. (3.2)
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Note that Y i` = 1 for only one i at each `, and Y i` = 0 otherwise, so that λ`
is merely the product of unity terms and one nonunity term. Consequently,
since λk is a nonlinear function of Yk, then property (1.1) tells us that
λk = λk (Yk) =

∑M
i=1 Y

i
k/Mcik.

Lemma 3.1 With the above definitions

E [λk+1 | Gk ] = 1. (3.3)

Proof Applying the properties (1.1) and (1.2),

E [λk+1 | Gk ] = E

 M∏
i=1

(
1

Mcik+1

)Y ik+1
∣∣∣∣∣ Gk


= E

[
M∑
i=1

1
Mcik+1

Y ik+1

∣∣∣∣ Gk
]

=
1
M

M∑
i=1

1
cik+1

P
(
Y ik+1 = 1 | Gk

)
=

1
M

M∑
i=1

1
cik+1

· cik+1 = 1.

Here as in many places, we interchange expectations and summations, for
a simple random variable. This is permitted, of course, by a special case of
Fubini’s Theorem; see Loève (1978) and Appendix A.

We now define a new probability measure P on (Ω,
∨∞
`=1 G`) by putting

the restriction of the Radon-Nikodym derivative dP/dP to the σ-field Gk
equal to Λk. Thus

dP

dP

∣∣∣∣
Gk

= Λk. (3.4)

[The existence of P follows from Kolmogorov’s Extension Theorem (Kol-
mogorov, 1933)]; see also Appendix A. This means that, for any set B ∈ Gk,

P (B) =
∫
B

Λk dP.

Equivalently, for any Gk-measurable random variable φ

E [φ] =
∫
φdP =

∫
φ
dP

dP
dP =

∫
φΛk dP = E [Λkφ] , (3.5)
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where E and E denote expectations under P and P , respectively. In the
discrete-state case under consideration, dP/dP reduces to the ratio P/P
and the integrations reduce to sums. This equation exhibits the basic idea
of the change of measure; for most of the results in this book a big challenge
is to determine the appropriate forms for λ and Λ. It is not straightforward
to give insight into this process other than to illustrate by examples and
present hindsight proofs. Perhaps the measure changes of Chapter 3 are
the most transparent, and more discussion is given for these.

We now give a conditional form of Bayes’ Theorem which is fundamental
for the results that follow. The result relates conditional expectations under
two different measures. Recall that φ is integrable if E |φ| < ∞. First we
shall consider a simple case.

Consider the experiment of throwing a die. The set of outcomes is Ω =
{1, 2, . . . , 6}. Suppose the die is not necessarily balanced, so that the prob-
ability of i showing is P (i) = pi, p1 + · · ·+ p6 = 1.

The σ-field F associated with this experiment is the collection of all
subsets of Ω, including the empty set φ. The sets in F are the events. (See
also Appendix A.) The probability of the event “odd number,” for instance,
is P {1, 3, 5} = p1 + p3 + p5. Consider the sub-σ-field G of F defined by
G = {Ω, φ, {1, 3, 5} , {2, 4, 6}}.

Now suppose φ is a real random variable on (Ω,F), that is, φ (i) ∈ R
for i = 1, 2, . . . , 6. The mean, or expected, value of φ is then E [φ] =∑6

i=1 φ (i) pi.
The conditional expected value of φ, given G, E [φ | G ], is then a function

which is constant on the smallest, nonempty sets of G. That is,

E [φ | G ] (i) =
φ (1) p1 + φ (3) p3 + φ (5) p5

p1 + p3 + p5
, if i ∈ {1, 3, 5} ,

E [φ | G ] (i) =
φ (2) p2 + φ (4) p4 + φ (6) p6

p2 + p4 + p6
, if i ∈ {2, 4, 6}

We note that ψ = E [φ | G ] can be considered a function on (Ω,F) and
that then E [E [φ | G ]] = E [φ] .

Suppose we now rebalance the die by introducing weights Λ (i) on the
different faces. Note that Λ is itself, therefore, a random variable on (Ω,F).

Write pi = Λ (i) pi = P (i), i = 1, . . . , 6, for the new balance proportion
assigned to the ith face. Then, because P is to be a probability measure,
E [Λ] = p1 + · · ·+ p6 = Λ (1) p1 + · · ·+ Λ (6) p6 = 1.

We have the following expressions:

E [ Λφ | G ] (i)

=
φ (1) Λ (1) p1 + φ (3) Λ (3) p3 + φ (5) Λ (5) p5

p1 + p3 + p5
, if i ∈ {1, 3, 5} ,
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E [ Λφ | G ] (i)

=
φ (2) Λ (2) p2 + φ (4) Λ (4) p4 + φ (6) Λ (6) p6

p2 + p4 + p6
, if i ∈ {2, 4, 6} .

Similarly,

E [ Λ | G ] (i) =
Λ (1) p1 + Λ (3) p3 + Λ (5) p5

p1 + p3 + p5
, if i ∈ {1, 3, 5} ,

E [ Λ | G ] (i) =
Λ (2) p2 + Λ (4) p4 + Λ (6) p6

p2 + p4 + p6
, if i ∈ {2, 4, 6} .

However, with E denoting expectation under the new probability P :

E [φ | G ] (i) =
φ (1) p1 + φ (3) p3 + φ (5) p5

p1 + p3 + p5

, if i ∈ {1, 3, 5} ,

E [φ | G ] (i) =
φ (2) p2 + φ (4) p4 + φ (6) p6

p2 + p4 + p6

, if i ∈ {2, 4, 6} .

Consequently, E [φ | G ] = E [ Λφ | G ] /E [ Λ | G ].
We now prove this result in full generality. For background on conditional

expectation see Elliott (1982b).

Theorem 3.2 (Conditional Bayes Theorem) Suppose (Ω,F , P ) is a prob-
ability space and G ⊂ F is a sub-σ-field. Suppose P is another probability
measure absolutely continuous with respect to P and with Radon-Nikodym
derivative dP/dP = Λ. Then if φ is any P integrable random variable

E [φ | G ] = ψ where ψ =
E [ Λφ | G ]
E [ Λ | G ]

if E[Λ | G] > 0

and ψ = 0 otherwise.

Proof Suppose B is any set in G. We must show∫
B

E [φ | G ] dP =
∫
B

E [ Λφ | G ]
E [ Λ | G ]

dP .

Define ψ = E [ Λφ | G ] /E [ Λ | G ] if E [ Λ | G ] > 0 and ψ = 0 otherwise.
Then E [φ | G ] = ψ.

Suppose A is any set in G. We must show
∫
A
E [φ | G ] dP =

∫
A
ψ dP .

Write G = {ω : E [ Λ | G ] = 0}, so G ∈ G. Then
∫
GE [ Λ | G ] dP = 0 =∫

G
Λ dP and Λ ≥ 0 a.s. So either P (G) = 0, or the restriction of Λ to G is

0 a.s. In either case, Λ = 0 a.s. on G.
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Now Gc = {ω : E [ Λ | G ] > 0}. Suppose A ∈ G; then A = B ∪ C where
B = A ∩Gc and C = A ∩G. Further,∫

A

E [φ | G ] dP =
∫
A

φdP =
∫
A

φΛ dP

=
∫
B

φΛ dP +
∫
C

φΛ dP. (3.6)

Of course, Λ = 0 a.s. on C ⊂ G, so∫
C

φΛ dP = 0 =
∫
C

ψ dP , (3.7)

by definition.
Now ∫

B

ψdP =
∫
B

E [ Λφ | G ]
E [ Λ | G ]

dP

= E

[
IB
E [ Λφ | G ]
E [ Λ | G ]

]
= E

[
IBΛ

E [ Λφ | G ]
E [ Λ | G ]

]
= E

[
E

[
IBΛ

E [ Λφ | G ]
E [ Λ | G ]

| G
]]

= E

[
IBE [ Λ | G ]

E [ Λφ | G ]
E [ Λ | G ]

]
= E [IBE [ Λφ | G ]]
= E [IBΛφ] .

That is ∫
B

ΛφdP =
∫
B

ψ dP . (3.8)

From (3.6), adding (3.7) and (3.8) we see that∫
C

ΛφdP +
∫
B

ΛφdP =
∫
A

ΛφdP

=
∫
A

E [φ | G ] dP =
∫
A

ψ dP ,

and the result follows.

A sequence {φk} is said to be G-adapted if φk is Gk-measurable for ev-
ery k.
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Applying Theorem 3.2 result to the P and P of (3.4) we have the follow-
ing:

Lemma 3.3 If {φk} is a G-adapted integrable sequence of random vari-
ables, then

E [φk | Yk ] =
E [ Λkφk | Yk ]
E [ Λk | Yk ]

Lemma 3.4 Under P , {Yk}, k ∈ N, is a sequence of i.i.d. random vari-
ables each having the uniform distribution that assigns probability 1

M to
each point fi, 1 ≤ i ≤M , in its range space.

Proof With E denoting expectation under P , using Lemma 3.1, Theo-
rem 3.2 and properties (1.1) and (1.2), then

P
(
Y jk+1 = 1 | Gk

)
= E [ 〈Yk+1, fj〉 | Gk ]

=
E [ Λk+1 〈Yk+1, fj〉 | Gk ]

E [ Λk+1 | Gk ]

=
ΛkE [λk+1 〈Yk+1, fj〉 | Gk ]

ΛkE [λk+1 | Gk ]
= E [λk+1 〈Yk+1, fj〉 | Gk ]

= E

 M∏
i=1

(
1

Mcik+1

)Y ik+1

〈Yk+1, fj〉
∣∣∣∣∣ Gk


= E

[
M∑
i=1

(
1

Mcik+1

)
Y ik+1Y

j
k+1

∣∣∣∣ Gk
]

=
1

Mcjk+1

E
[
Y jk+1

∣∣ Gk ]
=

1
Mcjk+1

cjk+1 =
1
M

= P
(
Y jk+1 = 1

)
,

a quantity independent of Gk which finishes the proof.

Now note that E [Xk+1 | Gk ] = E [ Λk+1Xk+1 | Gk ] /E [ Λk+1 | Gk ] =
E [λk+1Xk+1 | Gk ] = AXk so that under P , X remains a Markov chain
with transition matrix A.

A Reverse Measure Change

What we wish to do now is start with a probability measure P on
(Ω,
∨∞
n=1 Gn) such that
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1. the process X is a finite-state Markov chain with transition matrix A
and

2. {Yk}, k ∈ N, is a sequence of i.i.d. random variables and

P
(
Y jk+1 = 1 | Gk

)
= P

(
Y jk+1 = 1

)
=

1
M
.

Suppose C = (cji), 1 ≤ j ≤ M , 1 ≤ i ≤ N is a matrix such that cji ≥ 0
and

∑M
j=1 cji = 1.

We shall now construct a new measure P on (Ω,
∨∞
n=1 Gn) such that

under P , (2.14) still holds and E [Yk+1 | Gk ] = CXk. We again write

ck+1 = CXk

and cik+1 = 〈ck+1, fi〉 = 〈CXk, fi〉, so that

M∑
i=1

cik+1 = 1. (3.9)

Remark 3.5 We do not divide by the cik in the construction of P from P .
Therefore, we no longer require the cik to be strictly positive. 2

The construction of P from P is inverse to that of P from P . Write

λ` =
M∏
i=1

(
Mci`

)Y i` , ` ∈ N, (3.10)

and

Λk =
k∏
`=1

λ`. (3.11)

Lemma 3.6 With the above definitions

E
[
λk+1 | Gk

]
= 1. (3.12)

Proof Following the proof of Lemma 3.6

E
[
λk+1 | Gk

]
= E

[
M∏
i=1

(
Mcik+1

)Y ik+1 | Gk

]

= M

M∑
i=1

cik+1P

(
Y ik+1 = 1

∣∣∣∣ Gk )

= M

M∑
i=1

cik+1

M
=

M∑
i=1

cik+1 = 1,
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This time set
dP

dP

∣∣∣∣
Gk

= Λk. (3.13)

[The existence of P follows from Kolmogorov’s Extension Theorem (Kol-
mogorov, 1933); see also Appendix A.]

Lemma 3.7 Under P ,

E [Yk+1 | Gk ] = CXk.

Proof Using Theorem 3.2 and the now familiar properties (1.1) and (1.2),
then

P
(
Y jk+1 = 1 | Gk

)
= E [ 〈Yk+1, fj〉 | Gk ]

=
E
[

Λk+1 〈Yk+1, fj〉 | Gk
]

E
[

Λk+1 | Gk
] (case Λ 6= 0)

=
E
[
λk+1 〈Yk+1, fj〉 | Gk

]
E
[
λk+1 | Gk

]
= E

[
M∏
i=1

(
Mcik+1

)Y ik+1 〈Yk+1, fj〉
∣∣∣∣ Gk

]
= ME

[
cjk+1 〈Yk+1, fj〉 | Gk

]
= cjk+1.

In case Λk+1 = 0 we take 0
0 = 1, and the result follows.

2.4 Unnormalized Estimates and Bayes’ Formula

Recall our discrete HMM of Section 2; recall also that Yk is the complete
σ-field generated by knowledge of Y1, . . . , Yk and Gk is the complete σ-
field generated by knowledge of X0, X1, . . . , Xk and Y1, . . . , Yk. We suppose
there is a probability P on (Ω,

∨∞
n=1 Gn) such that, under P , Xk+1 = AXk+

Vk+1, where Vk is a
(
P ,Gk

)
martingale increment. That is, E [Vk+1 | Gk ] =

0 and the {Yk} are i.i.d. with P
(
Y jk = 1

)
= 1

M , and the Yk are conditionally
independent of Vk, given Gk, under both P and P . We also have via the
double expectation property listed in Appendix A,

E [Vk+1 | Yk+1 ] = E
[
E [Vk+1 | Gk,Yk+1 ] | Yk+1

]
= E

[
E [Vk+1 | Gk ] | Yk+1

]
= 0. (4.1)
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The measure P is then defined using (3.13). Recall from Lemma 3.3 that
for a G-adapted sequence {φk},

E [φk | Yk ] =
E
[

Λkφk | Yk
]

E
[

Λk | Yk
] . (4.2)

Remark 4.1 This identity indicates why the unnormalized conditional ex-
pectation E

[
Λkφk | Yk

]
is investigated. 2

Write qk (er), 1 ≤ r ≤ N , k ∈ N, for the unnormalized, conditional
probability distribution such that

E
[

Λk 〈Xk, er〉 | Yk
]

= qk (er) .

Note that an alternative standard notation for this unnormalized condi-
tional distribution is α; this is used in later chapters for a related distribu-
tion.

Now
∑N

i=1 〈Xk, ei〉 = 1, so

N∑
i=1

qk (ei) = E

[
Λk

N∑
i=1

〈Xk, ei〉 | Yk

]
= E

[
Λk | Yk

]
.

Therefore, from (4.2) the normalized conditional probability distribution

pk (er) = E [ 〈Xk, er〉 | Yk ]

is given by

pk (er) =
qk (er)∑k
j=1 qk (ej)

.

To conclude this section with a basic example we obtain a recursive expres-
sion for qk. Recursive estimates for more general processes will be obtained
in Section 5.

Notation 4.2 To simplify the notation we write cj (Yk) = M
∏M
i=1 c

Y ik
ij ,

and for any N -dimensional vector v we write v(.) = (v1, . . . , vN )′.

Theorem 4.3 For k ∈ N and 1 ≤ r ≤ N , the recursive filter for the
unnormalized estimates of the states is given by

qk+1 = A diag (qk) c(.) (Yk+1) . (4.3)
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Proof Using the independence assumptions under P , the independence
of Vk+1 and Yk+1 under P and the fact that

∑N
j=1 〈Xk, ej〉 = 1, as well as

properties (1.1) and (1.2), we have

E
[
〈Xk+1, er〉Λk+1 | Yk+1

]
= E

[
〈AXk + Vk+1, er〉Λk

M∏
i=1

(
Mcik+1

)Y ik+1

∣∣∣∣ Yk+1

]

= ME

[
〈AXk, er〉Λk

M∏
i=1

(〈CXk, fi〉)Y
i
k+1

∣∣∣∣ Yk+1

]
[because Vk+1 is a martingale increment with (4.1) holding]

= M
N∑
j=1

E
[
〈Xk, ej〉 arjΛk | Yk+1

] M∏
i=1

c
Y ik+1
ij

= M

N∑
j=1

E
[
〈Xk, ej〉 arjΛk | Yk

] M∏
i=1

c
Y ik+1
ij

(because yk is i.i.d. under P )

= M

N∑
j=1

qk (ej) arj
M∏
i=1

c
Y ik+1
ij .

Using Notation 4.2 the result follows.

Remark 4.4 This unnormalized recursion is a discrete-time form of Za-
kai’s Theorem (Zakai, 1969). This recursion is linear. 2

2.5 A General Unnormalized Recursive Filter

We continue to work under measure P so that

Xk+1 = AXk + Vk+1 (5.1)

and the Yk are independent random variables, uniformly distributed over
f1, . . . , fM .

Notation 5.1 If {Hk}, k ∈ N, is any integrable sequence of random vari-
ables we shall write

γk (Hk) = E
[

ΛkHk | Yk
]
. (5.2)

Note this makes sense for vector processes H.
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Using Lemma 3.3 we see that

E [Hk | Yk ] =
E
[

ΛkHk | Yk
]

E
[

Λk | Yk
] =

γk (Hk)
γk (1)

. (5.3)

Consequently γk (Hk) is an unnormalized conditional expectation of Hk

given Yk. We shall take γ0 (X0) = E [X0]; this provides the initial value for
later recursions.

Now suppose {Hk}, k ∈ N, is an integrable (scalar) sequence. With
∆Hk+1 = Hk+1 −Hk, Hk+1 = Hk + ∆Hk+1, then

γk+1 (Hk+1) = E
[

Λk+1Hk | Yk+1

]
+ E

[
Λk+1∆Hk+1 | Yk+1

]
.

Consider the first term on the right. Then, using the now familiar properties
(1.1) and (1.2),

E
[

Λk+1Hk | Yk+1

]
= E

[
ΛkHkλk+1 | Yk+1

]
= E

[
ΛkHkM

M∏
i=1

〈CXk, fi〉Y
i
k+1

∣∣∣ Yk+1

]

=
N∑
j=1

E
[

ΛkHk 〈Xk, ej〉 | Yk
]
M

M∏
i=1

c
Y ik+1
ij

=
N∑
j=1

cj (Yk+1) 〈γk (HkXk) , ej〉 .

In this way the estimate for γk+1 (Hk+1) introduces γk (HkXk). A tech-
nical trick is to investigate the recursion for γk+1 (Hk+1Xk+1). A similar
discussion to that above then introduces the term γk (HkXkX

′
k); this

can be written
∑N
i=1 〈γk (HkXk) , ei〉 eie′i. Therefore, the estimates for

γk+1 (Hk+1Xk+1) can be recursively expressed in terms of γk (HkXk) (to-
gether with other terms). Writing 1 for the vector (1, 1, . . . , 1)′ ∈ RN we
see 〈Xk, 1〉 =

∑N
i=1 〈Xk, ei〉 = 1, so

〈γk (HkXk) , 1〉 = γk (Hk 〈Xk, 1〉) = γk (Hk) . (5.4)

Consequently, the unnormalized estimate γk (Hk) is obtained by summing
the components of γk (HkXk). Furthermore, taking Hk = 1 in (5.4) we see

γk (1) = 〈γk (Xk) , 1〉 = E
[

Λk | Yk
]

=
N∑
i=1

qk (ei)

using the notation of Section 4. Therefore, the normalizing factor γk (1) in
(5.3) is obtained by summing the components of γk (Xk).
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We now make the above observations precise by considering a more spe-
cific, though general, process H.

Suppose, for k ≥ 1, Hk is a scalar process of the form

Hk+1 =
k+1∑
`=1

(α` + 〈β`, V`〉+ 〈δ`, Y`〉)

= Hk + αk+1 + 〈βk+1, Vk+1〉+ 〈δk+1, Yk+1〉 . (5.5)

Here V` = X`−AX`−1 and α`, β`, δ` are G-predictable processes of appro-
priate dimensions, that is, α`, β`, δ` are G`−1 measurable, α` is scalar, β`
is N -dimensional, and δ` is M -dimensional.

Notation 5.2 For any process φk, k ∈ N, write

γm,k (φm) = E
[

ΛkφmXk | Yk
]
. (5.6)

Theorem 5.3 For 1 ≤ j ≤M write cj = Cej = (c1j , . . . , cMj)
′ for the jth

column of C = (cij) and aj = Aej = (a1j , . . . , aNj)
′ for the jth column of

A = (aij). Then

γk+1,k+1 (Hk+1) =
N∑
j=1

cj (Yk+1) {〈γk,k (Hk) + γk+1,k (αk+1 + 〈δk+1, Yk+1〉) , ej〉 aj

+
[
diag (aj)− aja′j

]
E
[ 〈

ΛkXk, ej
〉
βk+1 | Yk+1

]}
.(5.7)

Proof

γk+1,k+1 (Hk+1)
= E

[
Xk+1Hk+1Λk+1 | Yk+1

]
= E

[
(AXk + Vk+1) (Hk + αk+1 + 〈βk+1, Vk+1〉+ 〈δk+1, Yk+1〉)
× Λkλk+1 | Yk+1

]
= E

[
((Hk + αk+1 + 〈δk+1, Yk+1〉)AXk + 〈Vk+1〉βk+1)

× Λkλk+1 | Yk+1

]
,{

because, as in Lemma 2.2,

E
[

Λkλk+1Vk+1V
′
k+1 | Yk

]
= E

[
E
[

Λkλk+1Vk+1V
′
k+1 | X0, X1, . . . , Xk,Yk

]
| Yk

]
= E

[ 〈
Λkλk+1Vk+1

〉
| Yk

] }
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=
N∑
j=1

cj (Yk+1)E
[ (

(Hk + αk+1 + 〈δk+1, Yk+1〉) aj

+ 〈Vk+1〉βk+1

)
Λk 〈Xk, ej〉 | Yk+1

]
.

Finally, because the Y are i.i.d. this final conditioning is the same as con-
ditioning on Yk. Using Lemma 2.2 and Notation 5.2 the result follows.

2.6 States, Transitions, and Occupation Times

Estimators for the State

Take Hk+1 = H0 = α0 = 1, α` = 0, ` ≥ 1, β` = 0, ` ≥ 0 and δ` = 0, ` ≥ 0.
Applying Theorem 5.3 we have again the unnormalized filter Equation (4.3)
for qk = (qk (e1) , . . . , qk (eN)) in vector form:

γk+1,k+1 (1) = qk+1 =
N∑
j=1

cj (Yk+1) 〈qk, ej〉 aj . (6.1)

with normalized form

pk = qk 〈qk, 1〉−1
. (6.2)

This form is similar to that given by Aström (1965) and Stratonovich
(1960). We can also obtain a recursive form for the unnormalized con-
ditional expectation of 〈Xm, ep〉 given Yk+1, m < k+ 1. This is the unnor-
malized smoother . For this we take Hk+1 = Hm = 〈Xm, ep〉, m < k + 1,
1 ≤ p ≤ N , α` = 0, β` = 0 and δ` = 0. Applying Theorem 5.3 we have

γm,k+1 (〈Xm, ep〉) =
N∑
j=1

cj (Yk+1) 〈γm,k (〈Xm, ep〉) , ej〉 aj . (6.3)

We see that Equation (6.3) is indeed a recursion in k; this is why we consider
HkXk. Taking the inner product with 1 and using Notation 5.1 gives the
smoothed, unnormalized estimate

γk (〈Xm, ep〉) = E
[

Λk 〈Xm, ep〉 | Yk
]
.
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Estimators for the Number of Jumps

The number of jumps from state er to state es in time k is given by

J rsk =
k∑
`=1

〈X`−1, er〉 〈X`, es〉 .

Using X` = AX`−1 + V` this is

=
k∑
`=1

〈X`−1, er〉 〈AX`−1, es〉+
k∑
`=1

〈X`−1, er〉 〈V`, es〉

=
k∑
`=1

〈X`−1, e1r〉 asr +
k∑
`=1

〈X`−1, er〉 〈V`, es〉 .

Applying Theorem 5.3 with Hk+1 = J rsk+1, H0 = 0, α` = 〈X`−1, er〉 asr,
β` = 〈X`−1, er〉 es, δ` = 0 we have

γk+1,k+1

(
J rsk+1

)
= M

N∑
j=1

(M∏
i=1

c
Y ik+1
ij

){
〈γk,k (J rsk ) + γk,k (〈Xk, er〉 asr) , ej〉 aj

+
[
diag (aj)− aja′j

]
× E

[ 〈
ΛkXk, ej

〉
〈Xk, er〉 es | Yk+1

]}
= M

N∑
j=1

(M∏
i=1

c
Y ik+1
ij

)
〈γk,k (J rsk ) , ej〉 aj

+M 〈qk, er〉
(M∏
i=1

c
Y ik+1
ir

)
[asrar + es diag (ar)− es (ara′r)]

that is, using Notation 4.2,

γk+1,k+1

(
J rsk+1

)
=

N∑
j=1

cj (Yk+1) 〈γk,k (J rsk ) , ej〉 aj

+ cr (Yk+1) 〈qk, er〉 asres.

(6.4)

Together with the recursive Equation (6.1) for qk we have in (6.4) a re-
cursive estimator for γk,k (J rsk ). Taking its inner product with 1, that is,
summing its components, we obtain γk (J rsk ) = E

[
ΛkJ rsk | Yk

]
.
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Taking Hk+1 = Hm = J rsm , α` = 0, ` > m, β` = 0, ` ≥ 0, δ` = 0,
` ≥ 0, and applying Theorem 5.3 we obtain for k > m, the unnormalized
smoothed estimate E

[
Λk+1J rsm Xk+1 | Yk+1

]
γm,k+1 (J rsm ) =

N∑
j=1

cj (Yk+1) 〈γm,k (J rsm ) , ej〉 aj . (6.5)

Again, by considering the product J rsm Xk a recursive form has been ob-
tained. Taking the inner product with 1 gives the smoothed unnormalized
estimate E

[
ΛkJ rsm | Yk

]
.

Estimators for the Occupation Time

The number of occasions up to time k for which the Markov chain X has
been in state er, 1 ≤ r ≤ N , is

Ork+1 =
k+1∑
`=1

〈X`−1, er〉 .

Taking Hk+1 = Ork+1,H0 = 0, α` = 〈X`−1, er〉, β` = 0, δ` = 0 and applying
Theorem 5.3 we have

γk+1,k+1

(
Ork+1

)
= M

N∑
j=1

M∏
i=1

c
Y ik+1
ij (〈γk,k (Ork) , ej〉

+ 〈γk,k (〈Xk, er〉) , ej〉) aj .

That is

γk+1,k+1

(
Ork+1

)
=

N∑
j=1

cj (Yk+1) 〈γk,k (Ork) , ej〉 aj + cr (Yk+1) 〈qk, er〉 ar.

(6.6)
Together with (6.1) for qk this equation gives a recursive expression for
γk,k (Ork). Taking the inner product with 1 gives γk (Ork) = E [Ork | Yk ].
For the related smoother take k > m, Hk+1 = Hm = Orm, α` = 0, β` = 0,
δ` = 0 and apply Theorem 5.3 to obtain

γm,k+1 (Orm) =
N∑
j=1

cj (Yk+1) 〈γm,k (Orm) , ej〉 aj . (6.7)
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Estimators for State to Observation Transitions

In estimating the parameters of our model in the next section we shall
require estimates and smoothers of the process

T rsk =
k∑
`=1

〈X`−1, er〉 〈Y`, fs〉

which counts the number of times up to time k that the observation process
is in state fs given the Markov chain at the preceding time is in state er,
1 ≤ r ≤ N , 1 ≤ s ≤ M . Taking Hk+1 = T rsk+1, H0 = 0, α` = 0, β` = 0,
δ` = 〈X`−1, er〉 fs and applying Theorem 5.3

γk+1,k+1

(
T rsk+1

)
= M

N∑
j=1

M∏
i=1

c
Y ik+1
ij (〈γk,k (T rsk ) , ej〉

+ 〈γk,k (〈Xk, er〉 〈Yk+1, fs〉) , ej〉) aj .

That is, using Notation 4.2,

γk+1,k+1

(
T rsk+1

)
=

N∑
j=1

cj (Yk+1) 〈γk,k (T rsk ) , ej〉 aj

+M 〈qk, er〉 〈Yk+1, fs〉 csrar.

(6.8)

Together with Equation (6.1) for qk we have a recursive expression for
γk,k (T rsk ). To obtain the related smoother take k + 1 > m, Hk+1 = Hm =
T rsm , α` = 0, β` = 0, δ` = 0 and apply Theorem 5.3 to obtain

γm,k+1 (T rsm ) =
N∑
j=1

cj (Yk+1) 〈γm,k (T rsm ) , ej〉 aj . (6.9)

This is recursive in k.

Remark 6.1 Note the similar form of the recursions (6.1), (6.4), (6.6),
and (6.8). 2

2.7 Parameter Reestimation

In this section we show how, using the expectation maximization (EM)
algorithm, the parameters of the model can be estimated. In fact, it is a
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conditional pseudo log-likelihood that is maximized, and the new parame-
ters are expressed in terms of the recursive estimates obtained in Section 6.
We begin by describing the EM algorithm.

The basic idea behind the EM algorithm is as follows (Baum and Petrie,
1966). Let {Pθ, θ ∈ Θ} be a family of probability measures on a measurable
space (Ω,F) all absolutely continuous with respect to a fixed probability
measure P0 and let Y ⊂ F . The likelihood function for computing an
estimate of the parameter θ based on the information available in Y is

L (θ) = E0

[
dPθ
dP0

| Y
]
,

and the maximum likelihood estimate (MLE) is defined by

θ̂ ∈ argmax
θ∈Θ

L (θ) .

The reasoning is that the most likely value of the parameter θ is the one
that maximizes this conditional expectation of the density.

In general, the MLE is difficult to compute directly, and the EM algo-
rithm provides an iterative approximation method:

Step 1. Set p = 0 and choose θ̂0.

Step 2. (E-step) Set θ∗ = θ̂p and compute Q (·, θ∗), where

Q (θ, θ∗) = Eθ∗

[
log

dPθ
dPθ∗

∣∣∣ Y ] .
Step 3. (M-step) Find

θ̂p+1 ∈ argmax
θ∈Θ

Q (θ, θ∗) .

Step 4. Replace p by p + 1 and repeat beginning with Step 2 until a
stopping criterion is satisfied.

The sequence generated
{
θ̂p, p ≥ 0

}
gives nondecreasing values of the

likelihood function to a local maximum of the likelihood function: it follows
from Jensen’s Inequality, see Appendix A, that

logL
(
θ̂p+1

)
− logL

(
θ̂p

)
≥ Q

(
θ̂p+1, θ̂p

)
,

with equality if θ̂p+1 = θ̂p. We call Q (θ, θ∗) a conditional pseudo-log-
likelihood.
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Our model (2.14) is determined by the set of parameters

θ := (aji, 1 ≤ i, j ≤ N, cji, 1 ≤ j ≤M, 1 ≤ i ≤ N)

which are also subject to the constraints (2.15) and (2.16). Suppose our
model is determined by such a set θ and we wish to determine a new set

θ̂ = (âji (k) , 1 ≤ i, j ≤ N, ĉji (k) , 1 ≤ j ≤M, 1 ≤ i ≤ N)

which maximizes the conditional pseudo-log-likelihoods defined below. Re-
call Fk is the complete σ-field generated by X0, X1, . . . , Xk. Consider first
the parameters aji. To replace the parameters aji by âji (k) in the Markov
chain X we define

Λk =
k∏
`=1

N∏
r,s=1

[
âsr (k)
asr

]〈X`,es〉〈X`−1,er〉
.

In case aji = 0, take âji(k) = 0 and âji(k)/aji = 1. Set

dPθ̂
dPθ

∣∣∣∣
Fk

= Λk.

To justify this we establish the following result.

Lemma 7.1 Under the probability measure Pθ̂ and assuming Xk = er,
then

Eθ̂ [ 〈Xk+1, es〉 | Fk ] = âsr (k) .

Proof

Eθ̂ [ 〈Xk+1, es〉 | Fk ] =
E [ 〈Xk+1, es〉Λk+1 | Fk ]

E [ Λk+1 | Fk ]

=
E
[
〈Xk+1, es〉 âsr(k)

asr

∣∣ Fk ]
E
[∏N

r=1

[
âsr(k)
asr

]〈Xk+1,es〉 ∣∣ Fk ]
=

âsr(k)
asr

asr∑N
r=1

âsr(k)
asr

asr

= âsr (k) .

Notation 7.2 For any process φk, k ∈ N, write φ̂k = E [φk | Yk ] for
its Y-optional projection. In discrete time this conditioning defines the Y-
optional projection.
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Theorem 7.3 The new estimates of the parameter âsr (k) given the ob-
servations up to time k are given, when defined, by

âsr (k) =
Ĵ rsk
Ôrk

=
γk (J rsk )
γk (Ork)

(7.1)

Proof

log Λk =
N∑

r,s=1

k∑
`=1

〈X`, es〉 〈X`−1, er〉 [log âsr (k)− log asr]

=
N∑

r,s=1

J rsk log âsr (k) +R (a)

where R (a) is independent of â. Therefore,

E [ log Λk | Yk ] =
N∑

r,s=1

Ĵ rsk log âsr (k) + R̂ (a) . (7.2)

Now the âsr (k) must also satisfy the analog of (2.15)

N∑
s=1

âsr (k) = 1. (7.3)

Observe that
N∑

r,s=1

J rsk = Ork (7.4)

and in conditional form
N∑
s=1

Ĵ rsk = Ôrk. (7.5)

We wish, therefore, to choose the âsr (k) to maximize (7.2) subject to the
constraint (7.5). Write λ for the Lagrange multiplier and put

L (â, λ) =
N∑

r,s=1

Ĵ rsk log âsr (k) + R̂ (a) + λ

(
N∑
s=1

âsr (k)− 1

)
.
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Differentiating in λ and âsr (k), and equating the derivatives to 0, we have
the optimum choice of âsr (k) is given by the equations

1
âsr (k)

Ĵ rsk + λ = 0 (7.6)

N∑
s=1

âsr (k) = 1. (7.7)

From (7.5)–(7.7) we see that λ = −Ôrk so the optimum choice of âsr (k),
1 ≤ s, r ≤ N , is

âsr (k) =
Ĵ rsk
Ôrk

=
γk (J rsk )
γk (Ork)

. (7.8)

Note that the unnormalized conditional expectations in (7.8) are given
by the inner product with 1 of (6.4) and (6.6).

Consider now the parameters cji in the matrix C. To replace the param-
eters csr by ĉsr (k) we must now consider the Radon-Nikodym derivative

Λ̃k =
k∏
`=1

N∏
r=1

M∏
s=1

[
ĉsr (k)
csr

]〈X`−1,er〉〈Y`,fs〉
.

By analogy with Lemma 3.1 we introduce a new probability by setting

dPθ̂
dPθ

∣∣∣∣
Gk

= Λ̃k.

Then Eθ̂ [ 〈Yk+1, fs〉 | Xk = er ] = ĉsr (k) .
Then

E
[

log Λ̃k | Yk
]

=
N∑
r=1

M∑
s=1

T rsk log ĉsr (k) + R̃ (c) (7.9)

where R̃ (c) is independent of ĉ. Now the ĉsr (k) must also satisfy

M∑
s=1

ĉsr (k) = 1. (7.10)

Observe that
M∑
s=1

T rsk = Ork
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and conditional form
M∑
s=1

T̂ rsk = Ôrk (7.11)

We wish, therefore, to choose the ĉsr (k) to maximize (7.9) subject to the
constraint (7.11). Following the same procedure as above we obtain:

Theorem 7.4 The maximum log likelihood estimates of the parameters
ĉsr (k) given the observation up to time k are given, when defined, by

ĉsr (k) =
γk (T rsk )
γk (Ork)

. (7.12)

Together with the estimates for γk (T rsk ) given by the inner product with 1
of Equation (6.8) and the estimates for γk (Ork) given by taking the inner
product with 1 of Equation (6.6) we can determine the optimal choice for
ĉsr (k), 1 ≤ s ≤ M − 1, 1 ≤ r ≤ N . However,

∑M
s=1 ĉsr (k) = 1 for each r,

so the remaining ĉMr (k) can also be found.

Remarks 7.5 The revised parameters âsr (k), ĉsr (k) determined by (7.8)
and (7.12) give new probability measures for the model. The quantities
γk (J rsk ), γk (T rsk ), γk (Ork) can then be reestimated using the new param-
eters and perhaps new data, together with smoothing equations. The se-
quences of densities Λk and Λ̃k are improved by construction, and the model
parameters are updated or tuned to the observations. The backward pass
as used in the Baum-Welch algorithm is not required. 2

2.8 Recursive Parameter Estimation

In Section 7 we obtained estimates for the aji and the cji. However, these
are not recursive, that is, the estimate at time k is not expressed as the
estimate at time (k − 1) plus a correction based on new information. In this
section we derive recursive estimates for the parameters. Unfortunately,
these recursions are not in general finite-dimensional. Recall our discrete
HMM signal model (2.14) is parametrized in terms of aji, cji. Let us collect
these parameters into a parameter vector θ, so that we can write A = A (θ),
C = C (θ). Suppose that θ is not known a priori. Let us estimate θ in a
recursive manner, given the observations Yk. We assume that θ will take
values in some set Θ ∈ Rp.

Let us now write Gk for the complete σ-field generated by knowledge of
X0, X1, . . . , Xk, Y1, . . . , Yk, together with θ. Again Yk will be the complete
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σ-field generated by knowledge of Y1, . . . , Yk. With this enlarged Gk the
results of Sections 2 and 3 still hold. We suppose there is a probability P on
(Ω,
∨∞
`=1 G`) such that, under P , the {Y`} are i.i.d. with P

(
Y j` = 1

)
= 1

M ,
and Xk+1 = AXk + Vk+1, where Vk is a

(
P ,Gk

)
martingale increment.

Write qrk (θ), 1 ≤ r ≤ N , k ∈ N, for an unnormalized, conditional density
such that

E
[

Λk 〈Xk, er〉 I (θ ∈ dθ) | Yk
]

= qrk (θ) dθ.

Here, I (A) is the indicator function of the set A, that is, the function that
is 1 on A and 0 otherwise. The existence of qrk (θ) will be discussed below.
The normalized conditional density prk (θ), such that

prk (θ) dθ = E [ 〈Xk, er〉 I (θ ∈ dθ) | Yk ] ,

is then given by

prk (θ) =
qrk (θ)∑N

j=1

∫
Θ
qjk (u) du

.

We suppose an initial distribution p0 (.) =
(
p1

0 (.) , . . . , pN0 (.)
)

is given. This
is further discussed in Remark 8.2. A recursive expression for qrk (θ) is now
obtained:

Theorem 8.1 For k ∈ N, and 1 ≤ r ≤ N , then the recursive estimates of
an unnormalized joint conditional distribution of Xk and θ are given by

qrk+1 (θ) = a′r,(.) diag (qk (θ)) c(.) (Yk+1) . (8.1)

Proof Suppose g is any real-valued Borel function on Θ. Then

E
[
〈Xk+1, er〉 g (θ) Λk+1 | Yk+1

]
=
∫

Θ

qrk+1 (u) g (u)du (8.2)

= E

[
〈AXk + Vk+1, er〉 g (θ) Λk

M∏
i=1

M
(
cik+1

)Y ik+1
∣∣∣ Yk+1

]

= ME

[
〈AXk, er〉 g (θ) Λk

M∏
i=1

〈CXk, fi〉Y
i
k+1

∣∣∣ Yk+1

]

= M

N∑
s=1

E
[
〈Xk, es〉 arsg (θ) Λk | Yk

] M∏
i=1

c
Y ik+1
is

= M

∫
Θ

N∑
s=1

arsq
s
k (u) g (u)du

M∏
i=1

c
Y ik+1
is . (8.3)
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As g is arbitrary, from (8.2) and (8.3) we see

qrk+1 (u) = M

N∑
s=1

(
arsq

s
k (u)

M∏
i=1

c
Y ik+1
is

)
.

Using Notation 4.2 the result follows.

Compared with Theorem 4.3 the new feature of Theorem 8.1 is that it
updates recursively the estimate of the parameter.

Remark 8.2 Suppose π = (π1, . . . , πN ), where πi = P (X0 = ei) is the
initial distribution for X0 and h (θ) is the prior density for θ. Then

qr0 (θ) = πrh (θ) ,

and the updated estimates are given by (8.1). 2

If the prior information aboutX0 is that, say,X0 = ei, then the dynamics
of X , (2.4) will move the state around and the estimate is given by (8.1). If
the prior information about θ is that θ takes a particular value, then h (θ)
(or a factor of h) is a delta function at this value. No noise or dynamics
enters into θ, so the equations (8.1) just continue to give the delta function
at this value. This is exactly to be expected. The prior distribution h taken
for θ must represent the a priori information about θ; it is not an initial
guess for the value of θ.

Time-varying dynamics for θ could be incorporated in our model. Possi-
bly θk+1 = Aθθk+vk+1, where vk+1 is the noise term. However, the problem
then arises of estimating the terms of the matrix Aθ.

Finally, we note the equations (8.1) are really just a family of equations
parametrized by θ. In particular, if θ can take one of finitely many values
θ1, θ2, . . . , θp we obtain p equations (8.1) for each possible θi. The prior for
θ is then just a distribution over θ1, . . . , θp.

2.9 Quantized Observations

Suppose now the signal process {x`} is of the form

xk+1 = Axk + vk+1

where xk ∈ Rd, A = (aji) is a d × d matrix and {v`}, ` ∈ N, is a sequence
of i.i.d. random variables with density function ψ. (Time-varying densities
or nonlinear equations for the signal can be considered.) We suppose x0,
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or its distribution, is known. The observation process is again denoted
by Y`, ` ∈ N. However, the observations are quantized, so that the range
space of Y` is finite. Here, also, we shall identify the range of Y` with the
unit vectors f1, . . . , fM , fj = (0, . . . , 1, . . . , 0)′ ∈ RM , for some M . Again
suppose some parameters θ ∈ Θ in the model are not known. Write Gk for
the complete σ-field generated by x0, x1, . . . , xk, Y1, . . . , Yk and θ; Yk is the
complete σ-field generated by Y1, . . . , Yk. If Y i` = 〈Y`, fi〉, 1 ≤ i ≤M , then
Y` =

(
Y i` , . . . , Y

M
`

)′ and
∑M

i=1 Y
i
` = 1. Write

ci` = E [ 〈Y`, fi〉 | G`−1 ] = P (Y` = fi | G`−1 ) .

We shall suppose

P (Y` = fi | G`−1 ) = P ( Y` = fi | x`−1 ) , 1 ≤ i ≤M, ` ∈ N.

In this case we write ci` (x`−1). Suppose ci` (x`−1) > 0, 1 ≤ i ≤ M , ` ∈ N.
Write

Λk =
k∏
`=1

M∏
i=1

[
1

Mci` (x`−1)

]Y i`
.

Defining P by setting
dP

dP

∣∣∣∣
Gk

= Λk

gives a measure such that

E [ 〈Y`, fi〉 | G`−1 ] =
1
M
.

Suppose we start with a measure P on (Ω,
∨∞
`=1 G`) such that

E [ 〈Y`, fi〉 | G`−1 ] =
1
M

and xk+1 = Axk + vk+1. Write

Λk =
k∏
`=1

M

M∏
i=1

[
ci` (x`−1)

]Y i` .
[Note this no longer requires cik+1 (xk) > 0.]

Introduce P by putting
dP

dP

∣∣∣∣
Gk

= Λk.
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Suppose f is any Borel function on Rd and g is any Borel function on Θ,
and write qk (z, θ) for an unnormalized conditional density such that

E
[

ΛkI (xk ∈ dz) I (θ ∈ dθ) | Yk
]

= qk (z, θ)dzdθ.

Then

E
[
f (xk+1) g (θ) Λk+1 | Yk+1

]
=
∫∫

f (ξ) g (u) qk+1 (ξ, u) dξ dλ (u) . (9.1)

The right-hand side is also equal to

= ME

[
f (Axk + vk+1) g (θ) Λk

M∏
i=1

cik+1 (xk)Y
i
k+1 | Yk+1

]

= M

∫∫∫
f (Az + v) g (u)

[
M∏
i=1

cik+1 (z)Y
i
k+1

]
ψ (v) qk (z, u)dv dz dλ (u) .

Write ξ = Az + v, so v = ξ −Az. The above is

= M

∫∫∫
f (ξ) g (u)

(
M∏
i=1

cik+1 (z)Y
i
k+1

)
ψ (ξ −Az) qk (z, u)dz dξ dλ (u) .

(9.2)
Comparing (9.1) and (9.2) and denoting

ck+1 (Yk+1, z) = M

M∏
i=1

cik+1 (z)Y
i
k+1

we have the following result:

Theorem 9.1 The recursive estimate of an unnormalized joint conditional
density of the signal x and the parameter θ satisfies:

qk+1 (ξ, u) =
∫
Rd
ck+1 (Yk+1, z)ψ (ξ −Az) qk (z, u)dz.

Example

In Kulhavy (1990) the following simple situation is considered. Suppose
θ ∈ R is unknown. {v`}, ` ∈ N, is a sequence of i.i.d. N

(
0, σ2

)
random

variables. The real line is partitioned into M disjoint intervals,

I1 = (−∞, α1) , I2 = [α1, α2) , . . . , IM−1 = [αM−2, αM−1) , IM = [αM ,∞) .
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The signal process is x` = θ + v`, ` ∈ N. The observation process Y` is an
M -dimensional unit vector such that Y i` = 1 if x` ∈ Ii. Then

ci` = P
(
Y i` = 1 | G`−1

)
= P

(
Y i` = 1 | θ

)
= P

(
αi−1 ≤ Y i` < αi | θ

)
=
(
2πσ2

)−1/2
∫ αi−θ

αi−1−θ
exp

(
−x2/2σ2

)
dx

= ci` (θ) , 1 ≤ i ≤M.

Measure P is now introduced. Write qk (θ) for the unnormalized conditional
density such that

E
[

ΛkI (θ ∈ dθ) | Yk
]

= qk (θ) dθ.

Then, for an arbitrary Borel function g,

E
[
g (θ) Λk+1 | Yk+1

]
=
∫
R
g (λ) qk+1 (λ) dλ

= ME

[
g (θ) Λk

M∏
i=1

[
cik+1 (θ)

]
Y ik+1 | Yk+1

]

= M

∫
R
g (λ)

[
M∏
i=1

cik+1 (λ)Y
i
k+1

]
qk (λ) dλ.

We, therefore, have the following recursion formula for the unnormalized
conditional density of θ:

qk+1 (λ) =

(
M∏
i=1

cik+1 (λ)Y
i
k+1

)
qk (λ) . (9.3)

The conditional density of θ given Yk is then

pk (λ) =
qk (λ)∫

R qk (ξ) dξ
.

2.10 The Dependent Case

The situation considered in this section, (which may be omitted on a first
reading), is that of a hidden Markov Model for which the “noise” terms in
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the state and observation processes are possibly dependent. An elementary
prototype of this situation, for which the observation process is a single
point process, is discussed in Segall (1976b). The filtrations {Fk}, {Gk}
and {Yk} are as defined in Section 1.2. The semimartingale form of the
Markov chain is, as in Section 2,

Xk+1 = AXk + Vk+1, k ∈ N,

where Vk is an {Fk} martingale increment, aji = P (Xk+1 = ej | Xk = ei )
and A = (aji). Again the Markov chain is not observed directly; rather we
suppose there is a finite-state observation process Y . The relation between
X and Y can be given as P (Yk+1 = fr | Gk ) = P ( Yk+1 = fr | Xk ) so that

Yk+1 = CXk +Wk+1, k ∈ N,

where Wk is an {Gk} martingale increment, cji = P ( Yk+1 = fj | Xk = ei )
and C = (cji). We initially assume cji positive for 1 ≤ i ≤ N and 1 ≤
j ≤M .

However, the noise, or martingale increment, terms Vk and Wk are not
independent. In fact, the joint distribution of Yk and Xk is supposed, given
by

Yk+1X
′
k+1 = SXk + Γk+1, k ∈ N,

where S = (srji) denotes a MN ×N matrix, or tensor, mapping RN into
RM × RN and

srji = P (Yk = fr, Xk = ej | Xk−1 = ei ) 1 ≤ r ≤M, 1 ≤ i, j ≤ N.

Again Γk+1 is a martingale increment, so E [ Γk+1 | Gk ] = 0.
If the terms are independent

SXk = CXk (AXk)′ .

In this dependent case, recursive estimates are derived for the state of the
chain, the number of jumps from one state to another, the occupation time
of the chain in any state, the number of transitions of the observation
process into a particular state, and the number of joint transitions of the
chain and the observation process. Using the expectation maximization
algorithm optimal estimates are obtained for the elements aji, cji and srji
of the matrices A, C, and S, respectively. Our model is again, therefore,
adaptive or “self-tuning.” In the independent case our results specialize to
those of Section 5.



2.10. The Dependent Case 47

Dependent Dynamics

We shall suppose

P (Yk+1 = fr, Xk+1 = ej | Gk ) = P (Yk+1 = fr, Xk+1 = ej | Xk ) (10.1)

and write

srji = P (Yk+1 = fr, Xk+1 = ej | Xk = ei ) , 1 ≤ r ≤M, 1 ≤ i, j ≤ N.

Then S = (srji) denotes a MN × N matrix, or tensor, mapping RN into
RM × RN . From this hypothesis we have immediately:

Yk+1X
′
k+1 = SXk + Γk+1, k ∈ N, (10.2)

where Γk+1 is a (P,Gk) ,RM × RN martingale increment.

Remark 10.1 Our model, therefore, involves the three sets of parameters
(aji), (cri), and (srji). 2

Write 1 = (1, 1, . . . , 1)′ for the vector, in RM or RN according to context,
all components of which are 1.

Lemma 10.2 For 1 ∈ RM , then

〈1, SXk〉 = AXk. (10.3)

For 1 ∈ RN , then
〈SXk, 1〉 = CXk. (10.4)

Proof In each case 〈1,Γk〉 and 〈Γk, 1〉 are martingale increments. Tak-
ing the inner product of (10.2) with 1 the left side is, respectively, either〈
1, Yk+1X

′
k+1

〉
= Xk or

〈
Yk+1X

′
k+1, 1

〉
= Yk+1. Therefore, the result fol-

lows from the unique decompositions of the special semimartingales Xk

and Yk.

In contrast to the independent situation, we have here P
[
Xk+1 = ej |

Fk,Yk+1

]
= P [Xk+1 = ej | Xk,Yk+1 ]. This is not, in general, equal to

P [Xk+1 = ej | Xk ] so that knowledge of Yk, or in particular Yk, now gives
extra information about Xk.

Write
αjir =

srji
cri

;

(recall the cri are positive). We then have the following:
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Lemma 10.3 With Ã the N × (N ×M) matrix (αjir), 1 ≤ i, j ≤ N ,
1 ≤ r ≤M ,

Xk+1 = Ã
(
XkY

′
k+1

)
+ Ṽk+1

where
E
[
Ṽk+1 | Fk,Yk+1

]
= 0. (10.5)

Proof

P [Xk+1 = ej | Xk = ei, Yk+1 = fr ]

=
P [Yk+1 = fr, Xk+1 = ej | Xk = ei ]

P [Yk+1 = fr | Xk = ei ]

=
srji
cri

= αjir .

With Ã = (αjir), 1 ≤ i, j ≤ N , 1 ≤ r ≤M , we define Ṽk by putting

Xk+1 = Ã
(
XkY

′
k+1

)
+ Ṽk+1. (10.6)

Then

E
[
Ṽk+1 | Fk,Yk+1

]
= E [Xk+1 | Fk,Yk+1 ]− Ã

(
XkY

′
k+1

)
= Ã

(
XkY

′
k+1

)
− Ã

(
XkY

′
k+1

)
= 0.

In summary then, we have the following.
Dependent Discrete HMM The dependent discrete HMM is

Xk+1 = Ã
(
XkY

′
k+1

)
+ Ṽk+1

Yk+1 = CXk +Wk+1, k ∈ N,
(10.7)

where Xk ∈ SX , Yk ∈ SY , Ã and C are matrices of transition probabilities
given in Lemmas 10.3 and (2.8). The entries of Ã satisfy

N∑
j=1

αjir = 1, αjir ≥ 0. (10.8)

Ṽk is a martingale increment satisfying

E
[
Ṽk+1 | Fk,Yk+1

]
= 0.

Next, we derive filters and smoothers for various processes.
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The State Process

We shall be working under a probability measure P as discussed in Sec-
tions 3 and 4, so that the observation process is a sequence of i.i.d. ran-
dom variables, uniformly distributed over the set of standard unit vectors
{f1, . . . , fM} of RM .

Here Λk is as defined in Section 3. Using Bayes’ Theorem we see that

P [Xk+1 = ej | Fk,Yk+1 ] = E [ 〈Xk+1, ej〉 | Fk,Yk+1 ]

=
E [ 〈Xk+1, ej〉Λk+1 | Fk,Yk+1 ]

E [ Λk+1 | Gk,Yk+1 ]

=
Λk+1E [ 〈Xk+1, ej〉 | Fk,Yk+1 ]

Λk+1

= P [Xk+1 = ej | Fk,Yk+1 ]
= P [Xk+1 = ej | Xk, Yk+1 ] .

Therefore under P , the process X satisfies (10.7). Write q̃k, k ∈ N, for the
unnormalized conditional probability distribution such that

E
[

ΛkXk | Yk
]

:= q̃k.

Also write

Ã (ejf ′r) = α·jr = (α1jr , α2jr , . . . , αNjr) and sr·j = (sr1j , . . . , srNj) .

Lemma 10.4 A recursive formula for q̃k+1 is given by

q̃k+1 = M
M∑
r=1

N∑
j=1

〈q̃k, ej〉 〈Yk+1, fr〉 sr·j = MSq̃kY
′
k+1. (10.9)

Proof

q̃k+1 = E
[

Λk+1Xk+1 | Yk+1

]
= E

[
Λk

M∏
r=1

(M 〈CXk, fr〉)Y
r
k+1 E [Xk+1 | Fk,Yk+1 ] | Yk+1

]

= E

[
Λk

M∏
r=1

(M 〈CXk, fr〉)Y
r
k+1 ÃXkY

′
k+1 | Yk+1

]

= M

M∑
r=1

N∑
j=1

〈q̃k, ej〉 〈Yk+1, fr〉 crjα·jr
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= M

M∑
r=1

N∑
j=1

〈q̃k, ej〉 〈Yk+1, fr〉 sr·j

= MSq̃kY
′
k+1.

Remark 10.5 If the noise terms in the state X and observation Y are
independent, then

SXk = E
[
Yk+1X

′
k+1 | Gk

]
= CXk (AXk)′

=
N∑
i=1

〈Xk, ei〉 cia′i,

where ci = Cei and ai = Aei. 2

A General Recursive Filter

Suppose Hk is a scalar G-adapted process such that H0 is F0 measurable.
With ∆Hk+1 = Hk+1 − Hk, Hk+1 = Hk + ∆Hk+1. For any G-adapted
process φk, k ∈ N, write γ̃m,k (φm) = E

[
ΛkφmXk | Yk

]
. Then

γ̃k+1,k+1 (Hk+1)
= E

[
Λk+1HkXk+1 | Yk+1

]
+ E

[
Λk+1∆Hk+1Xk+1 | Yk+1

]
= E

[
ΛkHkÃ

(
XkY

′
k+1

)
λk+1 | Yk+1

]
+ E

[
Λk+1∆Hk+1Xk+1 | Yk+1

]
= M

M∑
r=1

N∑
j=1

〈γ̃k,k (Hk) , ej〉 〈Yk+1, fr〉 sr·j + E
[

Λk+1∆Hk+1Xk+1 | Yk+1

]
= MSγ̃k,k (Hk) Y ′k+1 + E

[
Λk+1∆Hk+1Xk+1 | Yk+1

]
. (10.10)

For the smoother at time m < k + 1, we have

γ̃m,k+1 (Hm) = M
M∑
r=1

N∑
j=1

〈γ̃m,k (Hm) , ej〉 〈Yk+1, fr〉 sr·j

= MSγ̃m,k (Hm)Y ′k+1. (10.11)

Remark 10.6 The use of the product Hk+1Xk+1 and HmXk+1 is ex-
plained in Section 5. Specializing (10.10) and (10.11), estimates and
smoothers for various processes of interest are now obtained. 2



2.10. The Dependent Case 51

The State Process

Here Hk+1 = H0 = 1 and ∆Hk+1 = 0. Denoting γ̃k,k (1) by q̃k we have
from (10.10) and (10.11)

q̃k+1 = MSq̃kY
′
k+1 (10.12)

which we have already obtained in Lemma 10.4. For m < k + 1 we have
the smoothed estimate

γ̃m,k+1 (〈Xm, ep〉) = MSγ̃m,k (〈Xm, ep〉)Y ′k+1. (10.13)

The Number of Jumps

Here Hk+1 = J pqk+1 =
∑k+1

n=1 〈Xn−1, eq〉 〈Xn, ep〉 and ∆Hk+1 = 〈Xk, ep〉 ×
〈Xk+1, eq〉. Substitution of these quantities in (10.10) and (10.11) gives the
estimates and smoothers for the number of jumps:

γ̃k+1,k+1

(
J pqk+1

)
= M

(
Sγ̃k,k (J pqk )Y ′k+1 + 〈q̃k, ep〉 〈Yk+1, s·qp〉 eq

)
(10.14)

and for m < k + 1 we have the smoothed estimate

γ̃m,k+1 (J pqm ) = MSγ̃m,k (J pqm )Y ′k+1. (10.15)

The Occupation Time

Here Hk+1 = Opk+1 =
∑k+1
n=1 〈Xn, ep〉 and ∆Hk+1 = 〈Xk, ep〉. Using again

(10.10) and (10.11) we have the estimates

γ̃k+1,k+1

(
Opk+1

)
= M

(
Sγ̃k,k (Opk)Y ′k+1 + 〈q̃k, ep〉 〈Yk+1, s··p〉

)
, (10.16)

where 〈Yk+1, s··p〉 =
∑M

r=1 〈Yk+1, fr〉 sr·p, and the smoothers for m < k+ 1

γ̃m,k+1 (Opm) = MSγ̃m,k (Opm)Y ′k+1. (10.17)

The Process Related to the Observations

Here Hk+1 = T psk+1 =
∑k+1

`=1 〈X`−1, ep〉 〈Y`, fs〉 and ∆Hk+1 = 〈Xk, ep〉×
〈Yk+1, fs〉. Again, substitution in (10.10) and (10.11) gives

γ̃k+1,k+1

(
T psk+1

)
= M

(
Sγ̃k,k (T psk ) Y ′k+1 + 〈q̃k, ep〉 〈Yk+1, fs〉 ss·p

)
(10.18)
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and for m < k + 1 we have the smoothed estimate

γ̃m,k+1 (T psm ) = MSγ̃m,k (T psm )Y ′k+1. (10.19)

The Joint Transition

In the dependent situation a new feature is the joint transition probabili-
ties. Here Hk+1 = Ltqpk+1 =

∑k+1
`=1 〈Y`, ft〉 〈X`, eq〉 〈X`−1, ep〉 and ∆Hk+1 =

〈Yk+1, ft〉 〈Xk+1, eq〉 〈Xk, ep〉. Estimates and smoothers for the joint tran-
sitions are obtained using again (10.10) and (10.11). These are:

γ̃k+1,k+1

(
Ltqpk+1

)
= M

(
Sγ̃k,k

(
Ltqpk

)
Y ′k+1 + 〈q̃k, ep〉 〈Yk+1, ft〉 stqpeq

)
(10.20)

and
γ̃m,k+1

(
Ltqpm

)
= MSγ̃m,k

(
Ltqpm

)
Y ′k+1. (10.21)

Parameter Estimation

Our hidden Markov model is described by the equations:

Xk+1 = AXk + Vk+1

Yk+1 = CXk +Wk+1

Yk+1X
′
k+1 = SXk + Γk+1, k ∈ N.

The parameters in the model are, therefore, given in a set

θ =
{
aji, 1 ≤ i, j ≤ N ;
cji, 1 ≤ j ≤M, 1 ≤ i ≤ N ;
srji, 1 ≤ r ≤M, 1 ≤ i, j ≤ N

}
.

These satisfy

N∑
j=1

aji = 1,
M∑
j=1

cji = 1,
M∑
r=1

N∑
j=1

srji = 1. (10.22)

Suppose such a set θ is given and we wish to determine a new set θ̂ =
{(âji (k)) , (ĉji (k)) , (ŝrji (k))} which maximizes the log-likelihood function
defined below. Consider the parameters (srji, 1 ≤ r ≤M, 1 ≤ i, j ≤ N). To
replace the joint transitions srji by ŝrji (k) consider the Radon-Nikodym
derivatives
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dP̂

dP

∣∣∣∣∣
Gk

=
k∏
`=1

M∏
r=1

N∏
i,j=1

[
ŝrji (k)
srji (k)

]〈Y`,fr〉〈X`,ej〉〈X`−1,ei〉
.

Therefore

E

[
log

dP̂

dP

∣∣∣∣∣
Gk

| Yk

]
=

M∑
r=1

N∑
i,j=1

L̂rjik log ŝrji (k) + R̂ (s) . (10.23)

where R̂ (s) is independent of ŝ. Now observe that

M∑
r=1

N∑
j=1

Lrjik = Oik. (10.24)

Conditioning (10.24) on Yk we have:

M∑
r=1

N∑
j=1

L̂rjik = Ôik. (10.25)

Now the ŝrji (k) must also satisfy:

M∑
r=1

N∑
i=1

ŝrji (k) = 1. (10.26)

We wish, therefore, to choose the ŝrji (k) to maximize the conditional log-
likelihood (10.23) subject to the constraint (10.26). Write λ for the Lagrange
multiplier and put

F (ŝ, λ) =
M∑
r=1

N∑
i,j=1

L̂rjik log ŝrji (k) + R̂ (s) + λ

 M∑
r=1

N∑
j=1

ŝrji (k)− 1

 .

Equating the derivatives of F in ŝrji (k) and λ to zero we have that the
optimum choice of ŝrji (k) is given, when defined, by

ŝrji (k) =
L̂rjik
Ôik

=
γ̃k

(
Lrjik

)
γ̃k
(
Oik
) . (10.27)

Similarly, as in Section 7 the optimal choice for âji (k) and ĉji (k) given the
observations are, respectively, when defined

âji (k) =
γ̃k

(
J ijk
)

γ̃k
(
Oik
) (10.28)
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and

ĉji (k) =
γ̃k

(
T ijk
)

γ̃k
(
Oik
) . (10.29)

Remark 10.7 We have found recursive expressions for γ̃k(Oik), γ̃k(Lrjik ),
γ̃k(J ijk ) and γ̃k(T ijk ). The revised parameters θ̂ = ((âji(k)), (ĉji(k)),
(ŝrji(k))), are then determined by (10.27), (10.28), and (10.29). This
procedure can be iterated and an increasing sequence of likelihood ratios
obtained. 2

A Test for Independence

Taking inner products with 1 ∈ RN , (10.16) and (10.20) provide estimates
for γ̃k

(
Oik
)

and γ̃k
(
Lrjik

)
, respectively; an optimal estimate for ŝrji (k) is

then obtained from (10.27). However, if the noise terms in the state X and
observation Y are independent we have

SXk = C diag Xk A
′.

Taking Xk = ei and considering〈
Sei, fre

′
j

〉
= 〈Cei, fr〉 〈Aei, ej〉

we see that if the noise terms are independent:

srji = criaji

for 1 ≤ r ≤M , 1 ≤ i, j ≤ N . If the noise terms are independent γk,k
(
J ijk
)
,

γk,k
(
Oik
)
, and γk,k

(
T ijk
)

are given in Section 6. Taking inner products with
1 ∈ RN gives estimates for γk

(
J ijk
)
, γk
(
Oik
)
, and γk

(
T ijk
)
, and substituting

in (10.28) and (10.29) gives estimates for âji (k) and ĉji (k). Consequently,
a test for independence is to check whether

ŝrji (k) = ĉri (k) · âji (k) .

Modification of our model and this test will give other tests for indepen-
dence. For example, by enlarging the state space, so the state at time k
is in fact (Xk+1, Xk) a test can be devised to check whether either the
process Xk is Markov, or (Xk+1, Xk) is Markov, in a hidden Markov model
situation. Alternatively, models can be considered where Xk+1 and Yk+1

depend also on Yk.
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2.11 Problems and Notes

Problems

1. Show that Λk defined in Section 3 is a
(
P ,Gk

)
-martingale, and Λk de-

fined in Section 7 is a (P,Gk)-martingale.

2. Fill in the details in the proof of Theorem 5.3.

3. Write ρm,k (er) = E
[
〈Xm, er〉Λk | Yk

]
, Λm,k=

∏k
`=m γ̄` and βm,k (er) =

E
[

Λm+2,k | Xm = er,Yk
]
. Show that βm,k satisfies the following back-

ward recursive equation

βm,k (er) = M
N∑
`=1

M∏
i=1

d
Y im+2
i` βm,k (e`) pr`

and βm,k (·) = βn−1,k (·) = 1. Then verify that:

ρm,k (er) = qm (er)βm,k (er)
M∏
i=1

d
Y im
ir

where qm (·) is given recursively by (4.3).

4. Prove Theorem 7.4.

5. It is pointed out in Section 10 that alternatively, the transitions at time
k of the processes X and Y could also depend on Yk−1. Describe the
dynamics of this model and define a new probability measure under
which the observed process Y is a sequence of i.i.d. random variables
uniformly distributed.

6. Using a “double change of measure” changing both processes X and Y
into i.i.d. uniform random variables, rederive the recursions of Sections 4
to 6.

Notes

Hidden Markov models, HMMs, have found applications in many areas. The
survey by Rabiner (1989) describes their role in speech processing. Strat-
onovich (1960) describes some similar models in Stratonovich (1960). The
results of Aström (1965) are obtained using Bayes’ rule, and the recursion
he obtained is related to Theorem 4.3.
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The expectation maximization, EM, algorithm was first introduced by
Baum and Petrie (1966) and further developed by Dempster et al. (1977).

Our formulation, in terms of filters which estimate the number of jumps
from one state to another J , the occupation time O, and the T process,
avoids use of the forward-backward algorithm and does not require so much
memory. However, it requires a larger number of calculations that can be
done in parallel.

Related contributions can be found in Boel (1976) and Segall (1976b).
The latter discusses only a single counting observation process. Boel has
considered multidimensional point processes, but has not introduced Zakai
equations or the change of measure.

The continuous-time versions of these results are presented in Chapters 7
and 8.



CHAPTER 3

Continuous-Range
Observations

3.1 Introduction

This chapter first considers a discrete-time, finite-state Markov chain which
is observed through a real- or vector-valued function whose values are cor-
rupted by noise. For simplicity, we assume Gaussian noise. The main tool
is again a version in discrete time of Girsanov’s theorem. An explicit con-
struction is given of a new measure P under which all components of the
observation process are N (0, 1) i.i.d. random variables. Working under P
we obtain unnormalized, recursive estimators and smoothers for the state
of the Markov chain, given the observations. Furthermore, recursive estima-
tors and smoothers are derived for the number of jumps of the chain from
one state to another, for the occupation time in any state, and for processes
related to the observation process. These estimators allow the parameters
of our model, including the variance of the observation noise, to be rees-
timated using the EM algorithm (Baum, Petrie, Soules and Weiss, 1970).
Optimal recursive estimators for the state and parameters are obtained
using techniques similar to those of Chapter 2.

In the later part of the chapter observations with colored noise are con-
sidered, that is, there is correlation between the noise terms in the signal
at consecutive times. More generally, the case is discussed where a Markov
chain influences a linear system which, in turn, is observed in noise. That
is, mixed continuous-range and discrete-range state models are studied. All
calculations take place under the reference probability measure P for which
the observations are i.i.d.
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3.2 State and Observation Processes

All processes will be defined on a complete probability space (Ω,F , P ). The
discrete-time parameter k will take values in N. Suppose {Xk, k ∈ N} is a
finite-state chain representing the signal process. As in Chapter 2 the state
space of X is the set of unit vectors

SX = {e1, e2, . . . , eN} , ei = (0, . . . , 0, 1, 0, . . . , 0)′ ∈ RN .

We assume X0 is given, or its distribution or mean E [X0] is known. Also,
we assume as in Chapter 2 that X is a homogeneous Markov chain, so

P (Xk+1 = ej | Fk ) = P (Xk+1 = ej | Xk ) .

Suppose X is not observed directly, but rather there is an observation
process {yk, k ∈ N}. For simplicity suppose y is scalar. The case of vector y
is discussed in Section 8.

The signal model with real-valued y process has the form

Xk+1 = AXk + Vk+1,

yk+1 = c (Xk) + σ (Xk)wk+1.
(2.1)

Here {wk} is a sequence of zero mean, unit variance normally distributed
N (0, 1) i.i.d. random variables. Because Xk ∈ SX the functions c and σ
are determined by vectors c = (c1, c2, . . . , cN )′ and σ = (σ1, σ2, . . . , σN )′

in RN ; then c (Xk) = 〈c,Xk〉 and σ (Xk) = 〈σ,Xk〉 where 〈 , 〉 denotes the
inner product in RN .

We shall assume σi 6= 0 and thus without loss of generality that σi > 0,
1 ≤ i ≤ N .

Notation 2.1 {Fk}, k ∈ N, will denote the complete filtration generated
by X; {Yk}, k ∈ N, will denote the complete filtration generated by y; {Gk},
k ∈ N, will denote the complete filtration generated by X and y.

Remark 2.2 The observation model yk = c (Xk) + σ (Xk)wk, k ∈ N, will
be discussed in Section 3.9. 2

3.3 Conditional Expectations

We first quickly derive the conditional distribution of Xk given Yk using
elementary considerations. Recall the wk, k ∈ N, are N (0, 1) i.i.d. random
variables, so wk is independent of Gk and, in particular, of Yk ⊂ Gk.
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For t ∈ R consider the conditional distribution

P ( yk+1 ≤ t | Yk ) =
N∑
i=1

P (σiwk+1 ≤ t− ci)P (Xk = ei | Yk ) .

Write X̂k = E [Xk | Yk ] and φi (x) =
(
2πσ2

i

)−1/2 exp
(
−x2/2σ2

i

)
for the

N (0, σi) density. Then

P ( yk+1 ≤ t | Yk ) =
N∑
i=1

〈
X̂k, ei

〉 ∫ t−ci

−∞
φi (x) dx.

The conditional density of yk+1 given Yk is, thus,

N∑
j=1

〈
X̂k, ej

〉
φj (t− cj) .

Now the joint distribution

P (Xk = ei, yk+1 ≤ t | Yk ) = P (Xk = ei | Yk )P (wk+1 ≤ t− ci)

=
〈
X̂k, ei

〉 ∫ t−ci

−∞
φi (x) dx.

Therefore, using Bayes’ rule

E
[ 〈
Xk, ei

〉
| Yk+1

]
= P (Xk = ei | yk+1,Yk )

=

〈
X̂k, ei

〉
φi (yk+1 − ci)∑N

j=1

〈
X̂k, ej

〉
φj (yk+1 − cj)

.

Consequently,

E [Xk | Yk+1 ] =
N∑
i=1

E [ 〈Xk, ei〉 | Yk+1 ] ei

=
∑N
i=1

〈
X̂k, ei

〉
φi (yk+1 − ci) ei∑N

j=1

〈
X̂k, ej

〉
φj (yk+1 − cj)

. (3.1)

The recursive filter for X̂k follows:

Theorem 3.1

X̂k+1 = E [Xk+1 | Yk+1 ] =
∑N
i=1

〈
X̂k, ei

〉
φi (yk+1 − ci)Aei∑N

j=1

〈
X̂k, ej

〉
φj (yk+1 − cj)

. (3.2)
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Proof Vk+1 is an Fk-martingale increment so E [Vk+1 | Fk ] = 0. However,
the wk are i.i.d. so

E [Vk+1 | Gk, wk+1 ] = E [Vk+1 | Fk ] = 0.

Consequently, E [Vk+1 | Yk+1 ] = E [E [Vk+1 | Gk, wk+1 ]Yk+1] = 0 and

X̂k+1 = E [Xk+1 | Yk+1 ] = E [AXk + Vk+1 | Yk+1 ]
= AE [Xk | Yk+1 ] .

Substituting (3.1) the result follows.

Remark 3.2 A difficulty with the recursion (3.2) is that it is not linear in
X̂k. 2

3.4 Change of Measure

Suppose w (.) is a real random variable with density φ (w) and c and σ are
known constants. Write y (.) = c+ σw (.).

We wish to introduce a new probability measure P , using a density λ, so
that dP/dP = λ, and under P the random variable y has density φ. That
is,

P (y ≤ t) =
∫ t

−∞
φ (y)dy (4.1)

=
∫

Ω

Iy≤t dP

=
∫

Ω

Iy≤tλdP

=
∫ +∞

−∞
Iw≤ t−cσ

λ (w)φ (w) dw

=
∫ t

−∞
λ (w)φ (w)

dy

σ
(4.2)

The last equality holds since y (.) = c + σw (.). Consequently, from (4.1)
and (4.2) we must have

λ (w) =
σφ (y)
φ (w)

.
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So far, on (Ω,F , P ), our observation process {yk}, k ∈ N, has the form
yk+1 = 〈c,Xk〉 + 〈σ,Xk〉wk+1, where the wk are N (0, 1) i.i.d. Write φ (·)
for the N (0, 1) density,

λ` =
〈σ,X`−1〉φ (y`)

φ (w`)
, ` ∈ N,

Λ0 = 1,

and

Λk =
k∏
`=1

λ`, k ≥ 1.

Define a new probability measure P by setting the restriction of the Radon-
Nikodym derivative to Gk equal to Λk:

(
dP/dP

)
|Gk = Λk. The existence of

P follows from Kolmogorov’s Extension Theorem.

Lemma 4.1 Under P the yk are N (0, 1) i.i.d. random variables.

Proof P ( yk+1 ≤ t | Gk ) = E [ I (yk+1 ≤ t) | Gk ]. From a version of Bayes’
Theorem this is

=
E [ Λk+1I (yk+1 ≤ t) | Gk ]

E [ Λk+1 | Gk ]

=
Λk
Λk
· E [λk+1I (yk+1 ≤ t) | Gk ]

E [λk+1 | Gk ]
.

Now

E [λk+1 | Gk ] =
∫ ∞
−∞

〈σ,Xk〉φ (yk+1)
φ (wk+1)

· φ (wk+1) dwk+1 = 1,

so

P ( yk+1 ≤ t | Gk ) = E [λk+1I (yk+1 ≤ t) | Gk ]

=
∫ ∞
−∞

〈σ,Xk〉φ (yk+1)
φ (wk+1)

· I (yk+1 ≤ t)φ (wk+1) dwk+1

=
∫ t

−∞
φ (yk+1) dyk+1 = P (yk+1 ≤ t) .

The result follows.

Conversely, we suppose we start with a probability measure P on (Ω,F)
such that under P
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1. {Xk}, k ∈ N, is a Markov chain with transition matrix A, so that
Xk+1 = AXk + Vk+1, where E [Vk+1 | Fk ] = 0, and

2. {yk}, k ∈ N, is a sequence of N (0, 1) i.i.d. random variables, (which
are, in particular, independent of the Xk).

We then wish to construct a probability measure P such that under P

wk+1 :=
yk+1 − 〈c,Xk〉
〈σ,Xk〉

, k ∈ N,

is a sequence of N (0, 1) i.i.d. random variables. That is, under P , yk+1 =
〈c,Xk〉+ 〈σ,Xk〉wk+1.

To construct P from P we introduce the inverses of λ` and Λk. Write

λ` = λ−1
` =

φ (w`)
〈σ,X`−1〉φ (y`)

,

Λ0 = 1

and

Λk =
k∏
`=1

λ` k ≥ 1,

and define P by putting (dP/dP )|Gk = Λk. Clearly the construction of
P using the factors λk requires 〈σ,Xk〉 6= 0. The assumption that the
observation process has nonsingular noise is standard in filtering theory.
If the components of c are all different and 〈σ,Xk〉 = 0 then observing
yk+1 = cr implies Xk = er.

Lemma 4.2 Under P the {wk}, k ∈ N, is a sequence of N (0, 1) i.i.d.
random variables.

Proof The proof is left as an exercise.

Remark 4.3 We shall work under P . However, it is under P that yk+1 =
〈c,Xk〉+ 〈σ,Xk〉wk+1 with the wk, N (0, 1) and i.i.d. 2

3.5 Recursive Estimation

Notation 5.1 If {Hk}, k ∈ N, is any sequence adapted, say, to {Gk}, we
shall write

γk (Hk) = E
[

ΛkHk | Yk
]
. (5.1)
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Now γk (Hk) is an unnormalized conditional expectation of Hk given Yk.
In fact, again using a version of Bayes’ theorem, (see Lemma 2.3.3),

Ĥk := E [Hk | Yk ] =
E
[

ΛkHk | Yk
]

E
[

Λk | Yk
] =

γk (Hk)
γk (1)

. (5.2)

We shall take γ0 (X0) = E [X0]; this provides the initial value for later
recursions.

Suppose {Hk}, k ∈ N, is a scalar sequence. With

∆Hk+1 = Hk+1 −Hk, Hk+1 = Hk + ∆Hk+1

and

γk+1 (Hk+1) = E
[

Λk+1Hk | Yk+1

]
+ E

[
Λk+1∆Hk+1 | Yk+1

]
.

Concentrating on the first term on the right

E
[

Λk+1Hk | Yk+1

]
= E

[
ΛkHkλk+1 | Yk+1

]
= E

ΛkHk

φ
(
yk+1−〈c,Xk〉
〈σ,Xk〉

)
〈σ,Xk〉φ (yk+1)

| Yk+1

 .
Notation 5.2 Write

Γ(.) (yk) =
φ
(
yk−c(.)
σ(.)

)
σ(.)φ (yk)

e(.).

Now
∑N

i=1 〈Xk, ei〉 = 1 and the yn, 1 ≤ n ≤ k + 1, are known so

E
[

Λk+1Hk | Yk+1

]
=

N∑
i=1

E
[

ΛkHk

〈
Xk,Γi (yk+1)

〉
| Yk+1

]
=

N∑
i=1

〈
γk (HkXk) ,Γi (yk+1)

〉
.

In this way the estimate for γk+1 (Hk+1) involves γk (HkXk), that is, a
factor Xk is introduced. As in Chapter 2, again the technical trick is to
investigate the recursion for γk+1 (Hk+1Xk+1). A similar discussion to that
above leads to

γk (HkXkX
′
k) =

N∑
i=1

〈γk (HkXk) , ei〉 eie′i.
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Therefore, the estimate for γk (HkXk) is expressed in terms of γk (HkXk),
(together with other terms). Writing 1 for the vector (1, 1, . . . , 1)′ ∈ RN we
see

〈Xk, 1〉 =
N∑
i=1

〈Xk, ei〉 = 1,

so

〈γk (HkXk) , 1〉 = γk (〈HkXk, 1〉)
= γk (Hk 〈Xk, 1〉) = γk (Hk) . (5.3)

That is, once the unnormalized estimate γk (HkXk) is known the estimate
γk (Hk) is obtained by summing the components of γk (HkXk). Further-
more, taking Hk = 1 in (5.3)

γk (1) = γk (〈Xk, 1〉) = 〈γk (Xk) , 1〉
= E

[
Λk | Yk

]
, (5.4)

from (5.1). Consequently, once γk (Xk) is determined, the normalizing fac-
tor γk (1) in (5.2) is obtained by summing the components of the unnor-
malized estimate γk (Xk).

We now make these observations more precise by considering, as in Chap-
ter 2, a more specific, though general, process H . Recall a process {φk} is
predictable with respect to the filtration Gk if φk is Gk−1-measurable for
each k. Recall Notation 5.2

Theorem 5.3 Suppose Hk is a scalar G-adapted process of the form: H0

is F0 measurable Hk+1 = Hk +αk+1 + 〈βk+1, Vk+1〉+ δk+1f (yk+1), n ≥ 1.
Here, Vk+1 = Xk+1−AXk, f is scalar valued, and α, β, δ are G-predictable
processes (β will be an N -dimensional vector process). Then

γk+1 (Hk+1Xk+1) := γk+1,k+1 (Hk+1)

=
N∑
i=1

{〈
γk (HkXk) ,Γi (yk+1)

〉
ai

+ γk
(
αk+1

〈
Xk,Γi (yk+1)

〉)
ai (5.5)

+ γk
(
δk+1

〈
Xk,Γi (yk+1)

〉)
f (yk+1) ai

+ (diag (ai)− aia′i) γk
(
βk+1

〈
Xk,Γi (yk+1)

〉)}
,

where ai = Aei.

Proof The proof is similar to that of Theorem 2.5.3 and is omitted.
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Remark 5.4 We now consider special examples of the process H . In
all cases, as noted after Equation (5.4), once an estimate is obtained for
γk (HkXk) the estimate for γk (Hk) is obtained by summing the components
of γk (HkXk). Also, γk (1) is the sum of the components of γk (Xk); this then
determines the (normalized) conditional expectation, Ĥk = E [Hk | Yk ] =
γk (Hk) /γk (1). 2

3.6 States, Transitions, and Occupation Times

Estimators for the State

In Theorem 5.3 take Hk = H0 = 1, αk = 0, βk = 0, δk = 0. Then

γk+1 (Xk+1) =
N∑
i=1

〈
γk (Xk) ,Γi (yk+1)

〉
ai. (6.1)

Compared with (3.2) this expression is linear in γk (Xk). We can also
obtain a recursive form for the unnormalized conditional expectation
E
[

Λk 〈Xm, ej〉Xk | Yk
]
,m < k + 1. (That is, the smoothed estimate of

the state.) For this we take Hk = Hm = 〈Xm, ej〉, m ≥ m, αk = 0, βk = 0,
δk = 0. From Theorem 5.3

γm,k+1 (〈Xm, ej〉) =
N∑
i=1

〈
γm,k (〈Xm, ej〉) ,Γi (yk+1)

〉
ai. (6.2)

Estimators for the Number of Jumps

Recall Xk+1 = AXk + Vk+1. If the Markov chain jumps from state er at
time k to state es at time k+ 1, 1 ≤ r, s ≤ N , then 〈Xk, er〉 〈Xk+1, es〉 = 1.
(Note we can have er = es.) The number of jumps from er to es in time k+1
is, therefore,

J rsk+1 =
k+1∑
n=1

〈Xn−1, er〉 〈Xn, es〉

= J rsk + 〈Xk, er〉 〈Xk+1, es〉
= J rsk + 〈Xk, er〉 (〈AXk, es〉+ 〈Vk+1, es〉)
= J rsk + 〈Xk, er〉 asr + 〈Xk, er〉 〈Vk+1, es〉 .
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Apply Theorem 5.3 with Hk+1 = J rsk+1, H0 = 0, αk+1 = 〈Xk, er〉 asr,
βk+1 = 〈Xk, er〉 e′s, δk+1 = 0. Then

γk+1,k+1

(
J rsk+1

)
=

N∑
i=1

〈
γk (J rsk Xk) ,Γi (yk+1)

〉
ai

+ γk (〈Xk,Γr (yk+1)〉) asrar
+ γk (〈Xk,Γr (yk+1)〉) e′s (diag (ar)− ara′r) .

Now e′s (diag (ar)− ara′r) = asres − asrar so

γk+1,k+1

(
J rsk+1

)
=

N∑
i=1

〈
γk,k (J rsk ) ,Γi (yk+1)

〉
ai

+ 〈γk (Xk) ,Γr (yk+1)〉 asres.
(6.3)

Consequently, together with the recursive equation for γk (Xk) we have a
recursive estimator for γk (J rsk Xk).

The smoother for J rsm given Yk+1, E
[

Λk+1J rsm Xk+1 | Yk+1

]
, k+1 > m,

is obtained by taking Hk+1 = Hm = J rsm , αk+1 = 0, βk+1 = 0, δk+1 = 0.
Applying Theorem 5.3 we have

γm,k+1 (J rsm ) =
N∑
i=1

〈
γm,k (J rsm ) ,Γi (yk+1)

〉
ai. (6.4)

Note the initialization of the right-hand side of this equation, when k = m,
involve just the filtered estimate γm (J rsm Xm).

Estimators for the Occupation Time

Write Ork for the number of times, up to time k, that X occupies the state
er. Then

Ork+1 =
k+1∑
n=1

〈Xn, er〉

= Ork + 〈Xk, er〉 .

We apply Theorem 5.3 with Hk+1 = Ork+1, H0 = 0, αk+1 = 〈Xk, er〉,
βk+1 = 0, δk+1 = 0, so that

γk+1,k+1

(
Ork+1

)
=

N∑
i=1

{〈
γk (OrkXk) ,Γi (yk+1)

〉
ai

+ γk (〈Xk,Γr (yk+1)〉 〈Xk, ei〉) ai}
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that is

γk+1,k+1

(
Ork+1

)
=

N∑
i=1

〈
γk,k (Ork) ,Γi (yk+1)

〉
ai

+ 〈γk (Xk) ,Γr (yk+1)〉 ar.
(6.5)

Together with the recursive estimate for γk (Xk) this provides a recursive
estimate for γk (JkXk). For the unnormalized smoother E

[
ΛkOrmXk | Yk

]
,

take Hk = Hm = Orm, k > m, αk = 0, βk = 0, δk = 0. Applying Theo-
rem 5.3 we have

γm,k+1 (Orm) =
N∑
i=1

〈
γm,k (Orm) ,Γi (yk+1)

〉
ai. (6.6)

Estimators for the Observation Process

To reestimate the variance vector σ = (σ1, . . . , σN )′ and drift vector c =
(c1, . . . , cN )′ in the observation process yk+1 = 〈c,Xk〉 + 〈σ,Xk〉wk+1 we
shall require estimates for processes of the form

T rk+1 (f) =
k+1∑
`=1

〈X`−1, er〉 f (y`) , 1 ≤ r ≤ N,

= T rk (f) + 〈Xk, er〉 f (yk+1) , (6.7)

where f denotes either f (y) = y or f (y) = y2, respectively. Applying
Theorem 5.3 with Hk+1 = T rk+1 (f), H0 = 0, αk+1 = 0, βk+1 = 0 and
δk+1 = 〈Xk, er〉, we have

γk+1,k+1

(
T rk+1 (f)

)
=

N∑
i=1

〈
γk,k (T rk (f)) ,Γi (yk+1)

〉
ai

+ 〈γk (Xk) ,Γr (yk+1)〉 f (yk+1) ar.

(6.8)

The smoother is obtained by taking, for k > m, Hk+1 = Hm = T rm (f),
αk+1 = 0, βk+1 = 0, δk+1 = 0. We obtain the following recursion

γm,k+1 (T rm (f)) =
N∑
i=1

〈
γm,k (T rm (f)) ,Γi (yk+1)

〉
ai. (6.9)
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3.7 EM-Parameter Reestimation

As for the parameter estimation of Chapter 2 we use again the EM (ex-
pectation maximization) multipass parameter estimation algorithm to re-
estimate the parameters of the signal model for the state X and observation
processes y.

Our filtering problem is described by the equations

Xk+1 = AXk + Vk+1

yk+1 = 〈c,Xk〉+ 〈σ,Xk〉wk+1, k ∈ N.

Here the Vk are martingale increments and the wk are N (0, 1) i.i.d. ran-
dom variables. The parameters in our model are given in the set θ =
{(aji) , 1 ≤ i, j ≤ N, ci, 1 ≤ i ≤ N, σi, 1 ≤ i ≤ N}. Furthermore,

N∑
j=1

aji = 1. (7.1)

Suppose such a set θ is given and we wish to determine a new set θ̂ (k) =
{âji (k) , 1 ≤ i, j ≤ N, ĉi (k) , 1 ≤ i ≤ N, σ̂i (k) , 1 ≤ i ≤ N} which maxi-
mizes the (conditional) log-likelihoods defined below. We update one set of
parameters at a time, beginning with the (aji) which define the transition
probabilities of the Markov chain. As in Chapter 2

âsr (k) =
Ĵ rsk
Ôrk

=
γk (J rsk )
γk (Ork)

. (7.2)

Consider now the parameters ci, 1 ≤ i ≤ N . To change the parameters ci
to ĉi we must consider factors

λ∗k+1 (Xk, yk+1)

= exp
(

1
2 〈σ,Xk〉

{
〈c,Xk〉2 − 〈ĉ, Xk〉2 − 2yk+1 〈c,Xk〉+ 2yk+1 〈ĉ, Xk〉

})
.

Write Λ∗k =
∏k
`=1 λ

∗
` (X`−1, y`) and define a new measure P ∗ so that the

restriction of its Radon-Nikodym derivative dP ∗/dP to Gk is given by(
dP ∗/dP

)
|Gk = Λ∗k.

It can be checked that, under P ∗, {y` − 〈ĉ, X`−1〉}, ` ∈ N, is a sequence
of N (0, σ) i.i.d. random variables. Now

log Λ∗k =
k∑
`=1

〈c,X`−1〉2 − 〈ĉ, X`−1〉2 − 2y` 〈c,X`−1〉+ 2y` 〈ĉ, X`−1〉
2 〈σ,X`−1〉
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=
k∑
`=1

(
N∑
r=1

〈X`−1, er〉
(
c2r − ĉ2r (k)− 2y`cr + 2y`ĉr (k)

)
2σr

)

=
N∑
r=1

2T rk (y) ĉr (k)−Ork ĉ2r (k)
2σr

+R (c) ,

where R (c) is independent of ĉ. Therefore,

E [ log Λ∗k | Yk ] =
N∑
r=1

2T̂ rk (y) ĉr (k)− Ôrk ĉ2r (k)
2σr

+ R̂ (c) . (7.3)

(Interchanging the order of conditioning and summation in ` would provide
a more cumbersome formula involving smoothed estimates of the state.)

Differentiating (7.3) in ĉr (k) and equating the derivative to 0 we see the
optimum choice of ĉr (k), given the observations up to time k, is

ĉr (k) =
T̂ rk (y)
Ôrk

=
γk (T rk (y))
γk (Ork)

. (7.4)

Consider now the parameters σi, 1 ≤ i ≤ N . To change the parameters
σi to σ̂i (k) (keeping the ci fixed), we must consider factors

λ` (Xk, yk+1) =

√
〈σ,Xk〉
〈σ̂, Xk〉

exp
(
− 1

2〈σ̂,Xk〉 (yk+1 − 〈c,Xk〉)2
)

exp
(
− 1

2〈σ,Xk〉 (yk+1 − 〈c,Xk〉)2
) .

Write Λk =
∏k
`=1 λ` (X`−1, y`) and define P̂ so that

(
dP̂ /dP

)
|Gk = Λk.

Now

log Λk =
k∑
`=1

(
−1

2
log 〈σ̂, X`−1〉 −

1
2 〈σ̂, X`−1〉

(y` − 〈c,X`−1〉)2

)
+R (c, σ) ,

where R (c, σ) is independent of σ̂. Therefore,

E [ log Λk | Yk ]

= E

[
k∑
`=1

N∑
i=1

−1
2
〈X`−1, ei〉 log σ̂i (k)

− 〈X`−1, ei〉
2σ̂i (k)

(
y2
` − 2ciy` + c2i

)
| Yk

]
+ R̂ (c, σ)

= − 1
2

N∑
i=1

{
log σ̂i (k) Ôik +

1
σ̂i (k)

(
T̂ ik
(
y2
)
− 2ciT̂ ik (y) + c2i Ôik

)}
+ R̂ (c, σ) .
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Differentiating in σ̂i (k) and equating the derivative to 0 we see that the
optimum choice of σ̂i (k), given the observations, is

σ̂i (k) =
(
Ôik
)−1[T̂ ik (y2)− 2ciT̂ ik (y) + c2i Ôik

]
=
(
γk
(
Oik
))−1[

γk
(
T ik (y2)

)
− 2ciγk

(
T ik (y)

)
+ c2i γk

(
Oik
)]
.

(7.5)

Based on the observations up to time k new parameters âsr (k), 1 ≤
r, s ≤ N , ĉr (k), 1 ≤ r ≤ N , σ̂r (k), 1 ≤ r ≤ N are given by (7.2), (7.4),
and (7.5). The quantities γk (J rsk ), γk (Ork), γk (T rk (y)), and γk

(
T rk
(
y2
))

,
as well as the state estimate γk (Xk), can then be reevaluated using the new
parameters and at a later time perhaps new data, using the filtering and
smoothing equations. The sequences of densities Λk and Λ∗k are increasing
by construction. Consequently, not only do our results provide exact re-
cursive estimates for the state of the Markov chain, but they also provide
an algorithm to make the model adaptive or “self-tuning” in a multipass
setting.

3.8 Vector Observations

Again, suppose the Markov chain has state space SX = {e1, . . . , eN} and
Xk+1 = AXk + Vk+1, k ∈ N.

Suppose now the observation process is d-dimensional with components:

y1
k+1 =

〈
c1, Xk

〉
+
〈
σ1, Xk

〉
w1
k+1

y2
k+1 =

〈
c2, Xk

〉
+
〈
σ2, Xk

〉
w2
k+1

...
ydk+1 =

〈
cd, Xk

〉
+
〈
σd, Xk

〉
wdk+1, k ∈ N.

Here, for 1 ≤ j ≤ d, cj = (cj1, c
j
2, . . . , c

j
N)′ ∈ RN, σj = (σj1, σ

j
2, . . . , σ

j
N )′ ∈

RN and the wj` , 1 ≤ j ≤ d, ` ∈ N, are N (0, 1) i.i.d. random vari-
ables. We assume σji > 0 for 1 ≤ i ≤ N , 1 ≤ j ≤ d. Write φji (x) =
(2πσji )

−1/2 exp
(
−x2/2σji

)
for the N(0, σji ) density.

The analogs of the above results are easily derived. For example:

E [ 〈Xk, ei〉 | Yk+1 ] = ξik
(
y1
k+1, y

2
k+1, . . . , y

d
k+1

)
=

〈
X̂k, ei

〉
φ1
i

(
y1
k+1 − c1i

)
. . . φdi

(
ydk+1 − cdi

)
∑N

j=1

〈
X̂k, ej

〉
φ1
i

(
y1
k+1 − c1j

)
. . . φdi

(
ydk+1 − ckj

) .
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For 1 ≤ i ≤ N write, with φ the N (0, 1) density,

Γi
(
y
k+1

)
= Γi

(
y1
k+1, . . . , y

d
k+1

)
=

d∏
j=1

φ

(
yj
k+1−c

j
i

σj
i

)
σjiφ

(
yjk+1

) ei.
Then we obtain

γk+1(Xk+1) =
N∑
i=1

〈
γk(Xk),Γi(y

k+1
)
〉
ai,

γm,k+1(〈Xm, er〉) =
N∑
i=1

〈
γm,k(〈Xm, er〉),Γi(yk+1

)
〉
ai, m ≤ k,

γk+1,k+1(J rsk+1) =
N∑
i=1

〈
γk,k(J rsk ),Γi(y

k+1
)
〉
ai

+
〈
γk(Xk),Γr(y

k+1
)
〉
asres,

γm,k+1(J rsm ) =
N∑
i=1

〈
γm,k(J rsm ),Γi(y

k+1
)
〉
ai, m ≤ k,

γk+1,k+1(Ork+1) =
N∑
i=1

〈
γk,k(Ork),Γi(y

k+1
)
〉
ai

+
〈
γk(Xk),Γr(y

k+1
)
〉
ar,

γm,k+1(Orm) =
N∑
i=1

〈
γm,k(Orm),Γi(y

k+1
)
〉
ai, m ≤ k.

Finally, with T rk f(yj) =
∑k

`=1

〈
X`−1, er

〉
f(yj` ) we have

γk+1,k+1(T rk+1f(yj)) =
N∑
i=1

〈
γk,k(T rk f(yj)),Γi(y

k+1
)
〉
ai

+
〈
γk(Xk),Γr(y

k+1
)
〉
f(yik+1)yjk+1ar

γm,k+1(T rmf(yj)) =
N∑
i=1

〈
γm,k(T rmf(yj)), ei

〉
Γi(y

k+1
)ai, m ≤ k.
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The analog of (7.4) in the vector case is

ĉjr =
Ĝrk
(
yj
)

Ôrk
=
γk
(
T rk
(
yj
))

γk (Ork)
,

and the analog of (7.5) is

σ̂jr =
(
Ôrk
)−1(

Ĝrk
(
(yj)2

)
− 2crĜrk(yj) + c2rÔrk

)
=
(
γk(Ork)

)−1(
γk
(
T rk (yj)2

)
− 2crγk

(
T rk (yj)

)
+ c2rγk(Ork)

)
.

3.9 Zero Delay Observation Model

We have considered the observation process to be of the form

yk+1 = 〈c,Xk〉+ 〈σ,Xk〉wk+1, k ∈ N, (9.1)

so that the (k + 1)-th observation depends on the state of the signal at
the previous time k. From a dynamical point of view this is reasonable as
the reaction to Xk is not instantaneous. However, another common model
which has no such delay is to take the observation process to be of the form

yk = 〈c,Xk〉+ 〈σ,Xk〉wk, k ∈ N. (9.2)

Note that this is equivalent to relabeling our observation process. If, with
model (9.2), {Y∗` } is the complete filtration generated by the observations
then, with Y` as defined in Section 2, Y∗` = Y`+1. Therefore,E [Xk+1 | Y∗` ] =
E [Xk+1 | Y`+1 ].

Alternatively, discussing the Zakai equations for model (9.2), the Radon-
Nikodym derivative at time k + 1 will also involve, in the notation of
Section 4, the factor λn+1 (Xk+1, yk+1). Consequently, the unnormalized
estimate for model (9.2) will be

γk+1 (Xk+1) = E
[
Xk+1Λk+1 | Yk+1

]
= E

AXkΛk
φ
(
yk+1−〈c,Xk+1〉
〈σ,Xk+1〉

)
〈σ,Xk+1〉φ (yk+1)

| Yk+1

 .
Using

∑N
j=1 〈Xk+1, ej〉 = 1 this is

=
N∑
j=1

E
[
AXkΛk 〈Xk+1, ej〉 | Yk+1

] φ( yk−cjσj

)
σjφ (yk+1)
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=
N∑
j=1

E
[
AXkΛk 〈AXk + Vk+1, ej〉 | Yk+1

]
Γj (yk+1)

=
N∑
j=1

E
[
AXkΛk 〈AXk, ej〉 | Yk

]
Γj (yk+1) .

Now because
∑N

i=1 〈Xk, ei〉 = 1 this is

γk+1 (Xk+1) =
N∑

i,j=1

〈γk (Xk) , ei〉 ajiΓj (yk+1) ai.

Similar, more complicated, estimates can be obtained for J rsk , Ork, T rk
when model (9.2) is used.

3.10 Recursive Parameter Estimation

In this following three sections we discuss recursive methods for estimating
the parameters in a manner similar to that described in Chapter 2. We shall
suppose the signal model depends on a parameter θ which takes values in
a measure space (Θ, β, λ). The value of θ is unknown and, in this section,
we suppose it is constant. That is, for 1 ≤ i, j ≤ N ,

aij (θ) = P (Xk+1 = ei | Xk = ej , θ )
= P (X1 = ei | X0 = ej, θ ) .

Write A (θ) for the N ×N matrix (aij (θ)), 1 ≤ i, j ≤ N. Also, {F`} , ` ∈ N
will denote the complete filtration generated by X and θ, that is, for any
k ∈ N,Fk is the complete σ-field generated by X`, ` ≤ k, and θ.

We suppose the chain X is not observed directly; rather there is an
observation process {y`}, ` ∈ N, which, for simplicity, we suppose is real
valued. The extension to vector observations is straightforward. The real
observations process y has the form

yk = c (θ,Xk) + σ (θ,Xk)wk. (10.1)

Here the w`, ` ∈ N, are real, i.i.d. random variables with a nonzero (pos-
itive) density φ. The extension to the situation where the w`, ` ∈ N, are
independent but have possibly different nonzero density functions φ`, is
immediate. Because Xk is always one of the unit vectors ei, 1 ≤ i ≤ N , for
any θ ∈ Θ and functions c (θ, ·) and σ (θ, ·) are determined by vectors

c (θ) = (c1 (θ) , c2 (θ) , . . . , cN (θ)) ∈ RN ,
σ (θ) = (σ1 (θ) , σ2 (θ) , . . . , σN (θ)) ∈ RN ,
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so that

c (θ,Xk) = 〈c (θ) , Xk〉 ,
σ (θ,Xk) = 〈σ (θ) , Xk〉 ,

where 〈 , 〉 denotes the inner product in RN .

Notation 10.1 With G0
` = σ {X0, X1, . . . , X`, y1, . . . , y`−1, θ}, then

{G`}, ` ∈ N, will denote the complete filtration generated by G0
` and

{Y`} , ` ∈ N, will denote the complete filtration generated by Y0
` where

Y0
` = σ {y0, y1, . . . , y`} .

The Recursive Densities

We shall work under probability measure P , so that {y`}, ` ∈ N, is a
sequence of i.i.d. random variables with density φ, φ (y) > 0, and {X`},
` ∈ N, is an independent Markov chain.

Notation 10.2 Write qik (θ), k ∈ N, for the unnormalized conditional den-
sity such that

E
[

Λk 〈Xk, ei〉 I (θ ∈ dθ) | Yk
]

= qik (θ) dθ.

The existence of qik (θ) will be discussed below.
Our main result follows. This provides a recursive, closed-form update

for qik (θ). The normalized conditional density

pik (θ) dθ = E [ 〈Xk, ei〉 I (θ ∈ dθ) | Yk ]

is given in terms of q by:

pik (θ) =
qik (θ)∑N

j=1

∫
Θ
qjk (u)dλ (u)

.

Theorem 10.3

qk+1 (u) = B (yk+1, u) Aqk (u) (10.2)

where

B (yk+1, u) = diag
(
σ−1
i (u)φ−1 (yk+1)φ

(
yk+1 − ci (u)

σi (u)

))
, i = 1, . . . , N.
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Proof Suppose f : Θ→ R is any measurable function. Then

E
[
f (θ) 〈Xk+1, ei〉Λk+1 | Yk+1

]
=

N∑
j=1

E

[
f (θ) 〈Xk, ej〉 aij (θ) Λkφ

(
yk+1 − ci (θ)

σi (θ)

)
| Yk

]
× φ (yk+1)−1

σ−1
i (θ)

= φ (yk+1)−1
N∑
j=1

∫
Θ

f (u) aij (u)φ
(
yk+1 − ci (u)

σi (u)

)
qjk (u)
σi (u)

dλ (u) .

Therefore,

qik+1 (u) = φ

(
yk+1 − ci (u)

σi (u)

)
σ−1
i (u)φ−1 (yk+1)

N∑
j=1

aij (u) qjk (u) . (10.3)

Using matrix notation the result follows.

Remark 10.4 Suppose π = (π1, . . . , πN ) , πi = P (X0 = ei) , is the initial
distribution for X0 and h (u), is the prior density for θ. Then

qi0 (u) = πih (u) ,

and the updated estimates are obtained by substituting in (10.2) for k ≥ 1.
2

If the prior estimates are delta functions (i.e., unit masses at particular
values ei and θ), then q1 (u) and higher unnormalized conditional distri-
butions can be calculated by formula (10.2). However, because no noise or
dynamics enter into θ, if delta functions are taken as the prior distributions
for θ no updating takes place (this is not the case with the distribution for
X). This is to be expected because in the filtering procedure the prior does
not represent an initial guess for θ given no information, but the best es-
timate for the distribution of θ given the initial information. Care must,
therefore, be taken with the choice of the prior for θ and, unless there is rea-
son to choose otherwise, priors should be taken so that they have support
on the whole range of θ.

Vector Observations

Again, suppose the Markov chain has state space {e1, . . . , eN} and

Xk+1 = A (θ)Xk + Vk+1, k ∈ N,
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for some (unknown) θ ∈ Θ.
Consider now the case where the observation process is d-dimensional

with components:

y1
k+1 =

〈
c1 (θ) , Xk+1

〉
+
〈
σ1 (θ) , Xk+1

〉
w1
k+1

y2
k+1 =

〈
c2 (θ) , Xk+1

〉
+
〈
σ2 (θ) , Xk+1

〉
w2
k+1

...
ydk+1 =

〈
cd (θ) , Xk+1

〉
+
〈
σd (θ) , Xk+1

〉
wdk+1, k ∈ N.

Here, for

1 ≤ j ≤ d, cj (θ) =
(
cj1 (θ) , . . . , cjN (θ)

)′
, σj (θ) =

(
σj1 (θ) , . . . , σjN (θ)

)′
∈ RN

Further, the wj` , 1 ≤ j ≤ d, ` ∈ N, are a family of independent random
variables with nonzero densities φj (w) .

The same techniques then establish the following result:

Theorem 10.5 With

φ (yk+1, u) =
d∑
j=1

φj

(
yjk+1 − ci (u)

σi (u)

) d∏
j=1

φj (yk+1)

−1

qik+1 (u) = φ (yk+1, u)σ−1
i (u)

N∑
`=1

ai` (u) q`k (u) (10.4)

3.11 HMMs with Colored Noise

In this section we extend the above results to observations with colored
noise. We suppose the signal model parameters depend on some parameter
θ which takes values in a measure space (Θ, β, λ). The value of θ is unknown,
and we suppose it is constant. Then for 1 ≤ i, j ≤ N , write F0

k for the σ-
field generated by X0, X1, . . . , Xk and θ and {Fk} , k ∈ N, for the complete
filtration generated by F0

k .

aij (θ) = P (Xk+1 = ei | Xk = ej , θ )
= P (X1 = ei | X0 = ej, θ ) .

Write A (θ) for the N ×N matrix (aij (θ)), 1 ≤ i, j ≤ N . Then

Xk+1 = A (θ)Xk + Vk+1 (11.1)
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where E [Vk+1 | Fk ] = 0.
The observation process {y`}, ` ∈ N, which for simplicity is supposed to

be real-valued, has the form

yk+1 = c (θ,Xk+1) + d1 (θ)wk + · · ·+ dr (θ)wk+1−r + wk+1. (11.2)

Here {wk}, k ∈ N, is a sequence of i.i.d. random variables with nonzero den-
sity function φ. (The extension to time varying densities φk is immediate.)
Suppose dr (θ) 6= 0.

Here c (θ,Xk) is a function, depending on a parameter θ, and the state
Xk. Because Xk is always one of the unit vectors ei the function c (θ, .) is
determined by a vector

c (θ) = (c1 (θ) , c2 (θ) , . . . , cN (θ))

and
c (θ,Xk) = 〈c (θ) , Xk〉 ,

where 〈 , 〉 denotes the inner product in Euclidean space.
Write xk+1 = (wk+1, wk, . . . , wn−r+1)′ ∈ Rr, D = (1, 0, . . . , 0)′ ∈ Rr,

Γ (θ) =



−d1 (θ) −d2 (θ) . . . −dr−1 (θ) −dr (θ)
1 0 . . . 0 0
0 1 . . . 0 0
...

...
. . .

...
...

0 0 . . . 1 0


Then

xk+1 = Γ (θ) xk +D (yk+1 − 〈c (θ) , Xk+1〉)

and
yk+1 = 〈c (θ) , Xk+1〉+ 〈d (θ) , xk〉+ wk+1.

The unobserved components are, therefore, Xk+1, xk, θ.
Again, because dr (θ) 6= 0

Γ (θ)−1 = d−1
r (θ)



0 dr (θ) 0 . . . 0′

0 0 dr (θ) . . . 0
...

...
...

. . .
...

0 0 0 . . . dr (θ)
−1 −d1 (θ) −d2 (θ) . . . −dr−1 (θ)


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Suppose f and h are arbitrary real-valued test functions. Then

E
[
f (xk+1)h (θ) 〈Xk+1, ei〉Λk+1 | Yk+1

]
=
∫∫

f (ξ) h (u) qik+1 (ξ, u) dξ dλ (u) , (11.3)

where qik+1 (ξ, u) is the unnormalized conditional density such that

E
[
〈Xk+1, ei〉 I (θ ∈ dθ) I (xk+1 ∈ dz) Λk+1 | Yk+1

]
= qik+1 (z, θ)dz dθ

Then (11.3) equals

E

[
f (Γ (θ)xk +D (yk+1 − ci (θ)))h (θ)

× 〈A (θ)Xk + Vk+1, ei〉Λk
φ (yk+1 − ci (θ)− 〈d (θ) , xk〉)

φ (yk+1)

∣∣ Yk+1

]
= φ (yk+1)−1 (11.4)

×
∫∫ N∑

j=1

{
f (Γ (u) z +D (yk+1 − ci (u)))h (u)

× aij(u)φ (yk+1 − ci (u)− 〈d (u) , z〉) qik(z, u)
}
dz dλ (u) .

Write
ξ = Γ (u) z +D (yk+1 − ci (u))

so
z = Γ (u)−1 {ξ −D (yk+1 − ci (u))}

and
dz dλ (u) = Γ (u)−1

dξ dλ (u) .

The functions f and h are arbitrary so from the equality of (11.3) and
(11.5) we have the following result:

Theorem 11.1 Write

Φ (yk+1, u, ξ) = φ (yk+1)−1
φ
(
yk+1 − ci (u)

−
〈
d (u) ,Γ (u)−1 (ξ −D (yk+1 − ci (u)))

〉)
;

then for 1 ≤ i ≤ N

qik+1(ξ, u) = Φ(yk+1, u, ξ)

×
N∑
j=1

aij(u) qjk
(

Γ(u)−1(ξ −D(yk+1 − ci(u)) , u)
)
.

(11.5)
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3.12 Mixed-State HMM Estimation

In this section we consider the situation where a Markov chain influences a
linear system which, in turn, is observed linearly in noise. The parameters
of the model are supposedly unknown. Again a recursive expression is ob-
tained for the unnormalized density of the state and parameters given the
observations.

Again the state space of the Markov chain X is taken to be the set of
unit vectors {e1, . . . , eN} so that:

Xk+1 = A (θ)Xk + Vk+1, k ∈ N.

The state of the linear system is given by a process xk, k ∈ N, taking values
in Rd, and its dynamics are described by the equation

xk+1 = F (θ) xk +G (θ)Xk + vk+1.

Here vk, k ∈ N, is a sequence of independent random variables with densi-
ties ψk.

The observation process has the form

yk+1 = C (θ)xk + wk+1.

The wk are independent random variables having strictly positive densi-
ties φk.

In summary, we have what we term a mixed-state HMM

Xk+1 = A (θ)Xk + Vk+1,

xk+1 = F (θ) xk +G (θ)Xk + vk+1,

yk+1 = C (θ) xk + wk+1, k ∈ N.
(12.1)

The parameter θ takes values in some measurable space (Θ, β, λ). Again
write qik (z, θ) for the unnormalized joint conditional density of xk and θ,
given that Xk = ei such that

qik (z, θ)dz dθ = E
[
〈Xk, ei〉 I (xk ∈ dz) I (θ ∈ dθ) Λk | Yk

]
.

For suitable test functions f and h consider

E
[
〈Xk+1, ei〉 f (xk+1)h (θ) Λk+1 | Yk+1

]
=
∫∫

f (ξ) h (u) qik+1 (ξ, u) dξ dλ (u)
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= E
[
〈A (θ)Xk + Vk+1, ei〉 f (F (θ)xk +G (θ)Xk + wk+1)

× h (θ) Λkφk+1 (yk+1 − C (θ)xk)φk+1 (yk+1)−1 | Yk
]

= φk+1 (yk+1)−1

×
N∑
j=1

∫∫∫ [
aij (u) f (F (u) z +G (u) ej + w) h (u)

× φk+1(yk+1− C(u) z)ψk+1(w) qjk(z, u)
]
dz dλ (u) dw.

= φk+1 (yk+1)−1

×
N∑
j=1

∫∫∫ [
aij (u) f (ξ)h (u)φk+1 (yk+1 − C (u) z)

× ψk+1 (ξ − F (u) z + G (u) ej) qik (z, u)
]
dz dλ (u)dξ.

where the last equality follows by substituting ξ = F (u) z + G (u) ej + w,
z = z, u = u.

This identity holds for all test functions f and h, so we have the following
result:

Theorem 12.1 Write ψk+1(ξ, u, z, ej) = ψk+1(ξ − F (u)z +G(u) ej); then

qik+1 (ξ, u) = φk+1(yk+1)−1
∫ N∑

j=1

[
aij(u)φk+1(yk+1 − C (u) z)

× ψk+1(ξ, u, z, ej) q
j
k(z, u)

]
dz.

(12.2)

3.13 Problems and Notes

Problems

1. Prove Lemma 4.2

2. Derive the recursion (5.6)

3. Show that the sequences Λk and Λ∗k defined in Section 7 are martingales.

4. For the model described in Section 8 obtain estimates for J rsk , Ork
and T rk .

5. Derive the recursion for the unnormalized conditional density given in
Theorem 10.5
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Notes

The basic method of the chapter is again the change of measure. The
discrete-time version of Girsanov’s theorem provides a new probability mea-
sure under which all the observations are i.i.d. random variables. Also, to
obtain closed-form filters, estimates are obtained for processes HkXk. The
result in the first part of the chapter were first reported in Elliott (1994).
Continuous-time versions of these results were obtained in Elliott (1993b)
and can be found in Chapter 8.

Using filtering methods the forward-backward algorithm is not required
in the implementation of the EM algorithm. For a description of the EM
algorithm see Baum et al. (1970), and for recent applications see Krishna-
murthy and Moore (1993) and Dembo and Zeitouni (1986). Earlier appli-
cations of the measure change methods can be found in Brémaud and van
Schuppen (1976).





CHAPTER 4

Continuous-Range States
and Observations

4.1 Introduction

The standard model for linear, discrete-time signals and observations is con-
sidered, in which the coefficient matrices depend on unknown, time-varying
parameters. An explicit recursive expression is obtained for the unnormal-
ized, conditional expectation, given the observations, of the state and the
parameters. Results are developed for this special class of models, familiar
in many signal-processing contexts, as a prelude to more general nonlin-
ear models studied later in the chapter. Our construction of the equivalent
measure is explicit and the recursions have simple forms.

As an interesting special case, we consider the parameter estimation
problem for a general autoregressive, moving average exogenous input (AR-
MAX) model.

Also in this chapter, we explore the power of a double measure change
technique for achieving both the measurements and states i.i.d.

4.2 Linear Dynamics and Parameters

All processes are defined initially on a probability space (Ω,F , P ). The
discrete-time model we wish to discuss has the form

xk+1 = A (θk+1)xk +B (θk+1) vk+1, (2.1)
yk = C (θk)xk +D (θk)wk. (2.2)
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Here k ∈ N and x0, or its distribution, are known. The signal process xk
takes values in some Euclidean space Rd while the observation process yk
takes values in Rq. {v`}, ` ∈ N, is a sequence of i.i.d., random variables, with
density functions ψ, and v` has values in Rd. Similarly, {w`}, ` ∈ N, is a
sequence of i.i.d. random variables with strictly positive density function φ,
and w` also takes values in Rq, that is, w` has the same dimensions as y`.
The matrices A (θ·), B (θ·), C (θ·), and D (θ·) have appropriate dimensions
and depend on the parameters θ.

For simplicity we suppose the parameters θk ∈ Rp satisfy the dynamic
equations

θk+1 = αθk + νk+1. (2.3)

Here either θ0, or its distribution, is known, α is a real constant and {ν`}
is a sequence of i.i.d. random variables with density ρ. Finally, we suppose
the matrices B (r) and D (r) are nonsingular for all r ∈ R.

Notation 2.1 Write G0
k+1 = σ{θ`, 1 ≤ ` ≤ k + 1, x1, . . . , xk+1, y1, . . . , yk},

Y0
k = σ {y1, . . . , yk}. {Gk} and {Yk}, k ∈ N, are the complete filtrations

generated by the completions of G0
k and Y0

k , respectively.

Remarks 2.2 The above conditions can be modified. For example, the
parameters θ can be vector valued. 2

Measure Change and Estimation

Write

Λk =
k∏
`=1

|detD (θk)| φ (y`)
φ (w`)

.

A new probability measure P can be defined on (Ω,
∨∞
`=1 G`) by setting the

restriction to Gk+1 of the Radon-Nikodym derivative dP/dP equal to Λk.

Lemma 2.3 Under P the random variables {y`}, ` ∈ N, are i.i.d. with
density function φ.

Proof For t ∈ Rq the event {yk ≤ t} =
{
yik ≤ ti, i = 1, . . . , q

}
. Then

P ( yk ≤ t | Gk ) = E [ I (yk ≤ t) | Gk ]

=
E [ ΛkI (yk ≤ t) | Gk ]

E [ Λk | Gk ]

=
E
[
|detD (θk)| φ(yk)

φ(wk)I (yk ≤ t)
∣∣ Gk ]

E
[
|detD (θk)| φ(yk)

φ(wk)

∣∣ Gk ] .
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Now

E

[
|detD (θk)| φ (yk)

φ (wk)

∣∣∣ Gk ] =
∫
Rq
|detD (θk)|φ (yk) dwk = 1

so

P ( yk ≤ t | Gk ) =
∫
Rq
I (yk ≤ t) |detD (θk)|φ (yk) dwk

=
∫ t1

−∞
· · ·
∫ tq

−∞
φ (yk) dyk.

The result follows.

Suppose we now start with a probability measure P on (Ω,
∨∞
`=1 G`) such

that under P :

1. {yk}, k ∈ N, is a sequence of i.i.d. Rq-valued random variables with
positive density function φ;

2. {θk}, k ∈ N, are real variables satisfying (2.3);

3. {xk}, k ∈ N, is a sequence of Rd-valued random variables satisfying
(2.1).

Note in particular that under P the y` and x` are independent. We now
construct, by an inverse procedure, a probability measure P such that
under P , {w`}, ` ∈ N, is a sequence of i.i.d. random variables with density φ,
where wk := D (θk)−1 (yk − C (θk)xk).

To construct P from P , write

Λk =
k∏
`=1

|detD (θ`)|−1 φ (w`)
φ (y`)

.

P is defined by putting the restriction to Gk of the Radon-Nikodym deriva-
tive dP/dP equal to Λk. The existence of P is a consequence of Kol-
mogorov’s theorem.

Unnormalized Estimates

Write qk (z, θ), k ∈ N, for the unnormalized conditional density such that

E
[

ΛkI (xk ∈ dz) I (θk ∈ dθ) | Yk
]

= qk (z, θ)dz dθ.

The existence of qk will be discussed below.
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We now derive a recursive update for qk. The normalized conditional
density

pk (z, θ) dz dθ = E [ I (xk ∈ dz) I (θk ∈ dθ) | Yk ]

is given by

pk (z, θ) =
qk (z, θ)∫

Rd
∫
Rp qk (ξ, λ) dξdλ.

Theorem 2.4 For k ∈ N,

qk+1 (z, λ) = φ (yk+1)−1
∫∫ [

∆1 (yk+1, z, λ, ξ, σ)

× ψ
(
B (σ)−1 (z − A (σ) ξ)

)
qk (ξ, σ)

]
dξ dσ

(2.4)
where

∆1 (yk+1, z, λ, ξ, σ)

= |detD (λ)|−1 φ
(
D (λ)−1 (yk+1 − C (λ) z)

)
|detB (σ)|−1 ρ (λ− ασ) .

Proof Suppose f : Rd × R→ R is any Borel test function. Then

E
[
f (xk+1, θk+1) Λk+1 | Yk+1

]
=
∫
Rd

∫
R
f (z, λ) qk+1 (z, λ) dz dλ

= E
[
f (A (θk)xk +B (θk) vk+1, αθk + νk+1) Λk |detD (θk+1)|−1

× φ
(
D (θk+1)−1 (yk+1 − C (θk+1)xk+1)

)
| Yk+1

]
φ (yk+1)−1

.

Substituting for the remaining xk+1 and θk+1 this is

= E

{∫∫ [
f (A (θk)xk +B (θk)w,αθk + ν) Λk |detD (αθk + ν)|−1

× φ (D (αθk + ν))−1

× (yk+1 − C (αθk + ν) (A (θk)xk +B (θk)w))

× ψ (w) ρ (ν)
]
dw dν | Yk+1

}
φ (yk+1)−1

.

=
∫∫∫∫ [

f (A (λ) z +B (λ)w,αλ + ν) |detD (αλ+ ν)|−1

× φ (D (αλ+ ν))−1(yk+1 − C(αλ + ν) (A(λ) z +B(λ)w))

× ψ (w) ρ (ν) qk (z, λ)
]
dz dw dλdν φ (yk+1)−1 .
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where the last equality follows since the y` are independent.
Write ξ = A (λ) z +B (λ)w and σ = αλ+ ν. Then

dz dw (dλ dν) = |detB (λ)|−1 dz dξ (dλ dσ) ,

and the above integral equals∫∫∫∫ [
f (ξ, σ) |detD (σ)|−1 φ

(
D (σ)−1 (yk+1 − C (σ) ξ)

)
× ψ

(
B (λ)−1 (ξ −A (λ) z)

)
|detB (λ)|−1

× ρ (σ − αλ) qk (z, λ)
]
dz dξ dλ dσ.

This identity holds for all Borel test functions f , so the result follows.

Remarks 2.5 Suppose π (z) is the density of x0, and ρ0 (λ) is the density
of θ0. Then q0 (z, λ) = π (z)ρ0 (λ) and updated estimates are obtained by
substituting in (2.4). 2

Even if the prior estimates for x0 or θ0 are delta functions, the proof
of Theorem 4.1 gives a function for q1 (z, λ). In fact, if π (z) = δ (x0) and
ρ0 (λ) = δ (θ0) then we see

q1 (z, λ) = |detD (λ)|−1 φ
(
D (λ)−1 (y1 − C (λ) z)

)
× ψ

(
B (θ0)−1 (z −A (θ0)x0)

)
|detB (θ0)|−1

ρ (λ− αθ0) ,

and further updates follow from (2.4).
If there are no dynamics in one of the parameters, so that α = 1 and

ρ is the delta mass at 0 giving θk = θk−1, k ∈ N, then care must be
taken with the choice of prior distribution for θ. In fact, if ρ0 (θ) is the
prior distribution, the above procedure gives an unnormalized conditional
density qθk (z, λ) for each possible value of θ, and qk (z, λ) = qλk (z, λ) ρ0 (λ).

4.3 The ARMAX Model

We now indicate how the general ARMAX model can be treated. Suppose
{v`}, ` ∈ N, is a sequence of (real) i.i.d. random variables with density ψ.
Write

θ1 = (a1, . . . , ar1) ∈ Rr1 ,
θ2 = (b1, . . . , br2) ∈ Rr2 , (3.1)
θ3 = (c1, . . . , cr3) ∈ Rr3 , cr3 6= 0,
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for the unknown coefficient vectors, or parameters. An ARMAX system
{y`} with exogenous inputs {u`}, ` ∈ N, is then given by equations of the
form

yk+1 + a1yk + · · ·+ ar1yk+1−r1
= b1uk + · · ·+ br2uk+1−r2 + c1vk + · · ·+ cr3vk+1−r3 + vk+1. (3.2)

Write xk for the column vector

(yk, . . . , yk+1−r1 , uk, . . . , uk+1−r2 , vk, . . . , vk+1−r3 )′ ∈ Rr1+r2+r3 .

Suppose A(θ) is the (r1+ r2 + r3)×(r1+ r2 + r3) matrix having
(
−θ1, θ2, θ3

)
for its first row and 1 on the subdiagonal, with zeros elsewhere on other
rows, except the (r1 + 1) and (r1 + r2 + 1) rows which are 0 ∈ Rr1+r2+r3 .
B will denote the unit column vector in Rr1+r2+r3 having one in the (r1)
position and zeros elsewhere. C will denote the column vector in Rr1+r2+r3

having 1 in the first and (r1 + r2 + 1) position and zeros elsewhere. The
values of the u` are known exogenously; for example, if the variables u` are
control variables uk will depend on the values of y1, . . . , yk. System (3.2)
can then be written:

xk+1 = A (θ)xk +Buk+1 + Cvk+1, (3.3)
yk+1 = 〈θ, xk〉+ vk+1. (3.4)

Here θ =
(
−θ1, θ2, θ3

)
and 〈 , 〉 denotes the scalar product in Rr1+r2+r3 .

Representation (3.3), (3.4) is not a minimal representation; see, for exam-
ple, Anderson and Moore (1979) . However, it suffices for our discussion.
Notice the same noise term vk+1 appears in (3.3) and (3.4). This is circum-
vented by substituting in (3.3) to obtain

xk+1 = (A (θ)− Cθ′)xk +Buk+1 + Cyk+1 (3.5)
together with

yk+1 = 〈θ, xk〉+ vk+1. (3.6)

Write Y0
k = σ {y1, . . . , yk} and {Y`}, ` ∈ N, for the corresponding complete

filtration. Write xk for the column vector (vk, . . . , vk+1−r3)′ ∈ Rr3 so that
x′k = (yk, . . . , yk+1−r1 , uk, . . . , uk+1−r2 , x

′), and, given Yk, the xk are the
unknown components of xk. Let αk+1 = yk+1 + 〈θ1, (yk, . . . , yk+1−r1)′〉 −
〈θ2, (uk, . . . , uk+1−r2)′〉 and write αk for the vector αkC where C =
(1, 0, . . . , 0)′ ∈ Rr3 . Then with Γ

(
θ3
)

equal to the r3 × r3 matrix
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Γ
(
θ3
)

=



−c1 −c2 . . . −cr3−1 −cr3
1 0 . . . 0 0
0 1 . . . 0 0
...

...
. . .

...
...

0 0 . . . 1 0


we have xk+1 = Γ

(
θ3
)
xk + αk+1. The model is chosen so that cr3 6= 0;

then

Γ
(
θ3
)−1

=



0 1 0 . . . 0 0
0 0 1 . . . 0 0
...

...
...

. . .
...

...
0 0 0 . . . 1 0
0 0 0 . . . 0 1
− 1
cr3

− c1
cr3

− c2
cr3

. . . − cr3−2

cr3
− cr3−1

cr3


Given Yk we wish to determine the unnormalized conditional density of
xk and θ. Again, we suppose the processes are defined on

(
Ω,F , P

)
under

which {y`}, ` ∈ N, is a sequence of i.i.d. random variables with strictly
positive densities φ. P is defined by putting the restriction of dP/dP to Gk
equal to Λk. Here Λk =

∏k
`=1 φ (y`+1 − 〈θ, x`〉) /φ (y`+1). Write qk (ξ, λ) for

the unnormalized conditional density such that

E
[
I (xk ∈ dξ) I (θ ∈ dλ) Λk | Yk

]
= qk (ξ, λ) dξ dλ.

Therefore we now consider any Borel test functions f : Rr3 → R and g :
Rr1+r2+r3 → R. Write ȳk = (yk, . . . , yk+1−r1)′ and uk = (uk, . . . , uk+1−r2)′.
The same arguments to those used in Section 4 lead us to consider

E
[
f (xk+1) g (θ) Λk+1 | Yk+1

]
=
∫∫

f (ξ) g (λ) qk+1 (ξ, λ) dξ dλ

= E
[
f
(
Γ
(
θ3
)
xk + αk+1

)
g (θ) Λk

× φ
(
yk+1 +

〈
θ1, ȳk

〉
−
〈
θ2, uk

〉
−
〈
θ3, xk

〉)
| Yk+1

]
φ (yk+1)−1

=
∫∫ [

f
(
Γ
(
λ3
)
z + αk+1

)
g (λ)
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× φ
(
yk+1 +

〈
λ1, ȳk

〉
−
〈
λ2, uk

〉
−
〈
λ3, z

〉)
× qk (z, λ)

]
dz dλφ (yk+1)−1

. (3.7)

Write
ξ = Γ

(
λ3
)
z +

(
yk+1 +

〈
λ1, ȳk

〉
−
〈
λ2, uk

〉)
C.

Then
z = Γ

(
λ3
)−1 (

ξ −
(
yk+1 +

〈
λ1, ȳk

〉
−
〈
λ2, uk

〉)
C
)

and
dz dλ = dz dλ1 dλ2 dλ3 = Γ

(
λ3
)
dξ dλ.

Substituting in (3.7) we have∫∫
f (ξ) g (λ) qk+1 (ξ, λ) dξ dλ

=
∫∫ [

f (ξ) g (λ)

× φ
(
yk+1 +

〈
λ1, ȳk

〉
−
〈
λ2, uk

〉
−
〈
λ3,Γ

(
λ3
)−1 (

ξ −
(
yk+1 +

〈
λ1, ȳk

〉
−
〈
λ2, uk

〉)
C
)〉)

× φ (yk+1)−1qk

(
Γ
(
λ3
)−1(

ξ −
(
yk+1 +

〈
λ1, ȳk

〉
−
〈
λ2, uk

〉)
C
)
, λ
)

× Γ
(
λ3
)−1
]
dξ dλ

We, therefore, have the following remarkable result for updating the un-
normalized, conditional density of xk and θ, given Yk:

Theorem 3.1

qk+1 (ξ, λ) = ∆2 (yk+1, ȳk, uk, ξ, λ)

× qk
(

Γ
(
λ3
)−1 (

ξ −
(
yk+1 +

〈
λ1, ȳk

〉
−
〈
λ2, uk

〉)
C
)
, λ
)

(3.8)
where ∆2 (yk+1, ȳk, uk, ξ, λ) = φ(ξ1)

φ(yk+1)Γ
(
λ3
)−1 and ξ1 = yk+1 + 〈λ1, ȳk〉 −

〈λ2, uk〉 −
〈
λ3,Γ(λ3)−1

(
ξ −

(
yk+1 + 〈λ1, ȳk〉 − 〈λ2, uk〉

)
C
)〉

Remark 3.2 This does not involve any integration. 2

If π0 (ξ) is the prior density of x0 and ρ0 (λ) the prior density for λ, then
q0 (ξ, λ) = π0 (ξ) ρ0 (λ). The prior density must reflect information known
about x0 and θ, and not be just a guess. Because no dynamics or noise
enter the parameters θ the estimation problem can be treated as though θ
is fixed, followed by an averaging over θ using the density ρ0 (λ).
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4.4 Nonlinear Dynamics

In this section, nonlinear, vector-valued signal and observation dynamics
are considered in discrete time, with additive (not necessarily Gaussian)
noise. Here possibly singular measures describe the distribution of the state.
The forward recursion for the alpha unnormalized, conditional density, and
the backward recursion for the beta variable are derived. The unnormalized
smoothed density is, as in the Baum-Welch (1966) situation, the product
of alpha and beta.

The Baum-Welch algorithm usually discusses a Markov chain observed
in Gaussian noise (Baum and Petrie, 1966). The forward and backward
Baum-Welch estimators are related to considering the observations under
an equivalent probability measure; they provide unnormalized filtered and
smoothed estimates of the state of the Markov chain, given the observa-
tions.

Suppose {xk}, k ∈ N, is a discrete-time stochastic state process taking
values in some Euclidean space Rm. We suppose that x0 has a known dis-
tribution π0 (x). The observation process {yk}, k ∈ N, takes value in some
Euclidean space Rd. The sets {vk} and {wk} k ∈ N, will be sequences of in-
dependent, Rm, Rd-valued, random variables with probability distributions
dΨk and densities φk, respectively. We assume the φk are strictly positive.

For k ∈ N, Ak : Rm → Rm, Ck : Rd → Rd are measurable functions, and
we suppose for k ≥ 0 that

xk+1 = Ak+1 (xk) + vk+1,

yk = Ck (xk) + wk.
(4.1)

Measure Change for Observation Process

Define

λ` =
φ` (y`)
φ` (w`)

, ` ∈ N.

Write

G0
k = σ {x0, x1, . . . , xk, y1, . . . , yk} ,
Y0
k = σ {y1, . . . , yk} ,

and {Gk}, {Yk}, k ∈ N, for the corresponding complete filtrations. With

Λk =
k∏
`=1

λ`
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a new probability measure P can be defined by setting the restriction of
the Radon-Nikodym derivative

(
dP/dP

)
|Gk equal to Λk. The existence of

P follows from Kolmogorov’s theorem; under P the random variables y`,
` ∈ N, are independent and the density function of y` is φ`. Note that the
process x is the same under both measures.

Note that under P the yk are, in particular, independent of the xk.
To represent the situation where the state influences the observations we
construct a probability measure P such that, under P , wk+1 := yk+1 −
Ck+1 (xk) is a sequence of independent random variables with positive den-
sity functions φk+1 (·). To construct P starting from P set

λk =
φk (wk)
φk (yk)

,

Λk =
k∏
`=1

λ`,

and
dP

dP

∣∣∣∣
Gk

= Λk.

Under P the {v`} are independent random variables having densities φ`.

Recursive Estimates

We shall work under measure P , so that the {yk}, k ∈ N, is a sequence of
independent Rd-valued random variables with densities φk and the {xk},
k ∈ N, satisfy the dynamics xk+1 = Ak+1 (xk) + vk+1.

Notation 4.1 Write dαk (x), k ∈ N, for the unnormalized conditional
probability measure such that

E
[

ΛkI (xk ∈ dx) | Yk
]

= dαk (x) .

Theorem 4.2 For k ∈ N, a recursion for dαk (.) is given by

dαk+1 (z) =
φk+1 (yk+1 − Ck+1 (z))

φk+1 (yk+1)

∫
Rm

dΨk+1 (z −Ak+1 (ξ)) dαk (ξ) .

(4.2)

Proof Suppose f : Rm → R is any integrable Borel test function. Then

E
[

Λk+1f (xk+1) | Yk+1

]
=
∫
Rm

f (z)dαk+1 (z) .
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However, denoting

Φk+1 (xk, vk+1) =
φk+1 (yk+1 − Ck+1 (Ak+1 (xk) + vk+1))

φk+1 (yk+1)
,

E
[

Λk+1f (xk+1) | Yk+1

]
= E

[
ΛkΦk+1 (xk, vk+1) f (Ak+1 (xk) + vk+1) | Yk+1

]
= E

[
Λk
∫
Rm

Φk+1 (xk, v) f (Ak+1 (xk) + v) dΨk+1 (v)
∣∣∣ Yk+1

]
=
∫
Rm

∫
Rm

Φk+1 (ξ, v) f (Ak+1 (ξ) + v) dΨk+1 (v) dαk (ξ) .

Write
z = Ak+1 (ξ) + v.

Consequently∫
Rm

f (z) dαk+1 (z)

=
∫
Rm

∫
Rm

φk+1 (yk+1 − Ck+1 (z))
φk+1 (yk+1)

f (z) dΨk+1 (z −Ak+1 (ξ)) dαk (ξ) .

This identity holds for all Borel test functions f , so (4.2) follows.

Notation 4.3 In this section m, k ∈ N, and m < k. Write Λm,k =∏k
`=m λ` and dγm,k (x) for the unnormalized conditional probability mea-

sure such that
E
[

ΛkI (xm ∈ dx) | Yk
]

= dγm,k (x) .

Theorem 4.4 For m, k ∈ N, m < k

dγm,k (x) = βm,k (x) dαm (x) (4.3)

where dαm (x) is given recursively by Theorem 4.2 and

βm,k (x) = E
[

Λm+1,k | xm = x, Yk
]
.

Proof For an arbitrary integrable function f : Rm → R

E
[

Λkf (xm) | Yk
]

=
∫
Rm

f (x) dγm,k (x) .

However,

E
[

Λkf (xm) | Yk
]

= E
[

Λ1,mf (xm)E
[

Λm+1,k | x0, . . . , xm,Yk
]
| Yk

]
.
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Now
E
[

Λm+1,k | xm = x, Yk
]

:= βm,k (x) .

Consequently,

E
[

Λkf (xm) | Yk
]

= E
[

Λ1,mf (xm)βm,k (xm) | Yk
]

and so, from Notation 4.1,∫
Rm

f (x) dγm,k (x) =
∫
Rm

f (x)βm,k (x) dαm (x) .

The function f (x) is an arbitrary Borel test function; therefore, we see

dγm,k (x) = βm,k (x) dαm (x) .

Theorem 4.5 βm,k (x) satisfies the backward recursive equation

βm,k (x) =
1

φm+1 (ym+1)

×
∫
Rm

[
φm+1 (ym+1 − Cm+1 (Am+1 (x) + w))

× βm+1,k (Am+1 (x) + w)
]
dΨm+1 (w)

(4.4)

with βn,n = 1.

Proof

βm,k (x) = E
[

Λm+1,k | xm = x,Yk
]

= E
[
λm+1Λm+2,k | xm = x,Yk

]
= E

[
λm+1E

[
Λm+2,k | xm = x, xm+1, Yk

]
| xm = x, Yk

]
= E

[
φm+1 (ym+1 − Cm+1 (Am+1 (xm) + vm+1))

φm+1 (ym+1)

× βm+1,k (Am+1 (xm) + vm+1)
∣∣∣∣ xm = x, Yk

]

=
1

φm+1 (ym+1)

∫
Rm

[
φm+1 (ym+1 − Cm+1 (Am+1 (x) + w))

× βm+1,k (Am+1 (x) + w)
]
dΨm+1 (w) .
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Change of Measure for the State Process

In this section we shall suppose that the noise in the state equation is not
singular, that is, each vk has a positive density function ψk. The observation
process y is as described at the beginning of this section. Suppose P has
been constructed. Define

γ` =
ψ` (x`)
ψ` (v`)

and

Γk =
k∏
`=1

γ`;

then introduce a measure P̂ by setting

dP̂

dP

∣∣∣∣∣
Gk

= Γk.

Under P̂ the random variables {x`}, ` ∈ N, are independent with density
function ψ`.

We now start with a probability measure P̂ on (Ω,
∨∞
n=1 Gn) under which

the process {x`} and {y`} are two sequences of independent random vari-
ables with respective densities ψ` and φ`. Note the x and y are independent
of each other as well. To return to the real-world model described in Sec-
tion 2 we must define a probability measure P by setting

dP

dP̂

∣∣∣∣
Gk

=
dP

dP

∣∣∣∣
Gk

dP

dP̂

∣∣∣∣
Gk

= ΛkΓk.

Here Γk is the inverse of Γk, so that Γk =
∏k
`=1γ`, where γ` = ψ`(v`) /ψ`(x`).

Again the existence of P is guaranteed by Kolmogorov’s Extension Theo-
rem.

Recursive Estimates

We shall work under P̂ , so that {yk}, k ∈ N, and {xk}, k ∈ N, are two
sequences of independent random variables with respective densities φk and
ψk. Recall that a version of Bayes’ theorem states that for a G-adapted
sequence {gk},

E [ gk | Yk ] =
E
[

Λkgk | Yk
]

E
[

Λk | Yk
] .
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Similarly,

E
[

Λgk | Yk
]

=
Ê
[

ΓkΛkgk | Yk
]

Ê
[

Γk | Yk
] .

Remark 4.6 The xk sequence is independent of the yk sequence under P̂ .
Therefore conditioning on the x’s it is easily seen that Ê

[
Γk | Yk

]
=

Ê
[
Γk
]

= Ê
[
Γk−1

]
= 1. 2

Notation 4.7 Suppose αk (x), k ∈ N, is the unnormalized conditional den-
sity such that

E
[

ΛkI (xk ∈ dx) | Yk
]

= αk (x) dx.

We now rederive the recursive expression for αk.

Theorem 4.8 For k ∈ N, a recursion for αk (x) is given by

αk+1 (x) =
φk+1 (yk+1 − Ck+1 (x))

φk+1 (yk+1)

∫
Rm

ψk+1 (x−Ak+1 (ξ))αk (ξ) dξ.

(4.5)

Proof Suppose f : Rm → R is any integrable Borel test function. Then

E
[
f (xk+1) Λk+1 | Yk+1

]
=
∫
Rm

f (x)αk+1 (x) dx. (4.6)

However,

E
[
f (xk+1) Λk+1 | Yk+1

]
=
Ê
[
f (xk+1) Λk+1Γk+1 | Yk+1

]
Ê
[

Γk+1 | Yk+1

] .

From Remark 4.6 the denominator equals 1. Using the independence of the
xk’s and the yk’s under P̂ we see

E
[
f (xk+1) Λk+1 | Yk+1

]
= Ê

[
f (xk+1) Λk+1Γk+1 | Yk+1

]
(4.7)

=
∫
Rm

∫
Rm

ψk+1 (x−Ak+1 (ξ))
φk+1 (yk+1 − Ck+1 (x))

φk+1 (yk+1)
αk (ξ) dξf (x) dx.

Since f is an arbitrary Borel test function, equations (4.6) and (4.7) yield
at once (4.5).
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Notation 4.9 For m, k ∈ N, m < k, write Λm,k =
∏k
`=m λ` and Γm,k =∏k

`=m γ`. Write γm,k (x) for the unnormalized conditional density such that

E
[

ΛkI (xm ∈ dx) | Yk
]

= γm,k (x) dx.

It can be shown as in Theorems 4.2, 4.4, and 4.5 that

γm,k (x) = αm (x)βm,k (x) (4.8)

where αm (x) is given recursively by Theorem 4.8 and βm,k (x) satisfies the
backward recursive equation

βm,k (x) =
1

φm+1 (ym+1)

×
∫
Rm

[
ψm+1 (z −Am+1 (x))

× φm+1 (ym+1 − Cm+1 (z))βm+1,k (z)
]
dz.

(4.9)

Notation 4.10 For m ∈ N, m < k, write ξm,m+1,k

(
x1, x2

)
for the unnor-

malized conditional density such that

E
[

ΛkI
(
xm ∈ dx1

)
I
(
xm+1 ∈ dx2

)
| Yk

]
= ξm,m+1,k

(
x1, x2

)
dx1dx2.

Also write ρk+1,k (x) for the unnormalized conditional density such that

E
[

Λk+1I (xk+1 ∈ dx) | Yk
]

= ρk+1,k (x) dx.

Theorem 4.11 For m, k ∈ N, m < k,

ξm,m+1,k+1

(
x1, x2

)
= αm

(
x1
)
βm+1,k+1

(
x2
)
ψm+1

(
x2 −Am

(
x1
))

×
φm+1

(
ym+1 − Cm+1

(
x2
))

φm+1 (ym+1)
(4.10)

Proof Suppose f, g : Rm → R are arbitrary integrable Borel functions.
Then

Ê
[
f (xm) g (xm+1) Λk+1Γk+1 | Yk+1

]
=
∫
Rm

∫
Rm

f
(
x1
)
g
(
x2
)
ξm,m+1,k+1

(
x1, x2

)
dx1dx2 (4.11)

= Ê
[
Ê
[
f (xm) g (xm+1) Λ0,m+1Λm+2,k+1Γ0,m+1Γm+2,k+1
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| x0, . . . , xm+1,Yk+1

] ∣∣ Yk+1

]
= Ê

[
f (xm) g (xm+1) Λ0,m+1Γ0,m+1

× Ê
[

Λm+2,k+1Γm+2,k+1 | xm+1,Yk+1

] ∣∣ Yk+1

]
= Ê

[
f (xm) g (xm+1) Λ0,m+1Γ0,m+1βm+1,k+1 (xm+1) | Yk+1

]
= Ê

{
f (xm) Λ0,mΓ0,m

×
∫
Rm

[
g
(
x2
)
ψm+1

(
x2 −Am+1 (xm)

)
×
φm+1

(
ym+1 − Cm+1

(
x2
))

φm+1 (ym+1)
βm+1,k+1

(
x2
)]
dx2

∣∣∣ Yk+1

}

=
∫
Rm

∫
Rm

[
f
(
x1
)
g
(
x2
)
ψm+1

(
x2 −Am+1

(
x1
))

(4.12)

×
φm+1

(
ym+1 − Cm+1

(
x2
))

φm+1 (ym+1)
βm+1,k+1

(
x2
)
αm
(
x1
)]
dx1dx2.

Since f (x) and g (x) are two arbitrary Borel test functions, comparing
(4.11) with (4.12) gives equation (4.10).

It is left an exercise to show that the one-step predictor satisfies the
equation:

ρk+1,k (x) =
∫
Rd

∫
Rm
φk+1 (y − Ck+1 (x))ψk+1 (x−Ak+1 (z))αk (z)dz dy.

(4.13)

Remark 4.12 The expression for unnormalized conditional density given
by (4.13) can be easily generalized to the rth step predictor; the corre-
sponding expression is

ρk+r,k (x)

=
∫
Rmr

∫
Rdr

H
(
y1, . . . , yr, x1, . . . , xr−1, x

)
αk(z)dy1 . . . dyrdx1 . . . dxr−1dz

where

H
(
y1, . . . , yr, x1, . . . , xr−1, x

)
= φk+1

(
y1−Ck+1

(
x1
))
φk+2

(
y2−Ck+2

(
x1
))
· · ·φk+r(yr−Ck+r (x))

ψk+1

(
x1−Ak+1 (z)

)
ψk+2

(
x2−Ak+2

(
x1
))
· · ·ψk+r

(
x−Ak+r

(
xr−1

))
.2
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4.5 Kalman Filter

Assume here that state and observation processes are given by the linear
dynamics

xk+1 = Ak+1xk + vk+1 ∈ Rm, (5.1)
yk = Ckxk + wk ∈ Rd. (5.2)

Ak, Ck are matrices of appropriate dimensions, vk, wk and x0 are normally
distributed with means 0 and respective covariance matrices Qk, Rk and
Σ0|0, assumed nonsingular. The conditional density of xk given the observa-
tions up to time k is given by pk (x) = αk (x) /

∫
Rm αk (x) dx, where αk (x) is

the unnormalized density given by (4.5). The linearity of (5.1) and (5.2) im-
plies that pk (x) is also normally distributed with mean x̂k|k = E [xk | Yk ]
and associated error covariance matrix Σk|k = E

[(
xk − x̂k|k

) (
xk − x̂k|k

)′ |
Yk
]
, actually independent of yk. Our purpose in this section is to give

recursive estimates of x̂k|k and Σk|k using the recursion for αk (x):

αk+1 (x) = K (x)
∫
Rm

exp
{
−1

2

[
(x−Ak+1ξ)

′Q−1
k+1 (x−Ak+1ξ) (5.3)

+
(
ξ − x̂k|k

)′Σ−1
k|k
(
ξ − x̂k|k

)]}
dξ

in view of (4.5) and the densities φk+1 and ψk+1;

K (x) =
φk+1 (yk+1 − Ck+1x)

φk+1 (yk+1)
(2π)−m/2 |Qk+1|−1/2 ∣∣Σk|k∣∣−1/2

. (5.4)

Leaving only terms containing the variable ξ under the integration symbol
in (5.3), then

αk+1 (x) = K1 (x)
∫
Rm

exp
[
−1

2

(
ξ′Σ
−1

k+1ξ − β′k+1ξ
)]
dξ (5.5)

where

K1 (x) = K (x) exp
[
−1

2

(
x′Q−1

k+1x+ x̂′k|kΣ−1
k|kx̂k|k

)]
(5.6)

Σ
−1

k+1 = A′k+1Q
−1
k+1Ak+1 + Σ−1

k|k, (5.7)

β′k+1 = 2
(
x′Q−1

k+1Ak+1 + x̂′k|kΣ−1
k|k

)
. (5.8)
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Completing the “square” in (5.5) αk+1 (x) is equal to

K1 (x) exp

[
−1

2

(
−
β′k+1

(
Σk+1

)
βk+1

4

)]

×
∫
Rm

exp
[
−1

2

(
ξ − Σk+1βk+1

2

)
Σ
−1

k+1

(
ξ − Σk+1βk+1

2

)]
dξ (5.9)

= K1 (x) exp

[
−1

2

(
−
β′k+1Σk+1βk+1

4

)] ∣∣∣Σ−1

k+1

∣∣∣1/2 (2π)−m/2 .

In view of (5.3), (5.6), (5.8), and (5.9) we have

αk+1 (x) = K2 exp
[
− 1

2

(
x− x̂k+1|k+1

)′
Σ−1
k+1|k+1

(
x− x̂k+1|k+1

)]
(5.10)

where K2 is a constant independent of x, and using (5.10) and (5.8)

Σ−1
k+1|k+1 = Q−1

k+1 −Q
−1
k+1Ak+1Σk+1A

′
k+1Q

−1
k+1

+ C′k+1R
−1
k+1Ck+1(

Σ−1
k+1|k+1x̂k+1|k+1

)
= Q−1

k+1Ak+1Σk+1

(
Σ−1
k|kx̂k|k

)
+ C′k+1R

−1
k+1yk+1

Σ
−1

k+1 = A′k+1Q
−1
k+1Ak+1 + Σ−1

k|k.

(5.11)
In summary we have the following:

Theorem 5.1 For the linear model described by equations (5.1) and (5.2),
the conditional mean and covariance matrix of the state process xk are
given by the so-called information filter version of the Kalman filter equa-
tions (5.11).

The Kalman filter is frequently implemented in its one-step-ahead predic-
tion form to achieve x̂k+1|k = E [xk+1 | Yk ] with associated estimation
error covariance Σk+1|k. Immediately, taking conditional expectations on
the model (5.1), (5.2) we have the so-called time update equations

x̂k+1|k = Ak+1x̂k|k,

Σk+1|k = Ak+1Σk|kA′k+1 +Qk+1.
(5.12)

Further manipulations yield the so-called measurement update equations

x̂k|k = x̂k|k−1 +Kk

(
yk − Ckx̂k|k−1

)
,

Σk|k = Σk|k−1 − Σk|k−1C
′
k

(
CkΣk|k−1C

′
k +Rk

)−1
CkΣk|k−1,

Kk = Σk|k−1C
′
k

(
CkΣk|k−1C

′
k +Rk

)−1
.

(5.13)
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Application of the Matrix Inversion Lemma to the second equation in
(5.13) gives directly a recursion in terms of inverses:

Σ−1
k|k = Σ−1

k|k−1 + C′kR
−1
k Ck.

One can also obtain

Σ−1
k+1|k =

[
I − Āk+1

(
Āk+1 +Q−1

k+1

)−1
]
Āk+1,

Āk+1 =
(
A−1
k+1

)′
Σ−1
k|k
(
A−1
k+1

)
.

These make clearer the connections between the information filter, which
updates Σ−1

k|k and
(
Σ−1
k|kx̂k|k

)
, and the covariance filter which updates Σk|k−1

and x̂k|k−1. The reader is left to verify the complete algebraic equivalence
of the two filters.

Similarly, the density βk is an unnormalized Gaussian density of the form

βk (x) = Zk (2π)−n/2 |Sk|1/2 exp
(
− 1

2 (x− γk)′ Sk (x− γk)
)

where the Sk and γk are given by the backward recursions:

S−1
k = A′k+1Q

−1
k+1

(
I −

(
Q−1
k+1 + C′k+1R

−1
k+1Ck+1 + S−1

k+1

)−1
)

×Q−1
k+1Ak+1,(

S−1
k γ̃k

)
= A′k+1Q

−1
k+1

(
Q−1
k+1 + C′k+1R

−1
k+1Ck+1

)−1

×
(
C′k+1R

−1
k+1yk+1 +

(
S−1
k+1γk+1

))
.

(5.14)
It is unnecessary to determine the explicit form of Zk because it is clear

that the normalized probability density associated with βk is (2π)−n/2×
|Sk|1/2 exp

(
− 1

2 (x− γk)′ Sk (x− γk)
)
.

4.6 Problems and Notes

Problems

1. Show that the unnormalized conditional density of the one-step pre-
dictor ρk+1,k (x) = E

[
Λk+1I (xk+1 ∈ dx) | Yk

]
is given recursively by

(4.13).

2. Of interest in applications is the linear model with a singular matrix
coefficient in the noise term of the state dynamics:

xk+1 = Axk +Bv∗k+1 ∈ Rm,
yk = Cxk + wk ∈ Rd.
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Obtain recursive estimators (Hint : Set vk = Bv∗k. Even if B is singular ,
vk always has probability distribution. The support of this distribution
is the set of values of Bv∗k. See also Section 4.)

3. Derive the backward algebraic recursions (5.14).

4. Consider the model whose dynamics are given by (2.1), (2.2), and (2.3).
Suppose now that the dynamics of the parameters θi are described by
finite-state Markov chains

θik+1 = Aiθik + V ik+1

where the V i are martingale increments (see Chapter 2). Find recursive
estimates of the conditional distribution of the state of the model.

Notes

The results of this chapter are familiar in many signal processing con-
texts. The ARMAX model is widely studied in the adaptive estimation
and control literature as well as in time-series analysis and economics. In
this ARMAX model case it is remarkable that the recursive formulae for
the unnormalized densities do not involve any integration.



CHAPTER 5

A General Recursive
Filter

5.1 Introduction

In this chapter more general models are considered. We use again the same
reference measure methods. Both nonlinear with nonadditive noise and
linear dynamics are considered. In Section 7 the results are extended to a
parameter estimation problem. In this case the same noise enters the signal
and observations. In Section 8, an abstract formulation is given in terms
of transition densities . Finally, in Section 9 we discuss a correlated noise
case, where the noise in the observations appears in the state dynamics as
well.

5.2 Signal and Observations

All processes are defined initially on a probability space (Ω,F , P ).
Suppose {x`}, ` ∈ N, is a discrete-time stochastic process taking values

in some Euclidean space Rd. Then {v`}, ` ∈ N, will denote a sequence of
independent Rn-valued random variables. The density function of v` is ψ`.

a : Rd × Rn → Rd

is a measurable function, and we suppose for k ≥ 0 that

xk+1 = a (xk, vk+1) . (2.1)
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We suppose that x0, or its density π0 (x), is known. Finally, we assume
there is an inverse map d : Rd × Rd → Rn such that if xk+1 = a (xk, vk+1)
then

vk+1 = d (xk+1, xk) . (2.2)

Note this condition is fulfilled if the noise is additive, so xk+1 = a (xk) +
vk+1. We require d to be differentiable in the first variable.

The observation process {yk}, k ∈ N, for simplicity, we suppose is real
valued; the extension to vector observations is immediate.

The observation noise {wk} will be a sequence of independent real-valued
random variables. We suppose each wk has a strictly positive density func-
tion φk. Also c : Rd × R→ R is a measurable function and we suppose for
k ≥ 0 that

yk = c (xk, wk) . (2.3)

Again we assume there is an inverse map g : R × Rd → R such that if
yk = c (xk, wk) then

wk = g (yk, xk) . (2.4)

Again, this condition is satisfied for additive noise, when yk = c (xk) +wk.
Finally we require the derivatives

C (xk, wk) :=
∂c (xk, w)

∂w

∣∣∣∣
w=wk

, G (yk, xk) :=
∂g (y, xk)

∂y

∣∣∣∣
y=yk

(2.5)

to be nonsingular.

Remarks 2.1 The above conditions can be weakened or modified. For
example, appropriate changes would allow xk to be of the form xk+1 =
a (xk, xk−1, vk+1). 2

In summary, the dynamics of our model are given by:

xk+1 = a (xk, vk+1) ,
yk = c (xk, wk) ,

(2.6)

vk and wk are sequences of independent Rn- and R-valued random variables
with density functions ψk and φk, respectively, and the functions a (. , .),
c (. , .) satisfy the above conditions.
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5.3 Change of Measure

Define

Λk =
k∏
`=1

φ` (y`)
φ` (w`)

G (y`, x`)
−1
.

Write

G0
k+1 = σ {x0, x1, . . . , xk+1, y1, . . . , yk} ,
Y0
k = σ {y1, . . . , yk} ,

and {Gk}, {Yk}, k ∈ N, for the corresponding complete filtrations. A new
probability measure P can be defined by setting the restriction of the
Radon-Nikodym derivative

(
dP/dP

)
|Gk+1 equal to Λk. Then simple ma-

nipulations as in earlier studies, and paralleling those below, show that
under P the random variables {y`}, ` ∈ N, are independent with density
functions φ` and the dynamics of x are as under P .

Starting with the probability measure P we can recover the probability
measure P such that under P

wk := g (yk, xk)

is a sequence of independent random variables with positive densities φk (b).
To construct P starting from P write

Λk =
k∏
`=1

λ` =
k∏
`=1

φ` (w`)
φ` (y`)

C (x`, w`)
−1
.

P is defined by putting the restriction of the Radon-Nikodym derivative(
dP/dP

)
|Gk equal to Λk. The existence of P follows from Kolmogorov’s

extension theorem.

Lemma 3.1 Under P the {w`} , ` ∈ N, are independent random variables
having densities φ`.

Proof First

E
[
λk | Gk

]
=
∫ ∞
−∞

φk (wk)
φk (yk)

C (xk, wk)−1 φk (yk) dyk =
∫ ∞
−∞

φk (wk) dwk

(given Gk so that dxk = 0)
= 1.
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Next

P (wk ≤ t | Gk ) = E [ I (wk ≤ t) | Gk ]

=
E
[

ΛkI (wk ≤ t) | Gk
]

E
[

Λk | Gk
]

= E
[
λkI (wk ≤ t) | Gk

]
=
∫ ∞
−∞

I (wk ≤ t)
φk (wk)
φk (yk)

· C (xk, wk)−1
φk (yk) dyk

=
∫ t

−∞
φk (wk) dwk = P (wk ≤ t) .

That is under P , the wk are independent with densities φk.

5.4 Recursive Estimates

We shall work under measure P , so that {yk}, k ∈ N, is a sequence of
independent real random variables with densities φk; furthermore, xk+1 =
a (xk, vk+1) where the vk are independent random variables with densi-
ties ψk. With ξ = a (z, v), consider the inverse mapping v = d (ξ, z) and
derivative

D (ξk, zk) =
∂d (ξ, zk)

∂ξ

∣∣∣∣
ξ=ξk

. (4.1)

Notation 4.1 Write qk (z) , k ∈ N, for the unnormalized conditional den-
sity such that

E
[

ΛkI (xk ∈ dz) | Yk
]

= qk (z)dz.

The existence of qk will be discussed below. We denote |D| = |detD|.

Theorem 4.2 For k ∈ N we have the recursive estimates:

qk+1 (ξ) = ∆1 (yk+1, ξ)
∫
Rd
ψk+1 (d (ξ, z)) | D (ξ, z) | qk (z)dz, (4.2)

where ∆1 (yk+1, ξ) = [φk+1 (g (yk+1, ξ)) /φk+1 (yk+1)]C (ξ, g (yk+1, ξ))
−1,

and d (ξ, z) = v.
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Proof Suppose f : Rd → R is any Borel test function. Then

E
[
f (xk+1) Λk+1 | Yk+1

]
=
∫
Rd
f (z) qk+1 (z)dz

= E
[
f (a (xk, vk+1)) Λkφk+1 (g (yk+1, xk+1))

× C (xk+1, g (yk+1, xk+1))−1 | Yk+1

]
φk+1 (yk+1)−1

= E

{∫
Rn

[
f (a (xk, v)) Λkφk+1 (g (yk+1, a (xk, v)))

× C (a (xk, v) , g (yk+1, a (xk, v)))−1

× ψk+1 (v)
]
dv | Yk+1

}
φk+1 (yk+1)−1

=
∫
Rd

∫
Rn

[
f (a (z, v))φk+1 (g (yk+1, a (z, v)))

× C (a (z, v) , g (yk+1, a (z, v)))−1

× ψk+1 (v) qk (z)
]
dv dz φk+1 (yk+1)−1

.

Now

dv dz =

∣∣∣∣∣det

∣∣∣∣∣ ∂v
∂ξ

∂v
∂z

∂z
∂ξ

∂z
∂z

∣∣∣∣∣
∣∣∣∣∣ dξ dz = |D (ξ, z)| dξ dz,

Consequently,∫
Rd
f (ξ) qk+1 (ξ) dξ

=
∫
Rd

∫
Rd

[
f (ξ)φk+1 (g (yk+1, ξ))C (ξ, g (yk+1, ξ))

−1

× ψk+1 (d (ξ, z)) qk (z) |D (ξ, z)|
]
dξ dz φk+1 (yk+1)−1

.

This identity holds for all Borel test functions f , so the result follows.

Remarks 4.3 Suppose π (z) is the density of x0, so for any Borel set
A ⊂ Rd

P (xo ∈ A) = P (x0 ∈ A) =
∫
A

π (z)dz.
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Then q0 (z) = π (z) and updated estimates are obtained by substituting
in (4.2). Even if the prior estimates of x0 are delta functions the proof of
Theorem 4.2 gives a function for q1 (z). For example, suppose π (z) = δ (x0),
the unit mass at x0. Then the argument of Theorem 4.2 gives

q1 (ξ) = φ1 (y1)−1 φ1 (g (y1, ξ))C (ξ, g (y1, ξ))
−1 ψ1 (d (ξ, x0)) |D (ξ, x0)| .

Subsequent recursions follow from (4.2). 2

A Second Information Pattern

Suppose as in Section 2 that xk+1 ∈ Rd and

xk+1 = a (xk, vk+1) (4.3)

where the vk are independent random variables with density functions ψk.
We now suppose the scalar observation process yk depends on the value of
x at the previous time, that is,

yk+1 = c (xk, wk+1) . (4.4)

Again, the wk are independent random variables with positive density func-
tions φk. If (4.3) holds we assume vk+1 = d (xk+1, xk); if (4.4) holds we
assume wk+1 = g (yk+1, xk). Write Gok = σ {x0, x1, . . . , xk, y1, . . . , yk} and
Yok = σ {y1, . . . , yk} and {Gk} and {Yk} for the corresponding complete
filtrations. Again, qk (z) will be the unnormalized density defined by

E
[

ΛkI (xk ∈ dz) | Yk
]

= qk (z)dz.

The same method then gives the following result:

Theorem 4.4 With the dynamics and information pattern given by (4.3)
and (4.4)

qk+1 (ξ) =
∫
Rd

∆2 (yk+1, ξ, z)ψk+1 (d (ξ, z)) qk (z) dz (4.5)

where

∆2 (yk+1, ξ, z) =
φk+1 (g (yk+1, z))
φk+1 (yk+1)

C (z, g (yk+1, z))−1 |D (ξ, z)|
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This again gives the recursive update of the unnormalized density. Sup-
pose the dynamics are linear, so that

xk+1 = Axk + vk+1,

yk+1 = 〈c, xk〉+ wk+1.

Here c is an Rd-valued row vector. In this case (4.5) specializes to give the
following:

Corollary 4.5

qk+1 (ξ) = φk+1 (yk+1)−1
∫
Rd
φk+1 (yk+1 − 〈c, z〉)ψk+1 (ξ −Az) qk (z)dz.

5.5 Extended Kalman Filter

The Kalman filter can be recovered for linear models as in Chapter 4,
Section 7. Indeed, the Kalman filter can reasonably be applied to lineariza-
tions of certain nonlinear models. These well-known results are included
for completeness; see also Anderson and Moore (1979).

Consider the restricted class of nonlinear models, in obvious notation

xk+1 = a(xk) + vk+1, vk ∼ N [0, Qk]. (5.1)
yk = c(xk) + wk, wk ∼ N [0, Rk]. (5.2)

Let us here continue to use the notation x̂k|k to denote some estimate of
xk given measurements up until time k, even though this may not be a
conditional mean estimate. Let us also denote

Ak+1 =
∂a (x)
∂x

∣∣∣∣
x=x̂k|k

, Ck =
∂c (x)
∂x

∣∣∣∣
x=x̂k|k

assuming the derivatives exist. If a (x) , c (x) are sufficiently smooth, and
x̂k|k is close to xk, the following linearized model could be a reasonable
approximation to (5.1) and (5.2)

xk+1 = Akxk + vk+1 + ūk,

yk = Ckxk + wk + ȳk,

where ūk = a
(
x̂k|k

)
− Akx̂k|k, ȳk = c

(
x̂k|k−1

)
− Ckx̂k|k−1 are known if

x̂k|k, x̂k|k−1 are known. The Kalman filter for this approximate model is a
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slight variation of that of Chapter 4, Section 5, and, suitably initialized, is

x̂k|k = x̂k|k−1 +Kk

(
yk − c

(
x̂k|k−1

))
,

x̂k+1|k = a
(
x̂k|k

)
,

Kk = Σk|k−1C
′
k

(
CkΣk|k−1C

′
k +Rk

)−1
,

Σk|k = Σk|k−1 − Σk|k−1C
′
k

(
CkΣk|k−1C

′
k +Rk

)−1
CkΣk|k−1,

Σk+1|k = Ak+1Σk|kA′k+1 + Qk+1.

(5.3)

We stress that this is not an optimal filter unless the linearization is
exact. Indeed, the extended Kalman filter (EKF) can be far from optimal,
particularly in high noise environments, for poor initial conditions or, in-
deed, when the nonlinearities are not suitably smooth. Even so, it is widely
used in applications (see also Chapter 6).

5.6 Parameter Identification and Tracking

Again suppose the state of a system is described by a discrete-time stochas-
tic process {xk}, k ∈ N, taking values in Rd. The noise sequence {vk},
k ∈ N, is a family of independent Rn-valued random variables. The density
function of vk is ψk, and we suppose ψk (v) > 0, ∀v ∈ Rn. Further, we now
suppose there is an unknown parameter θ which takes a value in a measure
space (Ω, β, λ). For k ≥ 0 we suppose

xk+1 = a (xk, θ, vk+1) . (6.1)

It is assumed that x0 or its distribution, is known. The observation process
is again of the form

yk+1 = c (xk, vk+1) . (6.2)

Note the same noise v appears in both signal and observation. We suppose
the observation process y is the same dimension n as the noise process
v, and there is an inverse map g : Rn × Rd → Rn such that if yk+1 =
c (xk, vk+1) then

vk+1 = g (yk+1, xk) . (6.3)

Again, this is the case if the noise is additive.
Substituting (6.3) in (6.1) we see

xk+1 = a (xk, θ, g (yk+1, xk)) .
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We suppose there is an inverse map d such that ξ = a (z, θ, g (y, z)) with

D (ξk, θk, yk) :=
∂d (ξ, θk, yk)

∂ξ

∣∣∣∣
ξ=ξk

(6.4)

then

z = d (ξ, θ, y) . (6.5)

Writing

Λk =
k∏
`=1

ψ` (y`)
ψ` (v`)

G (y`, x`−1)−1

a new probability measure P can be defined by putting
(
dP/dP

)
|Gk = Λk.

Calculations as before show that, for any Borel set A ⊂ Rn,

P ( yk ∈ A | Gk ) =
∫
A

ψk (y) dy,

so that the yk are independent under P with densities ψk. Therefore, we
start with a probability space

(
Ω,F , P

)
, such that under P

xk+1 = a (xk, θ, vk+1)

and the {yk}, k ∈ N, are a sequence of independent random variables with
strictly positive density functions ψ`.

Writing

Λk =
k∏
`=1

ψ` (g (y`, x`−1))
ψ` (y`)

C (x`−1, v`)
−1 ,

a new probability measure P can be defined by putting
(
dP/dP

)
|Gk = Λk.

As before, under P the random variables {vk}, k ∈ N, are independent
with strictly positive densities ψ`.

Write qk (ξ, θ) for the unnormalized conditional density such that

qk (z, θ) dz dθ = E
[
I (xk ∈ dz) I (θ ∈ dθ) Λk | Yk

]
.

Let f : Rd → R and h : Θ→ R be suitable test functions. Then

E
[
f (xk+1) h (θ) Λk+1 | Yk+1

]
=
∫∫

f (ξ)h (u) qk+1 (ξ, u) dξ dλ (u)
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= E

[
f (a (xk, θ, g (yk+1, xk)))h (θ) Λk

ψk+1 (g (yk+1, xk))
ψk+1 (yk+1)

× C (xk, g (yk+1, xk))−1
∣∣∣ Yk+1

]

= ψk+1 (yk+1)−1
∫∫ [

f (a (z, u, g (yk+1, z)))h (u)ψk+1 (g (yk+1, z))

× C (z, g (yk+1, z))−1
qk (z, u)

]
dξ dλ (u) .

Writing ξ = a (z, u, g (yk+1, z)) , u = u, the above is

= ψk+1 (yk+1)−1
∫∫ [

f (ξ)h (u)ψk+1 (g (yk+1, d (ξ, u, yk+1)))

× C (d (ξ, u, yk+1) , g (yk+1, d (ξ, u, yk+1)))−1

× qk (d (ξ, u, yk+1) , u) |D (ξ, u, yk+1)|
]
dξ dλ (u) .

This identity is true for all test functions f and h, so we deduce the following
result:

Theorem 6.1 The following algebraic recursion updates the estimates
qk+1

qk+1 (ξ, u) = ∆3 (ξ, u, yk+1)ψk+1 (g (yk+1, d (ξ, u, yk+1)))

× (ψk+1 (yk+1))−1
qk (d (ξ, u, yk+1) , u)

(6.6)

where,

∆3 (ξ, u, yk+1) = C (d (ξ, u, yk+1) , g (yk+1, d (ξ, u, yk+1)))−1 |D (ξ, u, yk+1)|

Remark 6.2 It is of interest that (6.6) does not involve any integration.
2

If xk+1 = A (θ) xk + vk+1 and yk+1 = cxk + vk+1 for suitable matrices
A (θ) , c then vk+1 = g (yk+1, xk) = yk+1 − ck so xk+1 = (A (θ)− c)xk +
yk+1.

In this case xk+1, yk+1 and vk+1 have the same dimension. Therefore,
the inverse function d of (6.5) exists if (A (θ)− c) is nonsingular, and then

xk = (A (θ)− c)−1 (xk+1 − yk+1) = d (xk+1, θ, yk+1) .

In the case of parameter tracking the parameter θ varies with time. Suppose
θk+1 takes values in Rp and

θk+1 = Aθθk + νk+1 (6.7)
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for some p× p matrix Aθ. Here {ν`} is a sequence of independent random
variables; ν` has density φ`. The dynamics, together with (6.7), are as
before

xk+1 = a (xk, θk, vk+1) , (6.8)
yk+1 = c (xk, vk+1) . (6.9)

If (6.9) holds then, as before, we suppose

vk+1 = g (yk+1, xk) . (6.10)

Consequently,

xk+1 = a (xk, θk, g (yk+1, xk)) . (6.11)

Arguing as above we are led to consider

E
[
f (xk+1)h (θk+1) Λk+1 | Yk+1

]
=
∫∫

f (ξ)h (u) qk+1 (ξ, u) dξdλ (u)

= E

[
f (a (xk, θk, g (yk+1, xk)))h (Aθθk + νk+1) Λk

ψk+1(g (yk+1, xk))
ψk+1(yk+1)

× C (xk, g (yk+1, xk))−1
∣∣∣ Yk+1

]
= ψk+1 (yk+1)−1

×
∫∫ [

f (a (z, θ, g (y, z)))h (Aθθ + ν)φ (ν)ψk+1 (g (yk+1, z))

× C (z, g (yk+1, z))−1
qk (z, θ)

]
dz dθ dν.

This time substitute

ξ = a (z, θ, g (y, z)) ,
u = Aθθ + ν,

θ = θ.

The above conditional expectation then is equal to:

ψk+1 (yk+1)−1

×
∫∫ [

f (ξ)h (u)φ (u−Aθθ)ψk+1 (g (yk+1, d (ξ, u, yk+1)))

× qk (d (ξ, u, yk+1) , θ)C (d (ξ, u, yk+1) , g (yk+1, d (ξ, u, yk+1)))−1

× |D (ξ, u, yk+1)|
]
dθ dξ dλ (u) .
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Again, the above identity is true for all test functions f and h and gives
the following results.

Theorem 6.3 The following recursion updates the unconditional density
qk (ξ, u) of the state xk and parameter θk:

qk+1 (ξ, u) = ∆4 (ξ, u, yk+1)
∫
φ (u−Aθθ) qk (d (ξ, u, yk+1) , θ) dθ,

(6.12)
where,

∆4 (ξ, u, yk+1)

= ψk+1 (yk+1)−1 ψk+1 (g (yk+1, d (ξ, u, yk+1)))

× C (d (ξ, u, yk+1) , g (yk+1, d (ξ, u, yk+1)))−1 |D (ξ, u, yk+1)|

5.7 Formulation in Terms of Transition Densities

In this section we give a formulation of the above results when the dynamics
of the state and observation processes are described by transition densities .

Again, all processes are supposed defined initially on a complete proba-
bility space (Ω,F , P ).

Consider a signal process {xk}, k ∈ N, which takes values in Rd. We
suppose x is a Markov process with transition densities pk (x, z). That is,

P (xk+1 ∈ dx | xk = z ) = pk+1 (x, z) dx

and

E [ f (xk+1) | xk = z ] =
∫
Rd
f (x) pk+1 (x, z) dx.

We suppose x0, or its distribution, is known. The process x is observed
through a Rn-valued process y whose transitions are a function of x. That
is, we suppose there is a strictly positive density ρk (y, x) such that

P ( yk+1 ∈ dy | xk = x ) = ρk+1 (y, x) dy. (7.1)

Again

E [ f (yk+1) | xk = x ] =
∫
Rn
f (y) ρk+1 (y, x) dy.
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Suppose ρk (y) is the unconditional probability density of yk, and that
ρk (y) > 0 for all y ∈ Rn. That is,

E [f (yk)] =
∫
Rn
f (y)ρk (y) dy.

Again, G0
k = σ {x0, x1, . . . , xk, y1, . . . , yk} and Y0

k = σ {y1, . . . , yk} ; {Gk}
and {Yk} are, respectively, the complete filtrations generated by G0

k and
Y0
k .
Write

Λk =
k∏
`=1

ρ` (y`)
ρ` (y`, x`−1)

and define a new probability measure by putting
(
dP/dP

)
|Gk = Λk. Then

under P the yk are independent random variables with density ρk (y) > 0.
Suppose, therefore, we start with a probability space

(
Ω,F , P

)
such that,

under P , {xk} is a Markov process with transition densities pk (x, z) and
the yk are independent random variables with positive densities ρk (y). Now
write

Λk =
k∏
`=1

ρ` (y`, x`−1)
ρ` (y`)

.

Define a probability measure P by putting
(
dP/dP

)
|Gk = Λk. Consider

any Borel function f : Rd → R with compact support and write qk (ξ) for
the unnormalized conditional density such that

E
[
I (xk ∈ dξ) Λk | Yk

]
= qk (ξ) dξ;

then

E
[
f (xk+1) Λk+1 | Yk+1

]
=
∫
Rd
f (ξ) qk+1 (ξ) dξ

= E

[∫
Rd
f (ξ) pk+1 (ξ, xk) dξΛk

ρk+1 (yk+1, xk)
ρk+1 (yk+1)

∣∣∣ Yk+1

]
.

The yk+1 are independent (of x) under P , so this is equal to

ρk+1 (yk+1)−1
∫
Rd

∫
Rd
f (ξ) pk+1 (ξ, z)ρk+1 (yk+1, z) qk (z)dz dξ.

This identity holds for all such functions f ; therefore, we have:



116 Chapter 5. A General Recursive Filter

Theorem 7.1 The following recursive expression updates qk:

qk+1 (ξ) = ρk+1 (yk+1)−1
∫
Rd
pk+1 (ξ, z)ρk+1 (yk+1, z) qk (z) dz. (7.2)

5.8 Dependent Case

Dynamics

Suppose {xk}, k ∈ N, is a discrete-time stochastic process taking values in
some Euclidean space Rm. We suppose that x0 has a known distribution
π0 (x). {vk}, k ∈ N, will be a sequence of independent, Rn-valued, ran-
dom variables with probability distributions dψk and {wk} a sequence of
independent Rm-valued, random variables with positive densities φk. For
k ∈ N, ak+1 : Rm × Rn → Rm are measurable functions, and we suppose
for k ≥ 0 that

xk+1 = ak+1 (xk, vk+1) + wk+1. (8.1)

The observation process {yk}, k ∈ N, takes values in some Euclidean space
Rm. For k ∈ N, ck : Rm → Rm are measurable functions and we suppose
for k ≥ 1 that

yk = ck (xk) + wk. (8.2)

We assume that there is an inverse map dk : Rm × Rn → Rm such that if
(8.1) holds then

vk+1 = dk+1 (xk+1 − wk+1, xk) .

We also assume that there is an inverse map Vk : Rm → Rm such that if
ck (xk) + xk := Wk (xk) then Vk (Wk (xk)) = xk. We now suppose we start
with a probability measure P on (Ω,

∨∞
n=1 Gn) such that under P :

1. {yk}, k ∈ N, is a sequence of independent random variables having
density functions φk > 0.

2. xk+1 = ak+1 (xk, vk+1) +wk+1 = ak+1 (xk, vk+1) + yk+1− ck+1 (xk+1)
or, using our assumptions,

xk+1 = Vk+1 (ak+1 (xk, vk+1) + yk+1) .

Working under the probability measure P , and denoting dαk (x), k ∈ N,
for the unnormalized conditional probability measure such that

E
[

ΛkI (xk ∈ dx) | Yk
]

:= dαk (x) ,

it is left as an exercise to define Λk and show that: with D (. , ξ) := ∂d(. ,ξ)
∂ξ
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Theorem 8.1 For k ∈ N, a recursion for dαk (·) is given by

dαk+1 (z) =
φk+1 (yk+1 − ck+1 (z))

φk+1 (yk+1)

×
∫
Rm
|D (ck+1 (z) + z − yk+1, ξ)|

× dαk (ξ) dψk+1 (dk+1 (ck+1 (z) + z − yk+1, ξ)) .

Notation 8.2 Here m, k ∈ N and m < k. Write Λm,k =
∏k
`=m λ` and

dγm,k (x) for the unnormalized conditional probability measure such that

E
[

ΛkI (xm ∈ dx) | Yk
]

:= dγm,k (x) .

dγm,k (x) describes the smoothed estimate of xm given Yk, m < n.

Lemma 8.3 For m, k ∈ N, m < k the smoothed estimate of xm given Yk
is given by:

dγm,k (x) = βm,k (x) dαm (x)

where dαm (x) is given recursively by Theorem 8.1 and

βm,k (x) = E
[

Λm+1,k | xm = x,Yk
]
.

Proof Let f : Rm → R be an arbitrary integrable function

E
[

Λkf (xm) | Yk
]

=
∫
Rm

f (x) dγm,k (x) .

However,

E
[

Λkf (xm) | Yk
]

= E
[

Λ1,mf (xm)E
[

Λm+1,k | x0, . . . , xm,Yk
]
| Yk

]
.

Now
E
[

Λm+1,k | xm = x,Yk
]

:= βm,k (x) .

Consequently,

E
[

Λkf (xm) | Yk
]

= E
[

Λ1,mf (xm)βm,k (xm) | Yk
]

and so, from our notation,∫
Rm

f (x) dγm,k (n) =
∫
Rm

f (x) βm,k (x) dαm (x) ,

which yields at once the result.
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Lemma 8.4 βm,k (x) satisfies the backward recursive equation

βm,k (x) = (φm+1 (ym+1))−1

×
∫
Rm

φm+1 (ym+1 − cm+1 (Vm+1 (am+1 (x,w) + ym+1)))

× βm+1,k (Vm+1 (am+1 (x,w) + ym+1)) dψm+1 (w) .

Proof

βm,k (x) = E
[

Λm+1,k | xm = x,Yk
]

= E
[
λm+1Λm+2,n | xm = x,Yk

]
= E

[
φm+1 (ym+1 − cm+1 (Vm+1 (am+1 (xm, vm+1) + ym+1)))

φm+1 (ym+1)

× E
[

Λm+2,n | xm = x, xm+1,Yk
] ∣∣∣∣ xm = x,Yk

]

= E

[
φm+1 (ym+1 − cm+1 (Vm+1 (am+1 (xm, vm+1) + ym+1)))

φm+1 (ym+1)

× βm+1,k (Vm+1 (am+1 (xm, vm+1) + ym+1))
∣∣∣∣ xm = x,Yk

]

=
1

φm+1 (ym+1)

×
∫
Rm

[
φm+1 (ym+1 − cm+1 (Vm+1 (am+1 (x,w) + ym+1)))

× βm+1,k (Vm+1 (am+1 (x,w) + ym+1))
]
dψm+1 (w) .

We can also obtain the one-step predictor.

Notation 8.5 Write dρk+1,k (x) for the unnormalized conditional proba-
bility measure such that

E
[

Λk+1I (xk+1 ∈ dx) | Yk
]

:= dρk+1,k (x) .

Lemma 8.6 The one-step predictor is given by the following equation:

dρk+1,k (x) =
∫
Rm

∫
Rm

φk+1 (y − ck+1 (x))
∣∣∣∣∂dk+1 (ck+1 (x) + x− y, z)

∂x

∣∣∣∣
× dψk+1 (dk+1 (ck+1 (x) + x− y, z)) dρk (z) dy.
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Proof Suppose f is an arbitrary integrable Borel function. Then

E
[
f (xk+1) Λk+1 | Yk

]
=
∫
Rm

f (x) dρk+1,k (x)

= E

[
ΛkE

[
φk+1 (yk+1 − ck+1 (Vk+1 (ak+1 (xk, vk+1) + yk+1)))

φk+1 (yk+1)

× f (Vk+1 (ak+1 (xk, vk+1) + yk+1))
∣∣∣ x0, . . . , xk,Yk

] ∣∣∣ Yk ]
= E

[
Λk
∫
Rm

∫
Rm

φk+1 (y − ck+1 (Vk+1 (ak+1 (xk, w) + y)))

× f (Vk+1 (ak+1 (xk, w) + y)) dy dψk+1 (w)
∣∣∣ Yk ]

=
∫
Rm

∫
Rm

∫
Rm

[
f (Vk+1 (ak+1 (z, w) + y))

× φk+1 (y − ck+1 (Vk+1 (ak+1 (z, w) + y)))
]

× dψk+1 (w) dρk (z)dy,

Let x = Vk+1 (ak+1 (z, w) + y). Then w = dk+1 (ck+1 (x) + x− y, z). Hence∫
Rm

f (x) dρk+1,k (x)

=
∫
Rm

∫
Rm

∫
Rm

f (x)φk+1(y − ck+1 (x))
∣∣∣∣∂dk+1(ck+1 (x) + x− y, z)

∂x

∣∣∣∣
× dψk+1 (dk+1 (ck+1 (x) + x− y, z)) dρk (z)dy,

and the result follows.

A Second Model

Suppose {xk}, k ∈ N, is a discrete time stochastic process taking values in
some Euclidean space Rd. We suppose that x0 has a known distribution
π0 (x). The set {vk}, k ∈ N, is a sequence of independent, Rn-valued,
random variables with probability distributions dψk and {wk} a sequence
of Rm-valued, random variables with positive densities φk. For k ∈ N,
ak : Rd × Rn × Rm → Rd are measurable functions, and we suppose for
k ≥ 0 that

xk+1 = ak+1 (xk, vk+1, wk+1) , (8.3)
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and xk is not observed directly. There is an observation process {yk}, k ∈ N
taking values in some Euclidean space Rp and for k ∈ N, ck : Rp → Rq are
measurable functions such that

yk+1 = ck+1 (xk, wk+1) . (8.4)

We assume that for each k ∈ N there is an inverse map dk : Rd×Rd×Rm →
Rn such that

vk+1 = dk+1 (xk+1, xk, wk+1) . (8.5)

We require dk to be differentiable in the first variable for each k. We also
assume that for each k, there is an inverse map gk : Rp × Rd → Rm such
that if (4.4) holds

wk+1 = gk+1 (yk+1, xk) .

Finally, we require

Ck+1 (xk, wk+1) =
∂ck+1 (x,wk+1)

∂x

∣∣∣∣
x=xk

, (8.6)

Gk+1 (yk+1, xk) =
∂gk+1 (y, xk)

∂y

∣∣∣∣
y=yk+1

,

to be nonsingular for each k ∈ N. Here the σ-field generated by the signal
and observation processes is G0

k = σ (x0, x1, . . . , xk, y1, . . . , yk) with com-
plete version {Gk} for k ∈ N. The new probability measure P , under which
the {y`} are independent with densities φ`, is obtained if we define

dP

dP

∣∣∣∣
Fk

= Λk :=
n∏
`=1

φ` (y`)
φ` (w`)

G` (y`, x`−1)−1 .

We immediately have, for k ∈ N, a recursion for the unnormalized condi-
tional probability measure E

[
ΛkI (xk ∈ dx) | Yk

]
:= dαk (x)

dαk+1 (x) =
∫
Rd

Φ (x, z, yk+1) dψk+1 (dk+1 (x, z, gk+1 (yk+1, z))) dαk (z) .

Here

Φ (x, z, yk+1) =
φk+1 (gk+1 (yk+1, z))

φk+1 (yk+1)
ck+1 (z, gk+1 (yk+1, z))−1

×
∣∣∣∣∂dk+1 (x, z, gk+1 (yk+1, z))

∂x

∣∣∣∣ .



5.9. Recursive Prediction Error Estimation 121

5.9 Recursive Prediction Error Estimation

The case of optimal estimation for linear models with unknown parameters
θ, as studied in Chapter 4, Section 2 is a specialization of the work of the
previous sections. In this case, the unknown constant parameters θ can be
viewed also as states, denoted θk with θk+1 = θk = θ, and the state space
model with states xk, viz.

xk+1 = A (θ)xk +B (θ) vk+1,

yk = C (θ)xk + wk, (9.1)

can be rewritten as a nonlinear system with states xk, θk as follows[
θk+1

xk+1

]
=

[
I 0
0 A (θk)

][
θk

xk

]
+

[
0

B (θk)

]
vk+1

yk = C (θk)xk + wk. (9.2)

Readers with a background in system identification will be aware that such
models are not usually the best ones for the purposes of identification;
see, for example, Ljung and Söderström (1983). The parametrization is
not unique in general. However, if one is uncertain of the signal model,
why not work with the unique signal model with a known stable universe,
termed the innovations model , or the canonical model . This model gen-
erates the same statistics for the measurements yk, and is simply derived
from the optimal conditional state estimator yielding conditional state es-
timates E [xk | yk−1, θ ], denoted x̂k|k−1,θ . Indeed, the innovations model
is the right inverse of this system, and is given as, with θ0 = θ[

θk+1

x̂k+1|k,θ

]
=

[
I 0
0 A (θk)

] [
θk

x̂k|k−1,θ

]
+

[
0

K (θk)

]
νk, (9.3)

yk = C (θk) x̂k|k−1,θ + νk, (9.4)

whereK (θk) = K (θ) is the so-called conditional Kalman gain, and νk is the
innovations white noise process. It usually makes sense in the parametriza-
tion process to have K (θ) as a subset of θ. This avoids the need to calculate
the nonlinearities K (.) via the Riccati equation of the Kalman filter.

To achieve practical (but inevitably suboptimal) recursive filters for this
model, a first suggestion might be to apply the extended Kalman filter
(EKF) of Section 5.5, which is the Kalman filter applied to a linearized
version of (9.4). This leads to parameter estimates denoted θ̂k, and to esti-
mates of the optimal conditional estimate x̂k|k−1,θ which, in turn, one can
conveniently denote x̂k|k−1,Θ̂k−1

, where Θ̂k denotes the set
{
θ̂0, . . . , θ̂k

}
.
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There is a global convergence theory providing reasonable conditions for
θ̂k to approach θ as k approaches∞. Indeed, results are stronger in that the
EKF estimates approach the performance of the optimal filter asymptoti-
cally, and so this method is termed asymptotically optimal. Furthermore,
the algorithms can be simplified by neglecting certain terms that asymp-
totically approach zero in the EKF, without compromising the convergence
theory. The resulting algorithm is identical to a recursive prediction error
(RPE) estimator, as formulated in Moore and Weiss (1979); see Ljung and
Söderström (1983) for a more recent and complete treatment.

The RPE scheme seeks to select estimates θ̂k on-line so as to minimize a
prediction error

(
yk − C(θ̂k)x̂k|k−1,Θ̂k−1

)
in a squared average sense. Such

schemes, along with the EKF, apply to more general parametrized models
than linearly parametrized models, (9.2) and (9.4). Indeed, the next chapter
presents one such application.

Suffice it is to say here, the EKF and RPE schemes consist of three sub-
algorithms coupled together. The first is the conditional state estimator
driven from both yk and parameter estimates θ̂k, in lieu of θ, which yields
state estimates x̂k|k−1,Θ̂k

in lieu of x̂k|k−1,θ̂ as desired. There is a sensi-
tivity filter, yielding estimates of the sensitivity of the state estimates and
prediction errors to parameter estimates as

∂x̂k+1|k,Θ̂k−1,θ

∂θ

∣∣∣∣∣
θ=θ̂k

, ψk+1 =
∂
(
yk+1 − C (θ) x̂k+1|k,Θ̂k−1,θ

)
∂θ

∣∣∣∣∣∣
θ=θ̂k

These are the states and output, respectively, of a filter also driven by yk
and θ̂k. Details for this filter are not given here. Finally, there is an update
for the parameter estimates driven from yk and ψk, as

θ̂k = θ̂k−1 + Pkψk

(
yk − C (θk) x̂k|k−1,Θ̂k−1

)
,

P−1
k = P−1

k−1 + ψkψ
′
k

suitably initialized. The rationale for this is not developed here.
These subfilters and estimators are coupled to form the RPE scheme. The

full suite of the RPE components appears formidable for any application,
but it is finite-dimensional and asymptotically optimal under reasonable
conditions. Further development of this topic is omitted, save that in the
next chapter an application within the context of information state filtering
is developed.
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5.10 Problems and Notes

Problems

1. Establish the recursion given in Theorem 8.1

2. Suppose that xk ∈ Rm and

xk+1 = Ak+1xk + vk+1 + wk+1.

Here Ak are, for each k ∈ N, m × m matrices, {v`} is a sequence of
independent Rm-valued random variables with probability distribution
dψ` and {w`} is a sequence of independent Rm-valued random variables
with positive densities φ` (b). Further, suppose the Rm-valued observa-
tion process has the form

yk = Ckxk + wk.

Here Ck are, for each k ∈ N, m × m matrices. Find recursions
for the conditional probability measures E [ I (xk ∈ dx) | Yk ] and
E [ I (xm ∈ dx) | Yk ], m 6= k.

3. Assume here that the signal and observation processes are given by the
dynamics

xk+1 = ak+1xk + vk+1 + wk+1 ∈ R,
yk = ckxk + wk ∈ R.

Here, ak, ck are real numbers, vk and wk are normally distributed with
means 0 and respective variances σ2

k and γ2
k. Derive recursive estimates

of the conditional mean and variance of the process xk given the obser-
vations up to time k.

4. Repeat Problem 3 for vector-valued x and y.

Notes

Section 8 is closer in spirit to earlier work of Ho and Lee (1968) and Ander-
son (1968). However, the role of the dynamics is not so apparent. Related
ideas can be found in Jazwinski (1970) and McGarthy (1974), but the mea-
sure transformation technique is not used in these references. A related
formula can be found in Campillo and le Gland (1989), which discusses
discretizations of the Zakai equation and applications of the expectation
maximization algorithm.





CHAPTER 6

Practical Recursive
Filters

6.1 Introduction

Hidden Markov models with states in a finite discrete set and uncertain
parameters have been widely applied in areas such as communication sys-
tems, speech processing, and biological signal processing (Rabiner, 1989;
Chung, Krishnamurthy and Moore, 1991). A limitation of the techniques
presented in the previous chapters for such applications is the curse of
dimensionality which arises because the computational effort, speed, and
memory requirements are at least in proportion to the square of the num-
ber of states of the Markov chain, even with known fixed parameters. With
unknown parameters in a continuous range, the optimal estimators are
infinite-dimensional. In more practical reestimation algorithms which in-
volve multipasses through the data memory requirements are also pro-
portional to the length of data being processed. There is an incentive to
explore finite-dimensional on-line (sequential) practical algorithms, to seek
improvements in terms of memory and computational speed, and also to
cope with slowly varying unknown HMM parameters. This leads inevitably
into suboptimal schemes, which are quite difficult to analyze, but the re-
ward is practicality for engineering applications.

The key contribution of this chapter is to formulate HMMs, with states
in a finite-discrete set and with unknown parameters, in such a way that
HMM filters and the extended Kalman filter (EKF) or related recursive
prediction error (RPE) techniques of previous chapters can be applied in
tandem. The EKF and RPE methods are, in essence, Kalman filters (KF)



126 Chapter 6. Practical Recursive Filters

designed for linearized signal models with states in a continuous range. The
RPE methods are specializations of EKF algorithms for the case when the
unknown constant parameters of the model are viewed, and estimated, as
states. Certain EKF terms which go to zero asymptotically, in this EKF
case, can be set to zero without loss of convergence properties. This sim-
plification is, in fact, the RPE scheme. For HMM models, the parameters
to be estimated are the HMM transition probabilities, the N state values
of the Markov chain, and the measurement noise variance. The computa-
tional complexity for computing these estimates is of order at least N2

per time instant. The particular model parametrization we consider here
uses the square root of the transition probabilities constrained to the sur-
face of a sphere SN−1 in RN . The advantage of working on the sphere
is that estimates of transition probabilities are nonnegative and remain
normalized, as required. Of course, in practice, the model parameters are
often not constant but time varying, and then the RPE approach breaks
down.

In order to illustrate how optimal filter theory gives insight for real ap-
plications, we next address the task of demodulating signals for commu-
nication systems with fading noisy transmission channels. Such channels
can be the limiting factor in communications systems, particularly with
multipath situations arising from mobile receivers or transmitters.

Signal models in this situation have slowly varying parameters so that
RPE methods can not be used directly. We consider quadrature ampli-
tude modulation (QAM), frequency modulation (FM) and phase modulation
(PM). Related schemes are frequency shift keying (FSK) and phase shift
keying (PSK). Of course, traditional matched filters (MF), phase locked
loops (PLL), and automatic gain controllers (AGC) can be effective, but
they are known to be far from optimal, particularly in high noise. Opti-
mal schemes, on the other hand, are inherently infinite-dimensional and
are thus impractical. Also they may not be robust to modeling errors. The
challenge is to devise suboptimal robust demodulation schemes which can
be implemented by means of a digital signal processing chip. Our approach
here is to use KF techniques coupled with optimal (HMM) filtering, for
demodulation of modulated signals in complex Rayleigh fading channels.

State-Space Signal Model

As in earlier chapters, let Xk be a discrete-time homogeneous, first-order
Markov process belonging to a finite discrete set. The state space of X ,
without loss of generality, can be identified with the set of unit vectors
SX = {e1, e2, . . . , eN}, ei = (0, . . . , 0, 1, 0, . . . , 0)′ ∈ RN with 1 in the ith
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position. The transition probability matrix is

A = (aji) 1 ≤ i, j ≤ N where aji = P (Xk+1 = ej | Xk = ei )

so that E [Xk+1 | Xk ] = AXk Of course aji ≥ 0,
∑N
j=1 aji = 1, for each j.

We also denote {Fl}, l ∈ N the complete filtration generated by X , that
is, for any k ∈ N,Fk is the complete σ-field generated by Xl, l ≤ k.

Recall that the dynamics of Xk are given by the state equation

Xk+1 = AXk + Vk+1 (1.1)

where Vk+1 is a Fk martingale increment, in that E [Vk+1 | Fk ] = 0.
We assume that Xk is hidden, that is, indirectly observed by measure-

ments yk. The observation process yk has the form

yk = 〈c,Xk〉+ wk, wk are i.i.d. ∼ N
[
0, σ2

w

]
(1.2)

with 〈 , 〉 denoting the inner product in RN , and where c ∈ RN is the
vector of state values of the Markov chain. Let Yl be the σ-field generated
by yk, k ≤ l and let Gk be the complete filtration generated by Xk,Y ′k.
We shall denote parametrized probability densities as bk (i) := b (yk, ci) =
P [ yk ∈ dy | Xk = ei, θ ], where

b (yk, ci) =
1√

2πσ2
w

exp

[
− (yk − ci)2

2σ2
w

]
(1.3)

Because wk are i.i.d., the independence property

E ( yk | Xk−1 = ei,Fk−2,Yk−1 ) = E ( yk | Xk−1 = ei )

holds and is essential for formulating the problem as an HMM. Also we as-
sume that the initial state probability vector for the Markov chain π = (πi)
is defined from πi = P (X0 = ei). The HMM is denoted λ =

(
A, c, π, σ2

w

)
.

Model Parametrization

Suppose that λ is parametrized by an unknown vector θ so that λ (θ) =(
A (θ) , c (θ) , π, σ2

w (θ)
)
. We propose a parametrization, the dimension of

which is Nθ = N + N2 + 1, representing N state values, N2 transition
probabilities, and the noise variance. We consider this parametrization

θ =
(
c1, . . . , cN , s11, . . . , s1N , s21, . . . , sNN , σ

2
w

)′
where aji = s2

ji. The benefit of this parametrization is that the parameters
sji belong to the sphere SN−1 := {sji :

∑N
j=1 s

2
ji = 1} which is a smooth
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manifold . This is perhaps preferable to parametrizations of aji on a simplex
∆N := { aji |

∑N
j=1 aji = 1, aij ≥ 0 } , where the boundary constraint

aij ≥ 0 can be a problem in estimation. Actually, working with angle
parametrizations on the sphere could be a further simplification to avoid
the normalization constraint.

Conditional Information-State Model

Let X̂k (θ) denote the conditional filtered-state estimate of Xk at time
k, being given by X̂k (θ) := E [Xk | Yk, θ ] . It proves convenient to work
with the unnormalized conditional estimates qk (θ), termed here “forward”
information states. Thus

X̂k (θ) := E (Xk | Yk, θ ) = 〈qk (θ) , 1〉−1
qk (θ) (1.4)

where 1 is the column vector containing all ones. Here qk (θ) is conveniently
computed using the following “forward” recursion; see Chapter 3 or Rabiner
(1989):

qk+1 (θ) = B (yk+1, θ)A (θ) qk (θ) (1.5)

where B (yk, θ) = diag (b (yk, c1) , . . . , b (yk, cN )). Letting ŷk+1 (θ) denote
the prediction E [ yk+1 | Yk, θ ], then

ŷk+1 (θ) =
〈
c, A (θ) qk (θ) < qk (θ) , 1 >−1

〉
and the prediction error nk+1 (θ) := yk+1 − ŷk+1 (θ) is a martingale incre-
ment. Thus, the signal model (1.1) and (1.2) can now be written as (1.5)
together with

yk+1 =
〈
c, A (θ) qk (θ) 〈qk (θ) , 1〉−1〉+ nk+1 (θ) (1.6)

This can be referred to as a conditional innovations model or an infor-
mation state-model.

6.2 Recursive Prediction Error HMM Algorithm

For the information-state model in (1.5) and (1.6), we present in this sec-
tion an on-line prediction error algorithm for estimating the parameters
θ, assumed to be constant. Here qk (θ) is recursively estimated at each
iteration, using obvious notation, as follows

q̂k+1(Θ̂k) = B(yk+1, θ̂k)A(θ̂k)q̂k(Θ̂k−1) (2.1)
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where θ̂k is the recursive estimate of the parameter vector based on Yk,
and Θ̂k := {θ̂1, . . . , θ̂k}. Let ŷk+1(Θ̂k) denote the predicted output at time
k + 1 based on measurements up to time k. Then

ŷk+1

(
Θ̂k

)
=
〈
c
(
θ̂k
)
,
〈
q̂k
(
Θ̂k−1

)
, 1
〉−1

A
(
θ̂k
)
q̂k
(
Θ̂k−1

)〉
(2.2)

The RPE parameter update equations are (Ljung and Söderström, 1983)

θ̂k+1 = Γproj

{
θ̂k + γk+1R

−1
k+1ψk+1n̂k+1

(
Θ̂k

)}
(2.3)

where

n̂k+1(Θ̂k) := yk+1 − ŷk+1(Θ̂k) (2.4)

R−1
k+1 =

1
1− γk+1

(
R−1
k −

γk+1R
−1
k ψk+1ψ

′
k+1R

−1
k

(1− γk+1) + γk+1ψ′k+1R
−1
k ψk+1

)
. (2.5)

Here γk is a gain sequence (often referred to as step size) satisfying,

γk ≥ 0,
∞∑
k=1

γk =∞,
∞∑
k=1

γ2
k <∞. (2.6)

A selection γk = k−1 is often used. Also ψk is the gradient

ψ′k :=
(
−dn̂k(Θ̂k−2), θ/dθ

)∣∣∣
θ=θ̂k−1

and Rk is the Hessian , or covariance matrix, approximation. For general
RPE schemes, the notation Γproj{.} represents a projection into the stabil-
ity domain. In our case, stability is guaranteed in the constraint domain, so
that Γproj{.} can be simply a projection into the constraint domain. This
is discussed below.

We now present gradient and projection calculations for the RPE based
algorithm (2.3)–(2.5), to estimate the HMM parameters θ. The details are
not important for the reader unless an implementation is required.

The derivative vector, ψk, defined above is given, for m,n ∈ {1, . . . , N},
by

ψk+1 =
∂ŷk+1(Θ̂k−1, θ)

∂θ

∣∣∣∣∣
θ=θ̂k

=

(
∂ŷk+1(Θ̂k−1, θ)

∂cm
,
∂ŷk+1(Θ̂k−1, θ)

∂smn
,
∂ŷk+1(Θ̂k−1, θ)

∂σ2
w

)′∣∣∣∣∣
θ=θ̂k

(2.7)
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To evaluate ψk first note that (2.2) can be rewritten as

ŷk+1(Θ̂k−1, θ) = αk−1

N∑
j=1

(
cj

N∑
i=1

aij q̂
i
k

)
where αk = 〈q̂k, 1〉−1 . (2.8)

Here we omit the obvious dependence of q̂k on Θ̂k−1, and ci, aij on θ. The
derivatives with respect to the discrete-state values, ci, are obtained by
differentiating (2.8) to yield

∂ŷk+1(Θ̂k−1, θ)
∂cm

= αk

N∑
i=1

aimq̂
i
k + αk

N∑
j=1

(
cj

N∑
i=1

aijη
i
k(m)

)

− α2
k

(
N∑
i=1

ηik(m)

)
N∑
j=1

(
ci

N∑
i=1

aij q̂
i
k

)
(2.9)

where ηik+1 (m) := ∂q̂ik+1/∂cm, from which we have

ηik+1 (m) =



N∑
i=1

ηik (m) aijb (yk+1, cj) if j 6= m

N∑
i=1

ηik (m) aijb (yk+1, cj)

+
(yk+1 − cj)

σ2
w

(
N∑
i=1

q̂ikaij

)
b (yk+1, cj) if j = m

(2.10)
Recalling that sij ∈ SN−1, then derivatives with respect to the transition
probabilities are those on the tangent space of SN−1. Thus

∂ŷk+1(Θ̂k, θ)
∂smn

= 2αk q̂mk

(
cnsmn −

N∑
`=1

c`smns
2
m`

)

+ αk

N∑
j=1

(
cj

N∑
i=1

s2
ijξ

i
k (m,n)

)

− α2
k

(
N∑
i=1

ξik (m,n)

)
N∑
j=1

(
cj

N∑
i=1

s2
ij q̂

i
k

)
(2.11)
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where ξjk+1 (m,n) := ∂q̂jk+1/∂smn, and

ξjk+1 (m,n) =



N∑
i=1

ξik (m,n) s2
ijb (yk+1, cj)

− 2s2
mjsmnq̂

m
k b (yk+1, cj) if j 6= n

N∑
i=1

ξik (m,n) s2
ijb (yk+1, cj)

+ 2smj
(
1− s2

mj

)
q̂mk b (yk+1, cj) if j = n

(2.12)

In achieving an update estimate of sij at time k + 1 via (2.7), there is a
required projection Γproj {.} into the constraint domain (the surface of a
unit sphere in RN ). Thus, in updating ŝij , first an unconstrained update,
denoted ŝUij , is derived then projected onto the sphere by renormalization
as follows,

ŝ2
ij =

(
ŝUij
)2∑N

j=1

(
ŝUij
)2 (2.13)

to achieve
∑N
j=1 ŝ

2
ij = 1 as required.

The derivative with respect to the measurement noise variance, σ2
w , is

given by

∂ŷk+1(Θ̂k, θ)
∂σ2

w

= αk

N∑
j=1

(
cj

N∑
i=1

aijρ
i
k

)

− α2
k

(
N∑
i=1

ρik

)
N∑
j=1

(
cj

N∑
i=1

aij q̂
i
k

)
(2.14)

where ρjk+1 := ∂q̂jk+1/∂σ
2
w, and

ρjk+1 =
N∑
i=1

ρikaijb (yk+1, cj)

+

(
(yk+1 − cj)2

2σ4
w

− 1
2σ2

w

)(
N∑
i=1

q̂ikaij

)
b (yk+1, cj) (2.15)

Remarks 2.1

1. Proofs of convergence of θ̂k to θ as k → ∞ under reasonable identi-
fiability and excitation conditions for this scheme are a little uncon-
ventional since Vk is a martingale increment rather than white noise,
and is beyond the scope of this chapter.
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Where f1 (.) is given implicitly in (2.10), (2.12), and (2.15),

and f2 (.) is given implicitly in (2.9), (2.11), and (2.14).

Figure 2.1. RPE/HMM scheme for HMM identification

2. The RPE technique is in fact a Newton-type off-line reestimation ap-
proach and so, when convergent, is quadratically convergent.

3. Figure 2.1 shows the recursive prediction error HMM scheme, where
q̂k denotes q̂k (Θk−1). 2

Scaling From (1.5), (2.10), (2.12), and (2.15) it is noted that as k increases,
qik and derivatives of qik, decrease exponentially and can quickly exceed the
numerical range of the computer. In order to develop a consistent scaling
strategy the scaling factor must cancel out in the final update equations,
(2.3) and (2.5), to ensure it has no effect on the estimates. We suggest
the following strategy for scaling based on techniques in Rabiner (1989).
Let qk be the actual unscaled forward variable defined in (1.5), q̄k be the
unscaled updated version based on previous scaled version, and q̃k be the
scaled updated version based on previous scaled version, that is,
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q̃ik = fkq̄
i
k where fk :=

1∑N
i=1 q̄

i
k

(2.16)

It follows from (2.16) that q̃k (i) = fT qk (i) with fT = (fkfk−1 . . . f0). For
the derivative terms (η, ξ, ρ) similar expressions can be derived using the
same scaling factor, fT . That is, η̃k (i) = fT η

i
k, ξ̃ik = fT ξ

i
k and ρ̃ik = fTρ

i
k.

It can be shown, by direct substitution into (2.10), (2.12), and (2.15), that
derivatives of ψk+1 evaluated with q̃k, η̃k, ξ̃k, and ρ̃k are equivalent to the
case where no scaling is to take place.
Increased Step Size and Averaging Equations (2.3) and (2.5) show
how the gain sequence γk scales the update of both Rk and θ̂k. Apart
from satisfying the restrictions in (2.6) it can be any function. Generally,
it has the form γk = γ0/k

n, n ∈ R. In the derivation of (2.5), γk = 1
k

is assumed. In practice, for this case, γk tends to become too small too
quickly, and does not allow fast convergence for initial estimates chosen
far from the minimum error point. To overcome this problem, Polyak and
Juditsky (1992) suggest a method for applying a larger step size, (i.e.,
0 ≤ n ≤ 1), and then averaging the estimate. Averaging is used to get a
smoother estimate, as the larger step will mean higher sensitivity to noise,
and also to ensure that the third requirement in (2.6) remains satisfied. In
our simulations we chose n = 0.5.
Simulation Studies Presented in Tables 2.1 to 2.4 are results of simu-
lations carried out using two-state Markov chains in white Gaussian noise.
Each table is generated from 50 simulations, and the error function used is
given by

ERR (x̂) =

√√√√ 1
50

50∑
i=1

(xi − x̂i)2
.

The parameters of the Markov chain are c = [0 1]′ and aii = 0.9. The
signal-to-noise ratio SNR is therefore given by 10 log

(
1/σ2

w

)
. Initial pa-

rameter estimates used in generating Tables 2.1 and 2.2 are c = [0.4 0.6]′

and aii = 0.5. The tables demonstrate that the HMM/RPE algorithms are
“asymptotically optimal,” even for high noise, and also for a wide range
of initial conditions. In some inadequately excited cases the state value
estimates collapse to a single state.

The algorithms have been shown to work for Markov chains with up to
six states, and no limit to the number of states is envisaged. For further
examples of such simulation studies, the reader is directed to Collings,
Krishnamurthy and Moore (1993).
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Iterations ERR(ĉ1) ERR(ĉ2) ERR(â11) ERR(â22)

25000 0.085 0.088 0.042 0.047

50000 0.058 0.041 0.017 0.013

75000 0.045 0.041 0.015 0.010

100000 0.036 0.033 0.011 0.012

Table 2.1. Parameter estimation error for SNR = 0dB.

Iterations ERR(ĉ1) ERR(ĉ2) ERR(â11) ERR(â22)

25000 0.271 0.238 0.131 0.146

50000 0.245 0.232 0.159 0.137

75000 0.226 0.190 0.127 0.110

100000 0.210 0.210 0.099 0.085

Table 2.2. Parameter estimation error for SNR = −12.0dB.

âii(0) ERR(ĉ1) ERR(ĉ2) ERR(â11) ERR(â22)

0.7 0.107 0.115 0.038 0.023

0.5 0.160 0.095 0.063 0.031

0.3 0.182 0.113 0.067 0.045

0.1 0.143 0.077 0.057 0.033
Results after 25000 Iterations: ĉ (0) = [0, 1]′, SNR = 0dB.

Table 2.3. Effect of variations in initial transition probability estimates.

ĉ1(0) ĉ2(0) ERR(ĉ1) ERR(ĉ2) ERR(â11) ERR(â22)

0.1 0.9 0.081 0.094 0.078 0.099

0.3 0.7 0.078 0.070 0.022 0.025

0.5 0.5 0.120 0.135 0.073 0.083
Results after 25000 Iterations: âii (0) = 0.9, SNR = 0dB.

Table 2.4. Effect of variations in initial level estimates.
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6.3 Example: Quadrature Amplitude Modulation

Digital information grouped into fixed-length bit strings, is frequently rep-
resented by suitably spaced points in the complex plane. Quadrature am-
plitude modulation (QAM) transmission schemes are based on such a rep-
resentation. In this section, we first present the usual (QAM) signal model
and then propose a reformulation so as to apply hidden Markov model
(HMM) and Kalman filtering (KF) methods.

The technical approach presented here is to work with the signals in a
discrete set and associate with these a discrete state vector Xk which is an
indicator function for the signal. Here, Xk belongs to a discrete set of unit
vectors. The states Xk are assumed to be first-order Markov with known
transition probability matrix A and state values Z. Associated with the
channel are time-varying parameters (gain, phase shift, and noise color),
which are modeled as states xk, in a continuous range xk ∈ Rn. The chan-
nel parameters arise from a known linear time-invariant stochastic system.
State-space models are formulated involving a mixture of the states Xk

and xk, and are termed mixed-state models. These are reformulated using
HMM filtering theory to achieve a nonlinear representation with a state vec-
tor consisting of qk and xk, where qk is an unnormalized information state,
representing a discrete-state conditional probability density. These refor-
mulated models are termed conditional information-state models. Next, the
EKF algorithm, or some derivative scheme, can be applied to this model
for state estimation, thereby achieving both signal and channel estimation,
also a coupled HMM/KF algorithm.

In this section we present the QAM signal model in the HMM framework.
In Section 5 we present a coupled HMM/KF algorithm, which we apply to
the model, in the simulation studies which follow.

Signal Model

Let mk be a complex discrete-time signal (k ∈ N) where for each k,

mk ∈ Z =
{
z(1), . . . , z(2N)

}
, z(i) ∈ C, N ∈ N (3.1)

We also define the vector

z = zR + jzI =
(
z(1), . . . , z(2N)

)′ ∈ C2N (3.2)

For digital transmission, each element of Z is used to represent a string of N
bits. In the case of QAM, each of these complex elements, z(i), is chosen so
as to generate a rectangular grid of equally spaced points in the complex
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Figure 3.1. 16-state QAM signal constellation.

space C. A 16-state (N = 4) QAM signal constellation is illustrated in
Figure 3.1.

Now we note that at any time k, the message mk ∈ Z is complex valued
and can be represented in either polar or rectangular form, in obvious
notation,

mk = ρk exp [jΥk] = mR
k + jmI

k (3.3)

The real and imaginary components of mk can then be used to generate
piecewise constant-time signals, m (t) = mk for t ∈ [tk, tk+1), where tk
arises from regular sampling. The messages are then modulated and trans-
mitted in quadrature as a QAM bandpass signal

s (t) = Ac
[
mR (t) cos (2πft+ θ) +mI (t) sin (2πft+ θ)

]
(3.4)

where the carrier amplitude Ac, frequency f , and phase θ are constant.
This transmission scheme is termed QAM because the signal is quadrature
in nature, where the real and imaginary components of the message are
transmitted as two amplitudes which modulate quadrature and in-phase
carriers.

Channel Model

The QAM signal is passed through a channel which can cause amplitude
and phase shifts, as, for example, in fading channels due to multiple trans-
mission paths. The channel can be modeled by a multiplicative disturbance
resulting in a discrete time base-band disturbance,

ck = κk exp [jφk] = cRk + jcIk ∈ C (3.5)
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which introduces time-varying gain and phase changes to the signal. The
time variations in ck are realistically assumed to be slow in comparison to
the discrete-time message rate.

The baseband output of the channel, corrupted by additive noise wk, is
therefore given in discrete time, by

yk = cksk + wk ∈ C (3.6)

where ck is given in (3.5). Assume that wk ∈ C has i.i.d. real and imaginary
parts, wRk and wIk, respectively, with zero mean and Gaussian, so that
wRk , w

I
k ∼ N

[
0, σ2

w

]
.

Let us we work with the vector xk ∈ R2 associated with the real and
imaginary parts of ck, as

xk =

(
κk cosφk
κk sinφk

)
=

(
cRk
cIk

)
. (3.7)

This is referred to as a Cartesian coordinate representation of the state.
Assumption on Channel Fading Characteristics Consider that the
dynamics of xk, from (3.7), are given by

xk+1 = Fxk + vk+1, vk are i.i.d. ∼ N [0, Qk] (3.8)

for some known F , (usually with λ (F ) < 1, where λ indicates eigenvalues,
to avoid unbounded xk, and typically with F = fI for some scalar 0 �
f < 1).

Another useful channel model can be considered using polar coordinates
consisting of channel gain κk and phase φk as follows

κk+1 = fκκk + vκk+1 where vκk is Rayleigh distributed
[
mκ, σ

2
κ

]
φk+1 = fφφk + vφk+1 where vφk is uniform [0, 2π) (3.9)

and typically, 0� fκ < 1 and 0� fφ < 1.
It is usual to assume that the variations associated with the magnitude

of the channel gain κ and the phase shift φ are independent, with variances
given by σ2

κ and σ2
φ, respectively. It follows, as in Anderson and Moore

(1979), that an appropriate covariance matrix of the corresponding Carte-
sian channel model noise vector vk, is given by

Qk = E [vkv′k]

'

 σ2
κ cos2 φk + κ2

kσ
2
φ sin2 φk

(
σ2
κ − κ2

kσ
2
φ

)
sinφk cosφk(

σ2
κ − κ2

kσ
2
φ

)
sinφk cosφk σ2

κ sin2 φk + κ2
kσ

2
φ cos2 φk

(3.10)
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Figure 3.2. 16-state QAM signal constellation output from channel.

Here we prefer to work with the Cartesian channel model, as it allows us to
write the system in the familiar state-space form driven by Gaussian noise,
thus facilitating the application of the EKF scheme presented later.

Remark 3.1 In Figure 3.2 the output constellation is presented, with
signal-to-noise ratio SNR = 6dB, from a channel with fading character-
istics given in Example 1 of Section 5. The plots show 1000 data points at
each of the constellation points for times k = 200 and k = 450, and give
an indication of how the channel affects the QAM signal. 2

State-Space Signal Model

Consider the following assumption on the message sequence.

mk is a first-order homogeneous Markov process. (3.11)

Remark 3.2 This assumption enables us to consider the signal in a Mar-
kov model framework, and thus allows Markov filtering techniques to be
applied. It is a reasonable assumption on the signal, given that error cor-
recting coding has been employed in transmission. Coding techniques, such
as convolutional coding, produce signals which are not i.i.d. and yet to a
first approximation display first-order Markov properties. Of course, i.i.d.
signals can be considered in this framework too, since a Markov chain with
a transition probability matrix which has all elements the same gives rise
to an i.i.d. process. 2
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Let us define the vector Xk to be an indicator function associated with
mk. Thus the state space of X , without loss of generality, can be identified
with the set of unit vectors S = {e1, e2, . . . , e2N}, where as earlier ei =
(0, . . . , 0, 1, 0, . . . , 0)′ ∈ R2N with 1 in the ith position. Then

mk = z′Xk (3.12)

where z is defined in (3.2). Under the assumption (3.11) the transition
probability matrix associated with mk, in terms of Xk, is

A = (aji) , 1 ≤ i, j ≤ 2N where aij = P (Xk+1 = ei | Xk = ej )

so that
E [Xk+1 | Xk ] = AXk

Of course aij ≥ 0,
∑2N

i=1 aij = 1 for each j. We also denote {Fl, l ∈ N} the
complete filtration generated by X . The dynamics of Xk are given by the
state equation

Xk+1 = AXk + Vk+1 (3.13)

where Vk+1 is a Fk martingale increment, in that E [Vk+1 | Fk ] = 0.
The observation process from (3.6), for the Cartesian channel model, can

be expressed in terms of the state Xk as(
yRk
yIk

)
=

( (
zR
)′
Xk −

(
zI
)′
Xk(

zI
)′
Xk

(
zR
)′
Xk

)(
cRk
cIk

)
+

(
wRk
wIk

)
(3.14)

or equivalently, with the appropriate definition of h (.), yk, wk,

yk = h (Xk) xk + wk, wk are i.i.d. ∼ N [0, Rk] (3.15)

Note that, E
[
wRk+1 | Gk

]
= 0 and E

[
wIk+1 | Gk

]
= 0, where Yl is the

σ-field generated by yk, k ≤ l, and Gk is the complete filtration generated
by Xk,Yk. It is usual to assume that wR and wI are independent so that
an appropriate covariance matrix associated with the measurement noise
vector wk has the form

Rk =

[
σ2
wR 0
0 σ2

wI

]
(3.16)

For simplicity we take σ2
wR = σ2

wI = σ2
w. It is now readily seen that

E [Vk+1 | Gk ] = 0 (3.17)
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In order to demonstrate the attractiveness of the Cartesian channel model,
we now use the properties of the indicator function Xk to express the
observations (3.15) in a linear form with respect to Xk and xk,

yk = h (Xk)xk + wk

= [h (e1)xkh (e2)xk · · ·h (e2N ) xk]Xk + wk

= H [I2N ⊗ xk]Xk + wk (3.18)

where H = [h (e1) · · ·h (e2N )] and ⊗ denotes a Kronecker product . Recall
that

A⊗B =


a11B a12B . . .

a21B a22B . . .
...

...
. . .


The observations (3.18) are now in a form which is bilinear in Xk and xk.

We shall define the vector of parametrized probability densities (which
we will loosely call symbol probabilities), as Bk = (bk (i)), for bk (i) :=
P
[
yk | Xk = ei, xk

]
, where

bk (i) =
1

2πσ2
w

exp

−
{
yRk −

[(
zR
)′
eic

R
k −

(
zI
)′
eic

I
k

]}2

2σ2
w

−

{
yIk −

[(
zI
)′
eic

R
k +

(
zR
)′
eic

I
k

]}2

2σ2
w

 (3.19)

Now because wRk and wIk are i.i.d., E ( yk | Xk−1 = ei,Fk−2,Yk−1 ) =
E ( yk | Xk−1 = ei ) which is essential for formulating the signal model as
an HMM, parametrized by the fading channel model parameters xk.

To summarize, we now have the following lemma,

Lemma 3.3 Under assumptions (3.11) and (3.8), the QAM signal model
(3.1)–(3.6) has the following state-space representation in terms of the
2N -dimension discrete-state message indicator function Xk, and xk, the
continuous-range state associated with the fading channel characteristics.

Xk+1 = AXk + Vk+1

xk+1 = Fxk + vk+1

yk = H [I2N ⊗ xk]Xk + wk

(3.20)
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The signal model state equations are linear and the measurements are
bilinear in Xk and xk.

Remarks 3.4

1. If xk is known, then the model specializes to an HMM denoted λ =(
A,Z, π, σ2

ω, xk
)
, where π = (πi), defined from πi = P (X1 = ei), is

the initial state probability vector for the Markov chain.

2. If Xk is known, then the model specializes to a linear state-space
model.

3. By way of comparison, for a polar coordinate channel representation,
the observation process can only be expressed in terms of a linear
operator on the channel gain, with a nonlinear operator on the phase.
Thus, if Xk and φk, or κk and φk, are known, then the model spe-
cializes to a linear state-space model, but not if Xk and κk are known
and φk is unknown. 2

Conditional Information-State Signal Model

Let X̂k (X ) denote the conditional filtered state estimate of Xk at time k,
given the channel parameters Xk = {x0, . . . , xk}, i.e.,

X̂k (X ) := E (Xk | Yk,Xk, λ ) (3.21)

Let us again denote 1 to be the column vector containing all ones, and
introduce “forward” variable (Rabiner, 1989) qk (X ) is such that the ith
element qik (X ) := P ( y0, . . . , yk, Xk = ei | Xk ). Observe that X̂k|X can be
expressed in terms of qk (X ) by

X̂k (X ) = 〈qk (X ) , 1〉−1
qk (X ) (3.22)

Here qk (X ) is conveniently computed using the following “forward” recur-
sion:

qk+1 (X ) = B (yk+1, xk+1)Aqk (X ) (3.23)

where B (yk+1, xk+1) = diag
(
bk+1 (1) , . . . , bk+1

(
2N
))

.
We now seek to express the observations yk in terms of the unnormalized

conditional estimates qk (X ).

Lemma 3.5 The conditional measurements yk (X ) can be expressed as

yk (X ) = H [I2N ⊗ xk] 〈qk−1 (X ) , 1〉−1
Aqk−1 (X ) + nk (X ) (3.24)
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where qk (X ) given from (3.23) and nk (X ) is a (Xk,Yk−1) martingale in-
crement with covariance matrix of the conditional noise term nk (X ) is
given by

Rn = σ2
wI +H [I2N ⊗ xk]

{
X̂D
k (X )− X̂k (X ) X̂k (X )′

}
[I2N ⊗ xk]′H ′.

(3.25)
Here X̂D

k (X ) is the matrix that has diagonal elements which are the ele-
ments of X̂k (X ).

Proof Following standard arguments, since qk (X ) is measurable with
respect to {Xk,Yk}, then E

[
wRk+1 | Yk

]
= 0, E

[
wIk+1 | Yk

]
= 0 and

E [Vk+1 | Yk ] = 0, so that

E [nk (X ) | Xk,Yk−1 ]

= E
[
H [I2N ⊗ xk]Xk + wk

−H [I2N ⊗ xk] 〈qk−1 (X ) , 1〉−1
Aqk−1 (X ) | Xk,Yk−1

]
= H [I2N ⊗ xk]

(
AX̂k−1 (X )− 〈qk−1 (X ) , 1〉−1

Aqk−1 (X )
)

= 0

Also

Rn = E
[
nk (X )nk (X )′ | Xk,Yk−1

]
= E

[(
wk +H [I2N ⊗ xk]

(
Xk −

Aqk−1

〈qk−1, 1〉

))2 ∣∣∣ Xk,Yk−1

]
= E

[
w2
k | Xk,Yk−1

]
+ E

[
H [I2N ⊗ xk]

(
Xk −

Aqk−1

〈qk−1, 1〉

)(
Xk −

Aqk−1

〈qk−1, 1〉

)′
× [I2N ⊗ xk]′H ′

∣∣∣ Xk,Yk−1

]
= σ2

wI +H [I2N ⊗ xk]

× E
[ (

Xk − X̂k|X

)(
Xk − X̂k (X )

)′
| Xk,Yk−1

]
[I2N ⊗ xk]′H ′

= σ2
wI +H [I2N ⊗ xk]

{
X̂D
k (X )− X̂k (X ) X̂k (X )′

}
[I2N ⊗ xk]′H ′

We summarize the conditional information-state model in the following
lemma.
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Lemma 3.6 The state-space representation (3.20) can be reformulated to
give the following conditional information-state signal model with states
qk (X ),

qk+1|X = B (yk+1, xk+1)Aqk (X )
xk+1 = Fxk + vk

yk (X ) = H [I2N ⊗ xk] 〈qk−1 (X ) , 1〉−1
Aqk−1 (X ) + nk (X )

(3.26)

Remark 3.7 When F ≡ I and v ≡ 0, then xk is constant. Under these
conditions, the problem of channel-state estimation reduces to one of pa-
rameter identification, and recursive prediction error techniques can be
used, as in Collings et al. (1993). However, an EKF or some derivative
scheme is required for parameter tracking when xk is not constant, as in
Section 5. 2

6.4 Example: Frequency Modulation

Frequency modulation (FM) is a common method for information trans-
mission. Frequency-modulated signals carry the information message in
the frequency component of the signal. In this section, we first present the
usual FM signal model including a fading channel, and then propose a
reformulation involving discrete-time sampling and quantization so as to
apply hidden Markov model (HMM) and extended Kalman filtering (EKF)
methods. The resulting mixed-continuous-discrete-state FM model is sim-
ilar in form to the QAM model of Section 3. However, there is an added
layer of complexity in that an integration (summation) of message states is
included in the model. The observations are a function of the phase of the
signal while the message is contained in the frequency (phase is an inte-
gration of frequency in this case), whereas for QAM, the observations are
a function of the complex-valued amplitude of the signal, which directly
represents the message.

In addition to this added layer of complexity, in order to implement a
demodulation scheme taking advantage of an adaptive HMM approach, it
is necessary to quantize the frequency space. The quantization and digital
sampling rate are design parameters which introduce suboptimality to the
FM receiver. However, if the quantization is fine enough, and the sampling
rate fast enough, then the loss in performance due to digitization will be
outweighed by the performance gain (over more standard schemes) from
the demodulation scheme presented here. If the signal is a digital frequency
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shift-keyed (FSK) signal, then these quantization errors would not arise.
Our schemes are equally applicable to analog FM and digital FSK. Also, it
should be noted that the techniques presented in this paper are applicable
to other frequency/phase-based modulation schemes. In particular, contin-
uous phase modulated (CPM) signals can be seen as a derivative of these
FM models. CPM transmission schemes have a reduced-order model due
to the message being carried in the phase, as opposed to the frequency. In
fact, the CPM model has the same form as that for quadrature amplitude
modulation (QAM).

We now reformulate FM signal models with fading channels in a state-
space form involving discrete states Xk and continuous range states xk.

Signal Model

Let fk be a real-valued discrete-time signal, where for each k,

fk ∈ Zf =
{
z

(1)
f , . . . , z

(Lf)
f

}
, z

(i)
f =

(
i/Lf

)
π ∈ R, Lf ∈ N (4.1)

We also denote the vector

zf =
(
z

(1)
f , . . . , z

(Lf)
f

)′
∈ RLf (4.2)

Therefore, each of the M ∈ N elements of Zf is an equally spaced frequency
in the range [0, π). Now we note that at any k, the message, fk ∈ Zf ,
is real valued and can be used to generate piecewise constant signals by
f (t) = fk for t ∈ [tk, tk+1). For transmission, the instantaneous frequency,
fi (t) is varied linearly with the baseband signal f (t), fi (t) = fc + f (t).
This gives the following transmitted signal.

strans (t) = Ac cos [2πfct+ 2πθ (t)] , θ (t) =
∫ t

0

f (τ) dτ (4.3)

where the carrier amplitude Ac and frequency fc are constant, and θ (t) is
the phase of the signal. For the formulation which follows it is convenient
to represent the FM signal, assumed sampled in a quadrature and in-phase
manner, in a complex baseband notation, as

s (t) = Ac exp [jθ (t)] , sk = Ac exp [jθk] (4.4)

where the amplitude A is a known constant and

θk = (θk−1 + fk)2π . (4.5)

Here (.)2π denotes modulo 2π addition.
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Channel Model

The FM signal is passed through a fading noise channel as in the case of
the QAM signals. Thus, the channel can be modeled by a multiplicative
disturbance, c (t), resulting in a discrete-time baseband disturbance ck as
in (3.5). The baseband output of the channel, corrupted by additive noise
wk, is therefore given by (3.6). The channel states are given by (3.7).

State-Space Signal Model

For the FM signal, a discrete-time state space signal model is now gener-
ated. Consider the following assumption on the message signal.

fk is a first-order homogeneous Markov process (4.6)

Remarks 4.1

1. This assumption enables us to consider the signal in a Markov model
framework, and thus allows Markov filtering techniques to be applied.
It is a reasonable assumption on the signal if the transition probability
matrix used is a diagonally dominated, Toeplitz, circulant matrix. In
the case of digital frequency shift-keyed (FSK) signals, the assumption
is still valid, given that error-correcting coding has been employed in
transmission. Coding techniques, such as convolutional coding pro-
duce signals which are not i.i.d., yet display Markov properties. Of
course, i.i.d. signals can be considered in this framework too, since
a Markov chain with a transition probability matrix which has all
elements the same gives rise to an i.i.d. process.

2. Higher-order message signal models are discussed below. It is known
that HMM signal processing is robust to modeling errors. Therefore,
in the absence of knowledge about the true message signal model,
reasonable estimates will still be generated. 2

Let us define a vector Xf
k to be an indicator function associated with

fk. Thus, the state-space of Xf , without loss of generality, can be iden-
tified with the set of unit vectors SXf =

{
e1, e2, . . . , eLf

}
, where ei =

(0, . . . , 0, 1, 0, . . . , 0)′ ∈ RLf with 1 in the ith position, so that

fk = z′fX
f
k (4.7)

Under the assumption (4.6) the transition probability matrix associated
with fk, in terms of Xf

k , is

Af =
(
afji

)
1 ≤ i, j ≤ Lf where afji = P

(
Xf
k+1 = ej | Xf

k = ei

)
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so that
E
[
Xf
k+1 | X

f
k

]
= AfXf

k

Of course, afij ≥ 0,
∑Lf
i=1 a

f
ij = 1, for each j. We also denote {Fl, l ∈ N}

the complete filtration generated by Xf , that is, for any k ∈ N,Fk is the
complete σ-field generated by Xf

k , l ≤ k.
As before, the dynamics of Xf

k are given by the state equation

Xf
k+1 = AfXf

k + Vk+1 (4.8)

where Vk+1 is a Fk martingale increment.
As noted previously, the states represented by Xf are each characterized

by a real value z(i)
f corresponding to the unit vector ei ∈ SXf . These are

termed the state values of the Markov chain.
When considering the finite-discrete set of possible message signals Zf ,

it becomes necessary to quantize the time-sum of these message signals, θk,
given from (4.5). We introduce the set

Zθ =
{
z

(1)
θ , . . . , z

(Lθ)
θ

}
where z(i)

θ =
2πi
(Lθ)

∈ R (4.9)

and corresponding vector

zθ =
(
z

(1)
θ , . . . , z

(Lθ)
θ

)′
∈ RLθ (4.10)

Lemma 4.2 Given the discrete-state message fk ∈ Zf from (4.1), the
phase θk from (4.5) and the set Zθ of (4.9), then θk ∈ Zθ for any k, iff
Lθ = 2nLf , for some n ∈ N.

Proof For any a ∈ {1, . . . , Lθ} and b ∈ {1, . . . , Lf}

θk+1 = (θk + fk)2π

=
(
a

2π
Lθ

+ b
2πn
Lθ

)
2π

∈ Zθ

Let us now define a vector Xθ
k ∈ SXf = {e1, . . . , eLθ} to be an indicator

function associated with θk, so that when θk = z
(i)
θ , Xθ

k = ei. Now given
(4.5), Xθ

k+1 is a “rotation” on Xθ
k by an amount determined from Xf

k+1.
In particular,

Xθ
k+1 = Aθ

(
Xf
k+1

)
. Xθ

k (4.11)

where Aθ (.) is a transition probability matrix given by

Aθ
(
Xf
k+1

)
= Srk+1, rk = [1, 2, . . . , Lf ]Xf

k (4.12)
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and S is the rotation operator

S =



0 0 . . . 0 1
1 0 . . . 0 0
0 1 . . . 0 0
...

...
. . .

...
...

0 0 . . . 1 0


(4.13)

The observation process (3.5) can now be expressed in terms of the
state Xθ

k(
yRk
yIk

)
=

(
Ac cos

[
z′θX

θ
k

]
−Ac sin

[
z′θX

θ
k

]
Ac sin

[
z′θX

θ
k

]
Ac cos

[
z′θX

θ
k

] )( cRk
cIk

)
+

(
wRk
wIk

)
(4.14)

or, equivalently, with the appropriate definition of hθ (.),

yk = hθ
(
Xθ
k

)
xk + wk, wk are i.i.d. ∼ N [0, Rk]

= [hθ (e1)xkhθ (e2)xk · · ·hθ (eLθ)xk]Xθ
k + wk

= Hθ [ILθ ⊗ xk]Xθ
k + wk (4.15)

where the augmented matrix Hθ = [hθ (e1) . . . hθ (eLθ)]. Here we see that
the Cartesian coordinates for the channel model allow the observations
to be written in a form which is linear in both Xθ

k and xk. Note that
E
[
wRk+1 | Gk

]
= 0 and E

[
wIk+1 | Gk

]
= 0, where Yl is the σ-field gener-

ated by Yk, k ≤ l. It is usual to assume that wR and wI are independent so
that the covariance matrix associated with the measurement noise vector
wk has the form

Rk =

[
σ2
wR 0
0 σ2

wI

]
(4.16)

Here we take σ2
wR = σ2

wI = σ2
w .

It is now readily seen that

E [Vk+1 | Gk ] = 0 (4.17)

We now define the vector of parametrized probability densities as bθk =(
bθk (i)

)
, for bθk (i) := P

[
yk | Xθ

k = ei, xk
]
,

bθk (i) =
1

2πσ2
w

exp

(
−
[
yRk −Ac

(
cos [z′θei] c

R
k − sin [z′θei] c

I
k

)]2
2σ2

w

(4.18)

−
[
yIk −Ac

(
sin [z′θei] c

R
k + cos [z′θei] c

I
k

)]2
2σ2

w

)



148 Chapter 6. Practical Recursive Filters

In summary, we have the following lemma:

Lemma 4.3 Under assumptions (4.6) and (3.8), the FM signal models
(4.1)–(4.5) have the following state-space representation in terms of the
Lf and Lθ indicator functions Xθ

k and Xf
k , respectively,

Xf
k+1 = AfXf

k + V fk+1

Xθ
k+1 = Aθ

(
Xf
k+1

)
. Xθ

k

xk+1 = Fxk + vk+1

yk = Hθ [ILθ ⊗ xk]Xθ
k + wk

(4.19)

Remarks 4.4

1. Observe that the model is in terms of the channel parameters (states)
xk in a continuous range, and in terms of indicator functions (states)
which belong to a finite-discrete set, being the vertices of a simplex.

2. This model (4.19) has linear dynamics for the states xk and Xf
k , but

Xθ
k+1 is bilinear in Xθ

k and Xf
k+1. The measurements are bilinear in

xk and Xθ
k .

3. In Figure 4.1 we present the channel output for 5000 data points,
with channel noise variance σ2

w = 0.00001, and channel dynamics
κ (t) = 1 + 0.5 sin

(
2πt/5000

)
, φ (t) = 0.04π cos

(
2πt/5000

)
. In our

simulations we use much more rapidly changing channel dynamics,
given in Example 1, over only 1000 points. Figure 4.1 is used here
merely to illustrate the nature of the channel’s effect on the signal
constellation. 2

Conditional Information-State Signal Models

Let X̂f
k

(
X ,X θ

)
and X̂θ

k

(
X ,X f

)
denote the conditional filtered state es-

timates of Xf
k and Xθ

k , respectively, where Xk =
{
x0, . . . , xk

}
, X θk ={

Xθ
0 , . . . , X

θ
k

}
, and X fk =

{
Xf

0 , . . . , X
f
k

}
. In particular,

X̂f
k

(
X ,X θ

)
:= E

(
Xf
k | Yk,Xk,X

θ
k−1, λ

)
(4.20)

X̂θ
k

(
X ,X f

)
:= E

(
Xθ
k | Yk,Xk,X

f
k , λ

)
(4.21)

Let us again denote the column vector containing all ones as 1, and intro-
duce “forward” variables, qfk

(
X ,X θ

)
and qθk

(
X ,X f

)
, such that their ith
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κ (t) = 1 + 0.5 sin (2πt/5000), φ (t) = 0.04π cos (2πt/5000), SNR = 2.4dB

Figure 4.1. FM signal constellation output from channel.

elements are given, respectively, by P
(
y0, . . . , yk, X

f
k = ei | Xk,X θk−1

)
and

P
(
y0, . . . , yk, X

θ
k = ei | Xk,X fk

)
.

Observe that X̂f
k

(
X ,X θ

)
and X̂θ

k

(
X ,X f

)
can be expressed in terms of

qfk
(
X ,X θ

)
and qθk

(
X ,X f

)
, respectively, by

X̂f
k

(
X ,X θ

)
=
〈
qfk
(
X ,X θ

)
, 1
〉−1

qfk
(
X ,X θ

)
(4.22)

X̂θ
k

(
X ,X f

)
=
〈
qθk
(
X ,X f

)
, 1
〉−1

qθk
(
X ,X f

)
(4.23)

Here qfk
(
X ,X θ

)
is conveniently computed using the following “forward”

recursion:

qfk+1

(
X ,X θ

)
= Bf

(
yk+1, xk+1, X

θ
k

)
Afqfk

(
X ,X θ

)
(4.24)

where Bf
(
yk+1, xk+1, X

θ
k

)
= diag

(
bfk+1 (1) , . . . , bfk+1 (Lθ)

)
, and where

bfk+1 (i) := P
[
yk+1 | Xf

k+1 = ei, xk+1, X
θ
k

]
, for bfk+1 (i) given explicitly

in (4.27).
Also, qθk

(
X ,X f

)
is conveniently computed using (4.11) to give the fol-

lowing “forward” recursion:

qθk+1

(
X ,X f

)
= Bθ (yk+1, xk+1)

 Lf∑
i=1

Aθ (ei)X
f
k+1 (i)

 . qθk
(
X ,X f

)
= Bθ (yk+1, xk+1)Aθ

[
Xf
k+1 ⊗ ILθ

]
. qθk
(
X ,X f

)
(4.25)
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where Bθ (yk+1, xk+1) = diag
(
bθk+1 (1) , . . . , bfθk+1 (Lθ)

)
, and where bθk (i) is

given in (4.18). Also, Aθ =
[
Aθ (e1) , . . . , Aθ

(
eLf
)]

.
We can now write

bfk (i)

=
1

2πσ2
w

(4.26)

× exp

(
−
[
yRk −Ac

(
cos
(
z′θA

θ(ei)Xθ
k−1

)
cRk − sin

(
z′θA

θ(ei)Xθ
k−1

)
cIk
)]2

2σ2
w

−
[
yIk −Ac

(
sin
(
z′θA

θ(ei)Xθ
k−1

)
cRk + cos

(
z′θA

θ(ei)Xθ
k−1

)
cIk
)]2

2σ2
w

)

We seek to express the observations, yk, in terms of the unnormalized
conditional estimates, qfk−1

(
X ,X θ

)
.

Lemma 4.5 The conditional measurements yk
(
X ,X θ

)
are defined by

yk
(
X ,X θ

)
= Hθ [ILθ ⊗ xk]

×Aθ
[〈
qfk−1

(
X ,X θ

)
, 1
〉−1

Afqfk−1

(
X ,X θ

)
⊗ ILθ

]
Xθ
k−1

+ nk
(
X ,X θ

)
(4.27)

where nk
(
X ,X θ

)
is a

(
Xk,X θk−1,Yk−1

)
martingale increment.

Proof Following standard arguments since qfk
(
X ,X θ

)
is measurable with

respect to
{
Xk,X θk−1,Yk

}
, E

[
wRk+1 | Yk

]
= 0, E

[
wIk+1 | Yk

]
= 0, and

E
[
V fk+1 | Yk

]
= 0, then

E
[
nk
(
X ,X θ

)
| Xk,X θk−1,Yk−1

]
= E

[
Hθ [ILθ ⊗ xk]Xθ

k + wk

−Hθ[ILθ ⊗ xk]Aθ
[
〈 qfk−1

(
X ,X θ

)
, 1 〉−1Afqfk−1

(
X ,X θ

)
⊗ ILθ

]
Xθ
k−1∣∣∣ Xk,X θk−1,Yk−1

]
= Hθ . [ILθ ⊗ xk]

×
(
Aθ
[
X̂f
k

(
X ,X θ

)
⊗ ILθ

]
Xθ
k−1

−Aθ
[
〈qfk−1

(
X ,X θ

)
, 1〉−1Afqfk−1

(
X ,X θ

)
⊗ ILθ

]
Xθ
k−1

)
= 0
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In practice, however, as noted above, we do not have access to Xθ
k−1,

but at best its conditional expectation, qθk−1

(
X ,X f

)
. Therefore, the con-

ditional measurement for a more useful model generating yk (X ) (which
can be used in practice) does not have a martingale increment noise term,
nk (X ). In addition, the covariance matrix, Rn, of nk (X ), is of higher mag-
nitude than that of wk. The exact form of Rn is, however, too complicated
for presentation here, and ”application-based” estimates of Rn can be used
when implementing these algorithms.

In summary, we have the following lemma:

Lemma 4.6 The state-space representation (4.19) can be reformulated to
give the following conditional information-state signal model, with states
qfk
(
X ,X θ

)
and qθk

(
X ,X f

)
,

qfk+1

(
X ,X θ

)
= qfk

(
X ,X θ

)
Bf
(
yk+1, xk, X

θ
k

)
Af

qθk+1

(
X ,X f

)
= qθk

(
X ,X f

)
Bθ (yk+1, xk+1)

×Aθ
[
〈qfk
(
X ,X θ

)
, 1〉−1Afqfk

(
X ,X θ

)
⊗ ILθ

]
xk+1 = Fxk + vk

yk (X ) = Hθ [ILθ ⊗ xk]Aθ
 Afqfk−1

(
X ,X θ

)〈
qfk−1 (X ,X θ) , 1

〉 ⊗ ILθ


×
qθk−1

(
X ,X f

)〈
qθk−1 (X ,X f ) , 1

〉 + nk (X )

(4.28)

This fading channel FM signal model is now in standard state-space form
to allow the application of Kalman filtering.

Higher-Order Message Models

Lemma 4.6 provides insight into methods for coping with higher-order mes-
sage models, and thus allows us to relax the assumption (4.6). To do this
we continue to quantize the range of frequencies, but we allow the model
of the frequencies to be in a continuous range and in vector form. There-
fore, the state-space representation of the frequency message is no longer a
first-order system. Also, the quantization errors are now involved with the
phase estimate. This approach allows the message-frequency model to be
in a continuous range while still employing the attractive optimal filtering
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of the HMM filter for the phase. The following state-space model applies,

xfk+1 = F fk x
f
k + vfk+1

Xθ
k+1 = Aθ

(
Xf
k (h′xfk)

)
. Xθ

k

xk+1 = Fxk + vk+1

yk = Hθ [ILθ ⊗ xk]Xθ
k + wk

(4.29)

where F fk is the function associated with the dynamics of the frequency
message given by the state xfk , the scalar message frequency is given by
h′xfk , and Xf

k is the quantized frequency in state-space form.
Following the steps presented above for the signal under the assumption

(4.6), an information-state signal model can be generated for this higher-
order state space signal model. As with the previous information-state sig-
nal model, this higher-order model also results in the EKF/HMM scheme
which follows.

6.5 Coupled-Conditional Filters

The algorithm presented here is referred to as the KF/HMM scheme. It
consists of a KF for channel estimation, coupled with HMM filters for
signal state estimation. These algorithms apply equally to both the QAM
and FM signal models presented in the previous two sections.

In the QAM case of (3.26), the HMM estimator for the signal state, q̂k,
conditioned on the channel estimate sequence {x̂k}, is given by

q̂k+1 (x̂k) = B (yk+1, x̂k)Aq̂k (x̂k−1) (5.1)

X̂k (x̂k−1) = 〈qk (x̂k−1) , 1〉−1 qk (x̂k−1) . (5.2)

In the FM case of (4.28), the conditional HMM estimators for the signal
states, q̂fk , q̂θk, are given by

q̂fk+1

(
x̂k, q̂

θ
k

)
= Bf

(
yk+1, x̂k, q̂

θ
k

)
Af q̂fk

(
x̂k−1, q̂

θ
k−1

)
, (5.3)

X̂f
k (x̂k−1, q̂

θ
k−1) =

〈
qfk (x̂k−1, q̂

θ
k−1), 1

〉−1
qfk (x̂k−1, q̂

θ
k−1), (5.4)

q̂θk+1(x̂k, q̂
f
k ) = Bθ(yk+1, x̂k, q̂

f
k )(Aθ)q̂θk(x̂k−1, q̂

f
k−1), (5.5)

X̂θ
k(x̂k−1, q̂

f
k−1) =

〈
qθk(x̂k−1, q̂

f
k−1), 1

〉−1
qθk(x̂k−1, q̂

f
k−1). (5.6)

The Kalman filter equations for the channel parameter, xk, conditioned
on the indicator state estimates, X̂k−1 in the QAM case, and X̂f

k−1 and
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X̂θ
k−1 in the FM case, or equivalently on the corresponding information

states denoted loosely here as qk−1, q
f
k−1, q

θ
k−1, are

x̂k|k = x̂k|k−1 +Kk

[
yk −H ′kx̂k|k−1

]
, (5.7)

x̂k+1|k = F x̂k|k, (5.8)

Kk = Σk|k−1Hk

[
H ′kΣk|k−1Hk +Rk

]−1
, (5.9)

Σk|k = Σk|k−1 − Σk|k−1

[
H ′kΣk|k−1Hk +Rk

]−1
H ′kΣk|k−1, (5.10)

Σk+1|k = FΣk|kF ′ +Qk, (5.11)

where

Hk =



∂
(
H . [I2N ⊗ Fx] 〈qk−1, 1〉−1Aqk−1

)
∂x

|x=xk

for QAM model (3.26)

∂

(
Hθ . [ILθ ⊗ Fx]Aθ

[
Afqf

k−1

〈qfk−1,1〉
⊗ ILθ

]
qθk−1

〈qθk−1,1〉

)
∂x

|x=xk

for FM model (4.28)

(5.12)

and R is the covariance matrix of the noise on the observations w given in
(4.16), Q is the covariance matrix of v, and Σ is the covariance matrix of
the channel parameter estimate x̂ [x is defined in (3.7)].

Figure 5.1 gives a block diagram for this adaptive HMM scheme, for the
QAM model, when Switch 1 is open and Switch 2 is in the top position.
This figure is generated from the observation representation (4.15). Further
assumptions can be made for simplification if the maximum a priori esti-
mate of qk were used, indicated by having Switch 2 in the lower position.
Figure 5.2 gives a block diagram for the adaptive HMM scheme, for the
FM model, when Switch 1 and 2 are open.

Figure 5.3 shows the scheme in simplified block form for the case of
(3.26). A further suboptimal KF/HMM scheme can be generated by using
the state-space signal models (3.26) and (4.28), and estimating the KF con-
ditioned on a maximum a priori probability estimates (q̂fk )MAP, (q̂θk)MAP

and (q̂k)MAP. Figure 5.4 shows this scheme in block form, for the case of
(3.26). In fact, hybrid versions can be derived by setting the small-valued
elements of q̂fk , q̂θk, and q̂k associated with low probabilities, to zero and
renormalizing.
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Figure 5.1. KF/HMM scheme for adaptive HMM filter.
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HMM state estimate
conditioned on xkˆ

KF channel estimate
conditioned on Xk

ˆ

yk

Xk
ˆ

xkˆ

Figure 5.3. KF/HMM adaptive HMM scheme.

HMM state estimate
conditioned on xkˆ

KF channel estimate
conditioned on Xk

ˆ MAP

yk

Xk
ˆ

xkˆ

MAP operator

Xk
ˆ MAP

Figure 5.4. KF/HMM adaptive HMM scheme with MAP approximation.

Robustness Issues

Due to the inherently suboptimal nature of these adaptive HMM algo-
rithms, it is necessary to consider robustness issues. The KF/HMM schemes
presented above are practical derivatives of EKF/HMM schemes and effec-
tively set the Kalman gain terms associated with the respective q’s to zero.
This produces decoupled conditional estimates which are then used to con-
dition the other estimates. There is no theory for convergence in these
decoupled situations when dealing with time varying parameters.

In an effort to address the inevitable robustness question, we look to the
standard procedures from Kalman filtering. A widely practiced method for
adding robustness is to model the estimate errors due to incorrect condi-
tioning, as noise in the observations. This procedure can also be used with
our adaptive HMM techniques. By adding extra noise to the observation
model, the vector of parametrized probability densities (symbol probabil-
ities) will be more uniform. That is, the diagonal “observation” update
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matrix, B (.), in the “forward” procedure for the discrete-state estimate
qk will place less emphasis on the observations. An additional method for
adding robustness to the adaptive HMM scheme is to assume the probabil-
ity of remaining in the same state is higher than it actually is, that is, by
using a more diagonally dominant A. This will also have the effect of plac-
ing less importance on the observations through the “forward” procedure
for the discrete-state estimate qk.

These robustness techniques are of course an attempt to counter estima-
tion errors in high noise. They therefore restrict the ability of the estimates
to track quickly varying parameters, as the rapid changes will effectively
be modeled as noise. There is here, as in all cases, a trade-off to be made
between robustness and tracking ability.

Simulation Studies

Example 1 A 16-state QAM signal is generated under assumption (3.11)
with parameter values aii = 0.95, aij = (1− aij) / (N − 1) for i 6= j,
(z(i))R = ±0.01976± 0.03952, (z(i))I = ±0.01976± 0.03952. The channel
characteristics used in this example is given by

κ (t) = 1 + 0.5 sin
(

3πt
1000

)
φ (t) = 0.75π cos

(
10πt
1000

)
and the signal-to-noise ratio associated with the observations in the ab-
sence of fading is SNR =

(
Eb/σ

2
w

)
= 6dB, where Eb is the energy per bit

associated with the transmitted signal. Of course, much lower SNRs can
be accommodated in the presence of more slowly varying channels, and it
should be noted that the SNR effectively varies as the channel fades. The
lowest effective SNR in this example occurs at k = 500 where SNR = 0dB.

The case of aii = 0.95 represents a high probability of remaining in the
same state. It is known that, in the case of independent data sequences
(i.e., aii = 1

N for all i), the matched filter is optimal. In fact, under these
conditions, the HMM filter becomes the matched filter. We present the case
of a non-i.i.d. data sequence to demonstrate the area where the HMM/KF
schemes provide best improvement over conventional approaches.

In this example we demonstrate the KF/HMM scheme of Figure 5.3.
The results are presented in Figure 5.5 and Figure 5.6, and show that even
though the channel changes quite quickly, good estimates are generated.
Figure 5.5 shows the true channel values and the estimated values in real
and imaginary format, that is, exactly as estimated from (5.7)–(5.11). Fig-
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Figure 5.5. Example 1: QAM ĉRn and ĉIn for SNR = 6dB.
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Figure 5.6. Example 1: QAM κ̂n and φ̂n for SNR = 6dB.

ure 5.6(a) shows the actual channel amplitude κk and the estimate of this,
generated from the estimates in Figure 5.5. Likewise, Figure 5.6(b) shows
the actual channel phase shift φk and the estimate of this, generated from
the estimates in Figure 5.5. Small glitches can be seen in the amplitude and
phase estimates at points where tracking is slow and the received channel
amplitude is low, but the recovery after this burst of errors seems to be
quite good. It is natural that the estimates during these periods be worse,
since the noise on the observations is effectively greater when κk < 1, as
seen from the signal model (3.20).
Example 2 In this example, we demonstrate the ability of the HMM/KF
adaptive algorithm to demodulate a 16-QAM signal, in the presence of
a complex-valued stochastic channel. The channel gain and phase shift
variations are given by LPF white Gaussian processes. The variance of
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Figure 5.7. BER vs. SNR for complex-valued channels (16 QAM).

the Gaussian process for the channel amplitude is 1, while the variance
for the phase shift is 5. In both cases the bandwidth of the LPF is Wc.
The results for this example are displayed in Figure 5.7. This example
provides a comparison between the HMM/KF scheme and the conventional
MF/AGC/PLL scheme.
Example 3 A frequency modulation scheme, under assumption (4.6) with
afii = 0.95, afij =

(
1− afij

)
/ (N − 1) for i 6= j, is generated with Lf = 16.

(This is equivalent to a 16-state frequency shift-keyed digital scheme.) The
value of θ was quantized into Lθ = 32 values, under Lemma 4.2. The
signal is of amplitude Ac = 0.2. The deterministic channel gives a more
rigorous test which is easily repeatable, and allows results to be displayed
in a manner that more clearly shows tracking ability of these schemes. The
channel characteristics are the same as those used in Example 1. The signal-
to-noise ratio associated with the observations in the absence of fading is
SNR =

(
Eb/σ

2
w

)
= 2.4dB, where Eb is the energy per bit associated with

the transmitted signal, if the signal were a 16-FSK digital signal. Of course
much lower SNRs can be accommodated in the presence of more slowly
varying channels, and it should be noted that the SNR effectively varies
as the channel fades. The lowest effective SNR in this example occurs at
k = 500 where SNR = 1.8dB.

The estimation scheme used here is the decoupled KF/HMM scheme
implemented on the FM signal model given in (4.28). The results for the
decoupled scheme are presented in Figure 5.8 and Figure 5.9 and show that
even though the channel changes quite quickly, good estimates are gener-
ated. Figure 5.8 shows the true channel values and the estimated values in
real and imaginary format, that is, exactly as estimated from (5.7)–(5.11).
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Figure 5.8. Example 2: FM ĉRn and ĉIn for SNR = 2.4dB.
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Figure 5.9. Example 2: FM κ̂n and φ̂n for SNR = 2.4dB.

Figure 5.9(a) shows the actual channel amplitude κk and the estimate of
this, generated from the estimates in Figure 5.8. Likewise, Figure 5.9(b)
shows the actual channel phase shift φk and the estimate of this generated
from the estimates in Figure 5.8. These results show sudden phase shifts,
seen as glitches in the phase estimate in Figure 5.9. These can be any mul-
tiple of π/Lf due to the symmetry of the phase quantization. In this case,
there is tracking degradation over the period where channel amplitude is
less than one. It is natural that the estimates during these periods be worse,
since the noise on the observations is effectively greater when κk < 1.

For further simulation studies the reader is directed to Collings and
Moore (1993) where comparisons appear between these KF/HMM schemes
and the traditional MF/AGC/PLL approach.
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6.6 Notes

The material for this chapter has been drafted in three papers (Collings et
al., 1993; Collings and Moore, 1993; Collings and Moore, 1994). In turn,
these build on earlier work by the authors, on on-line adaptive EM-based
schemes in Krishnamurthy and Moore (1993). The EM schemes themselves
are studied in Baum et al. (1970) and Dempster et al. (1977). Original work
on RPE schemes appears in Moore and Weiss (1979), Ljung (1977), and
Ljung and Söderström (1983).

For general background on FM demodulation in extended Kalman filters,
see Anderson and Moore (1979). For the case of CPM demodulation in
fading channels, see Lodge and Moher (1990).
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CHAPTER 7

Discrete-Range States
and Observations

7.1 Introduction

In this chapter a finite-state space, continuous-time Markov chain hidden
in another Markov chain is considered. The state space is taken to be the
set of unit vectors SX = {ei}, ei = (0, 0, . . . , 1, . . . , 0)′ of RN .

Basic martingales associated with Markov chains are identified in Ap-
pendix B.

In Section 2 we derive finite-dimensional filters and smoothers for various
processes related to the Markov chain.

In Section 3 optimal estimates of the parameters of the model are ob-
tained via the EM algorithm.

7.2 Dynamics

Consider the Markov process {Xt}, t ≥ 0, defined on a probability space
(Ω,F , P ), whose state space is the set, SX = {e1, . . . , eN} ⊂ RN . Write
pit = P (Xt = ei), 0 ≤ i ≤ N . We shall suppose that for some family
of matrices At, pt =

(
p1
t , . . . , p

N
t

)′ satisfies the forward Kolmogorov equa-
tion

dpt
dt

= Atpt. (2.1)
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At = (aij (t)), t ≥ 0, is, therefore, the family of so-called Q-matrices of the
process. Because At is a Q-matrix,

aii (t) = −
∑
j 6=i

aji (t) . (2.2)

The fundamental transition matrix associated with At will be denoted by
Φ (t, s), so with I the N ×N identity matrix

dΦ (t, s)
dt

= AtΦ (t, s) , Φ (s, s) = I,

dΦ (t, s)
ds

= − Φ (t, s)As, Φ (t, t) = I.

[If At is constant Φ (t, s) = exp ((t− s)A).]
The observed process Yt has a finite discrete range which is also identi-

fied, for convenience, with the set of standard unit vectors of RM , SY =
{f1, . . . , fM}, where fi = (0, . . . , 0, 1, 0, . . . , 0)′, 1 ≤ i ≤ M . The processes
X and Y are not independent; rather, given the evolution of X , then Y is
a Markov chain with Q matrix

Ct = Ct (Xt) (2.3)

=
N∑
m=1

Cm 〈Xt, em〉 , Cm =
(
cmij
)
, 1 ≤ i, j ≤M, 1 ≤ m ≤ N.

Notation 2.1 Write cij = cij (r) =
∑N

m=1 〈Xr, em〉 cmij .
Also write G0

t = σ (Xs, Ys, 0 ≤ s ≤ t), and Gt for the right continuous,
complete filtration generated by G0

t .

Lemma 2.2 In view of the Markov property assumption and (2.3) Wt :=
Yt − Y0 −

∫ t
0 CrYr dr is an Gt-martingale.

Proof The proof is left as an exercise.

Lemma 2.3 The predictable quadratic variation of the process Y is given
by

〈Y, Y 〉t = diag
∫ t

0

CrYr dr −
∫ t

0

(diagYr)C′r dr

−
∫ t

0

Cr (diagYr) dr. (2.4)
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Proof

YtY
′
t = Y0Y

′
0 +

∫ t

0

Yr−dY
′
r +

∫ t

0

dYrY
′
r− + [Y, Y ]t

= Y0Y
′
0 +

∫ t

0

Yr (CrYr)
′ dr +

∫ t

0

Yr−dW
′
r

+
∫ t

0

(CrYr)Y ′r dr +
∫ t

0

dWrY
′
r−

+ [Y, Y ]t − 〈Y, Y 〉t + 〈Y, Y 〉t (2.5)

where [Y, Y ]t − 〈Y, Y 〉t is an Gt-martingale. However,

YtY
′
t = diagYt,

Yr (CrYr)
′ = (diagYr)C′r, (2.6)

(CrYr)Y ′r = Cr (diagYr) . (2.7)

We also have

YtY
′
t = diagY0 + diag

∫ t

0

CrYr + diagWt. (2.8)

YtY
′
t is a special semimartingale, so using the uniqueness of its decomposi-

tion from (2.5), (2.6), (2.7), and (2.8), we have (2.4).

The dynamics of our model follow

Xt = X0 +
∫ t

0

ArXr dr + Vt, (2.9)

Yt = Y0 +
∫ t

0

CrYr dr +Wt, (2.10)

where (2.9) and (2.10) are the semimartingale representations of the pro-
cesses Xt and Yt, respectively.

Notation 2.4 With Y0
t = σ (Ys, 0 ≤ s ≤ t), {Yt}, t ≥ 0, is the correspond-

ing right continuous complete filtration. Note Yt ⊂ Gt, ∀t ≥ 0. For φt an
integrable and measurable process write φ̂t for its Y-optional projection un-
der P , so φ̂t = E [φt | Yt ] a.s. and φ̂t is the filtered estimate of φt. [For a
discussion of optional projections see Elliott (1982b).] Optional projections
take care of measurability in both t and ω; conditional expectations only
concern measurability in ω. Denote by Kk`t the number of jumps of Y from
state fk to state f` in the interval of time [0, t] with k 6= `.
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Then,

〈fk, Yr−〉 〈f`, dYr〉 = 〈fk, Yr−〉 〈f`, Yr − Yr−〉
= 〈fk, Yr−〉 〈f`, Yr〉
= I [Yr− = fk, Yr = f`] ,

so that for k 6= `

Kk`t =
∫ t

0

〈fk, Yr−〉 〈f`, dYr〉

=
∫ t

0

〈fk, Yr−〉 〈f`, CrYr〉 dr +
∫ t

0

〈fk, Yr〉 〈f`, dWr〉

using (2.10). This is the semimartingale representation of the process Kk`t ,
k 6= `. Clearly, Kk`t are Yt-measurable ∀t ≥ 0 and have no common jumps
for (k, `) 6= (k′, `′). Now

CrYr =
M∑

i,j=1

〈Yr, fi〉 fjcji,

and

〈f`, CrYr〉 =
∑
i=1

〈Yr, fi〉 c`i,

also

〈fk, Yr〉
∑
i=1

〈Yr, fi〉 c`i = 〈Yr, fk〉 c`k.

Since c`k =
∑N

m=1 〈Xr, em〉 cm`k we have

Kk`t =
∫ t

0

λk`r dr +Ok`t (2.11)

where

λk`r =
N∑
m=1

〈Yr, fk〉 〈Xr, em〉 cm`k, (2.12)

and Ok`t are martingales.

Definition 2.5 Suppose Kt is a purely discontinuous, increasing, adapted
process on the filtered probability space (Ω,F , P,Ft), t ≥ 0, all of whose
jumps equal +1. Denote the sequence of jump times S1, S2, . . . ; then Kt is
a standard Poisson process if the random variables S1, S2 − S1, . . . , Sn −
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Sn−1, . . . are exponentially distributed with parameter 1, and are, respec-
tively, independent of F0,FS1 , . . . ,FSn−1, . . . .

Notation 2.6 1 = (1, 1, . . . , 1)′ ∈ RM will denote the vector all of whose
entries are 1. IM will denote the M ×M identity matrix.

If A = (aij), B = (bij) are M ×M matrices and bij 6= 0 for all i, j, then
A
B will denote the matrix

(aij
bij

)
. If A = (aij) and a = (a11, a22, . . . , aMM )

then A0 = A− diag a.

Remarks 2.7 Suppose on (Ω,F) there is a probability measure P and a
vector of counting processes

Nt = (Nt(1), . . . , Nt(M))

such that under P each component Nt(`) is a standard Poisson process,
and {Xt} is an independent Markov chain with Q-matrix A, as in (2.1).
Write {Gt} for the filtration generated by N and X . Then Nt − t1 = Qt is
a
(
Gt, P

)
martingale.

Define

Yt = Y0 +
∫ t

0

(IM − Ys−1′) dNs for Y0 ∈ SY . (2.13)

Then

Yt = Y0 +
∫ t

0

ΠYs ds+
∫ t

0

(IM − Ys−1′) dQs

where Π is the M × M matrix (πij) with πij = 1 for i 6= j and πii =
− (N − 1).

Write

N t =
∫ t

0

(IM − diagYs−) dYs.

Then N is a vector of counting processes. Note that N 6= N . With

Dt :=
Ct(Xt)

Π

consider the process

Λt = 1 +
∫ t

0

Λs− ((Ds−)0Ys− − 1)′
(
dNs −Π0Ys− ds

)
. (2.14)



168 Chapter 7. Discrete-Range States and Observations

Then

Λt = exp
[
−
∫ t

0

(Cs(Xs)0 −Π0)X ′s1 ds
] ∏

0<s≤t

(
1 + ((Ds−)0Xs− − 1)′∆Ns

)
.

(2.15)
The probability measure P can be defined by setting

dP

dP

∣∣∣∣
Gt

= Λt.

Then it can be shown that, under P ,

Yt − Y0 −
∫ t

0

Cr(Xr)Yr dr = Wt (2.16)

is a (Gt, P ) martingale. Furthermore, under P , X remains a Markov chain
with Q-matrix A. 2

Notation 2.8 If φt is an Gt-adapted, integrable process then

φ̂t = E [φt | Yt ] =
E
[

Λtφt | Yt
]

E
[

Λt | Yt
] :=

σt (φt)
σt (1)

, (2.17)

where E denotes expectation w.r.t. P and σt (φt) is the Y-optional projec-
tion of Λtφt under P . Consequently, σt (1) = E

[
Λt | Yt

]
is the Y-optional

projection of Λt under P . Further, if s ≤ t we shall write σt (φs) for the
Y-optional projection of Λtφs under P , so that

σt (φs) = E
[

Λtφs | Yt
]

a.s.

and, loosely we write σt (φt) = σ (φt).

To summarize, we have under the probability measure P

Xt = X0 +
∫ t

0

ArXrdr + Vt,

Yt = Y0 +
∫ t

0

Cr(Xr)Yr dr +Wt.

(2.18)
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At is a Q-matrix satisfying (2.1) and (2.2). Under the probability measure
P

Xt = X0 +
∫ t

0

ArXrdr + Vt,

Yt − Y0 −
∫ t

0

ΠYr dr is a martingale.
(2.19)

7.3 A General Finite-Dimensional Filter

Let Ht be a scalar process for simplicity of notation of the form

Ht = H0 +
∫ t

0

αr dr +
∫ t

0

β′rdVr +
∫ t

0

δ′r dYr (3.1)

where α, β, δ are Gt-predictable, square-integrable process of appropriate
dimensions. That is, α is scalar, βr =

(
β1
r , . . . , β

N
r

)′ ∈ RN , and δr ∈ RM .
Recall from Chapters 2 and 3 that by considering HkXk we obtain finite-
dimensional estimators for various parameters of our models. The same
trick works here with HtXt.

The signal process X is modeled by the semimartingale

Xt = X0 +
∫ t

0

ArXr dr + Vt (3.2)

so that

HtXt = H0X0 +
∫ t

0

αrXr dr +
∫ t

0

Xr−β
′
r dVr (3.3)

+
∫ t

0

Xr−δ
′
r dYr +

∫ t

0

HrArXr dr

+
∫ t

0

Hr− dVr +
∑

0<r≤t
(β′r∆Xr) ∆Xr. (3.4)

Note ∆Xr∆Yr = 0 a.s. Now

∑
0<r≤t

(β′r∆Xr) ∆Xr =
N∑

i,j=1

∫ t

0

(
βjr − βir

)
〈Xr−, ei〉 〈ej , dXr〉 (ej − ei)
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and using (3.2)

∑
0<r≤t

(β′r∆Xr) ∆Xr =
N∑

i,j=1

∫ t

0

(
βjr − βir

)
〈Xr−, ei〉 〈ej, dVr〉 (ej − ei)

+
N∑

i,j=1

∫ t

0

〈
βjtXr − βirXr, ei

〉
aji dr (ej − ei) .

Substituting in (3.4) we have

HtXt = H0X0

+
∫ t

0

αrXr +HrArXr +
N∑

i,j=1

〈
βjrXr − βirXr, ei

〉
(ej − ei) aji

dr
+
∫ t

0

Xr−β
′
r dVr +

∫ t

0

Hr−dVr +
∫ t

0

Xr−δ
′
r dYr

+
N∑

i,j=1

∫ t

0

(
βj − βi

)
〈Xr−, ei〉 〈ej, dV 〉 (ej − ei) .

We now give a recursive equation for the unnormalized estimate σ(HtXt).

Theorem 3.1 Write c·ji =
(
c1ji, c

2
ji, . . . , c

N
ji

)
. A recursive linear stochas-

tic differential equation describing the evolution of the process σ (HtXt)
follows:

σ (HtXt) = σ (H0X0) +
∫ t

0

σ (αrXr) dr +
∫ t

0

σ (HrArXr) dr

+
∫ t

0

N∑
i,j=1

〈
σ
(
βjrXr − βirXr

)
, ei
〉
aji (r) dr (ej − ei) (3.5)

+
∫ t

0

σ
(
Xr−δ

′
r− (I − Yr−1′) diag dYr ((Dr−)0 Yr− − 1)

)
.

Proof The proof is based on a Fubini-like result given in Lemma 3.2 of
Chapter 7 in Wong and Hajek (1985). The product XtHtΛt is calculated
using the product rule for semimartingales

XtHtΛt = H0X0 +
∫ t

0

Hr−Xr− dΛr +
∫ t

0

Hr−Λr−dXr

+
∫ t

0

Λr− dHr−Xr− +
[
XH,Λ

]
t
. (3.6)
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Here,[
XH,Λ

]
t

=
∑

0<r≤t
Xr−Λr−δ′r− (I − Yr−1′) diag ∆N r ((Dr−)0Yr− − 1) .

Substituting in (3.6) and after some simplification

XtHtΛt

= H0X0 +
∫ t

0

Xr−Λr−δ′r− (I − Yr−1′) diag dYr ((DF )0Yr− − 1)

+
∫ t

0

Λr

[
αrXr +ArHrXr +

N∑
i,j=1

〈
βjrXr − βirXr, ei

〉
aji(r) (ej − ei)

]
dr

+
∫ t

0

Hr−Xr−Λr− ((Dr−)0Yr− − 1)′
(
dN r −Π0Yrdr

)
+ a dv − martingale. (3.7)

Taking the Y-optional projection under P of both sides of (3.7), and using
a result of Wong and Hajek (1985) gives at once (3.5).

The next corollary will be used for the derivation of smoothers.

Corollary 3.2 The above equation is recursive in t, so for s ≤ t we have
the following form.

σ (HtXt)

= σ (XsHs) +
∫ t

s

σ (αrXr) dr +
∫ t

s

σ (ArHrXr) dr

+
∫ t

s

N∑
i,j=1

〈
σ
(
βjrXr − βirXr

)
, ei
〉
aji (r) dr (ej − ei) (3.8)

+
∫ t

s

σ
(
Xr−Tr

[
δr− (I − Yr−1′) ((Dr−)0Yr− − 1)′

])
dYr

+
N∑
i=1

∫ t

0

〈σ (Hr−Xr−) , ei〉 (Dr−(ei)0Yr− − 1′)
(
dN r −Π0Yrdr

)
ei

where Tr is the trace. Here, the initial condition is E [ ΛsHsXs | Ys ], which
again is a Ys-measurable random variable.

Specializing Theorem 3.1 and Corollary 3.2, the following finite-dimen-
sional filters and smoothers for processes related to the model are com-
puted.

Notation 3.3 Write Φ(ei) = (Dr−(ei)0Yr− − 1′) , 1 ≤ i ≤ N .
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Zakai Equation for X

Take Ht = H0 = 1, αr = 0, βr = 0 ∈ RN , δr = 0. Applying Theorem 3.1
and using Notation 3.3 the unnormalized filter for the conditional distri-
bution of the state process follows:

σ (Xt) = σ (X0) +
∫ t

0

Aσ (Xr) dr

+
N∑
i=1

∫ t

0

〈σ(Xr−), ei〉Φ(ei)
(
dN r −Π0Yrdr

)
ei.

(3.9)

This is a single finite-dimensional equation for the unnormalized conditional
distribution σ (Xt). Note it is linear in σ (Xt).

The Number of Jumps

For ei, ej ∈ S, i 6= j, consider the stochastic integral

V ijt =
∫ t

0

〈Xr−, ei〉 〈ej, dVr〉 .

Note the integrand is predictable, so V ijt is a martingale. Now

〈Xr−, ei〉 〈ej , dXr〉 = 〈Xr−, ei〉 〈ej, Xr −Xr−〉 = 〈Xr−, ei〉 〈Xr, ej〉
= I [Xr− = ei and Xr = ej ] .

Write J ijt for the number of jumps from ei to ej in the time interval [0, t].
Then using (2.9) we obtain

J ijt =
∫ t

0

〈Xr−, ei〉 〈ej, dXr〉 =
∫ t

0

〈Xr−, ei〉 〈ej , ArXr〉 dr + V ijt

=
∫ t

0

〈Xr−, ei〉 aji dr + V ijt . (3.10)

This is the semimartingale decomposition of J ijt . To obtain the Zakai filter
for J ijt , take Ht = J ijt , H0 = 0, αr = 〈Xr, ei〉 aji, βr = 〈Xr, ei〉 ej δr = 0.
Then it is seen that:

σ
(
J ijt Xt

)
=
∫ t

0

(
Arσ

(
J ijr Xr

)
+ 〈σ (Xr) , ei〉 aji (r) ej

)
dr

+
∫ t

0

N∑
i=1

〈
σ
(
Y ijr−Xr−

)
, ei

〉
Φ(ei)

(
dN r −Π0Yrdr

)
ei

(3.11)
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Taking the inner product with 1 = (1, . . . , 1) gives the finite-dimensional
filter σ

(
J ijt
)

for the number of transitions in the interval of time 0 to t. This
quantity will be used later for the estimation of the probability transitions
aji.

Occupation Time

The time spent by the process X in state ei is given by

Oit =
∫ t

0

〈Xr, ei〉 dr, 1 ≤ i ≤ N.

A recursive finite-dimensional filter for this process is needed with (3.11)
in order to estimate aji. Take

Ht = Oit, H0 = 0, αr = 〈Xr, ei〉 , βr = 0 ∈ RN , δr = 0.

Substituting in Theorem 3.1, and using Notation 3.3 we have

σ
(
OitXt

)
=
∫ t

0

(
〈σ (Xr) , ei〉 ei +Aσ

(
OirXr

))
dr

+
∫ t

0

N∑
i=i

〈
σ
(
Oir−Xr−

)
, ei
〉

Φ(ei)
(
dN r −Π0Yrdr

)
ei.

(3.12)
Together with the filter for σ (Xt) we have a finite-dimensional unnormal-
ized filter for σ

(
OitXt

)
, 1 ≤ i ≤ N . Taking the inner product with 1 gives

σ
(
Oit
)
.

Drift Coefficients

In the next section we will see that the estimation of the cm`k’s, in the
entries of the Q-matrix Cr of the observation process, involves the filtered
estimates of the processes

Amk`,t =
∫ t

0

〈Xr−, em〉 dKk`r and T kmt =
∫ t

0

〈Yr, fk〉 〈Xr, em〉 dr.

The process Amk`,t increases only when the Y process jumps from fk to f`
and the Xr− process is in state em. The T kmt process measures the total
time up to time t for which X is in state em and simultaneously Y is in
state fk. Apply Theorem 3.1 to

Amk`,t =
∫ t

0

〈Xr−, em〉
(
dKk`r − λk`r dr

)
+
∫ t

0

〈Xr, em〉λk`r dr
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taking Ht = Amk`,t, H0 = 0, αr = 〈Xr, em〉λk`r , δk`r = 〈Xr, em〉, and βr = 0,
〈Xr, em〉 λk`r = 〈Xr, em〉 〈Yr, fk〉

∑N
α=1 〈Xr, eα〉 cα`k = 〈Yr, fk〉 〈Xr, em〉 cm`k,

and δk`r Xr = 〈Xr, em〉Xr = 〈Xr, em〉 em. Write Ψ(ei) = (I − Yr1′) Φ(ei).
Then the Zakai equation for Amk`,tXt is

σ
(
Amk`,tXt

)
=
∫ t

0

(
〈σ (Xr) , em〉 〈Yr, fk〉 cm`kem +Arσ

(
Amk`,rXr

))
dr

+
∫ t

0

N∑
i=1

〈σ(Xr−), em〉Ψ(ei)dYrei

+
∫ t

0

[
N∑
i=1

〈
σ
(
Amk`,r−Xr−

)
, ei
〉

Φ(ei)

] (
dN r −Π0Yrdr

)
ei.

(3.13)

Similarly, with Ht = T kmt , H0 = 0, αr = 〈Yr, fk〉 〈Xr, em〉, βr = 0 ∈ RN ,
δijr = 0 for i, j = 1, . . . ,M , we have

σ
(
T kmt Xt

)
=
∫ t

0

(
〈σ (Xr) , em〉 〈Yr, fk〉 em +Arσ

(
T kmr Xr

))
dr

+
∫ t

0

N∑
i=1

〈
σ
(
T kmr− Xr−

)
, ei
〉

Φ(ei)
(
dN r −Π0Yrdr

)
ei.

(3.14)

Smoother for the State

For the smoothed estimates of Xs given Yt, s ≤ t, take Ht = Hs = 〈Xs, ei〉,
s ≤ t, αr = 0, βr = 0 ∈ RN , δr =

{
δijr
}

= 0 and apply Corollary 3.2.

σt (〈Xs, ei〉Xt)

= σs (〈Xs, ei〉Xs) +
∫ t

s

Arσ (〈Xs, ei〉Xr) dr

+
∫ t

s

N∑
j=1

〈σ (〈Xs, ei〉Xr−) , ej〉Φ(ej)
(
dN r −Π0Yr

)
dr ej.

(3.15)

This is a single equation, finite-dimensional filter, for σt (〈Xs, ei〉Xt) =
E [ Λt 〈Xs, ei〉Xt | Yt ], driven by the Kij ’s. Taking the inner product with
1 gives σt (〈Xs, ei〉).



7.3. A General Finite-Dimensional Filter 175

Smoother for the Number of Jumps

Take Ht = Hs = J ijs , s ≤ t, αr = 0, βr = 0, and δr = 0 in Corollary 3.2:

σ
(
J ijs Xt

)
= σ

(
J ijs Xs

)
+
∫ t

s

Arσ
(
J ijs Xr

)
dr

+
∫ t

s

N∑
k=1

〈
σ
(
J ijr−Xr−

)
, ek

〉
Φ(ek)

(
dN r −Π0Yrdr

)
ek.

(3.16)

Smoother for the Occupation Time

Finite-dimensional smoothers are obtained for Ois by taking Ht = Hs = Ois
for s ≤ t and αr = 0, βr = 0, δr = 0. Applying Corollary 3.2 gives:

σ
(
OisXt

)
= σ

(
OisXs

)
+
∫ t

s

(
Arσ

(
OisXr

)
+ 〈σ (Xr) , ei〉 ei

)
dr

+
∫ t

s

N∑
k=1

〈
σ
(
Oir−Xr−

)
, ek
〉

Φ(ek)
(
dN r −Π0Yrdr

)
ek.

(3.17)

Smoother for Amk`,s and T kms
It is left as an exercise to show that the processes Amk`,s and T kms have the
following finite-dimensional unnormalized smoothers:

σ
(
Amk`,sXt

)
= σ

(
Amk`,sXs

)
+
∫ t

s

Arσ
(
Amk`,sXr

)
dr

+
∫ t

s

〈σ (Xr) , em〉 〈Yr, fk〉 cm`kem dr

+
∫ t

s

N∑
i=1

〈σ(Xr−), em〉Ψ(Ei)dYr ei

+
∫ t

s

[
N∑
i=1

〈
σ
(
Amk`,r−Xr−

)
, ei
〉

Φ(ei)

] (
dN r −Π0Yrdr

)
ei,

(3.18)
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σ
(
T kms Xt

)
= σ

(
T kms Xs

)
+
∫ t

s

N∑
i=1

〈
σ
(
T kmr− Xr−

)
, ei
〉

Φ(ei)
(
dN r −Π0Yrdr

)
ei

+
∫ t

s

(
〈σ (Xr) , em〉 〈Yr, fk〉 em +Arσ

(
T kms Xr

))
dr

(3.19)

7.4 Parameter Estimation

Suppose, as above, that Xt, t ≥ 0, is a Markov chain with state space
SX = {e1, . . . , eN} and Q-matrix generator A = {aij}. Then

Xt = X0 +
∫ t

0

AXr dr + Vt. (4.1)

Again, suppose Xt is observed through the process Y with representation

Yt = Y0 +
∫ t

0

CrYr dr +Wt, (4.2)

where Cr is as given in Equation (2.3). The above model, therefore, is
determined by the set of parameters

θ := {aij , cm`k, 1 ≤ i, j, `,m ≤ N, 1 ≤ k ≤M} .

Suppose the model is first determined by a set of parameters

θ := {aij , cm`k, 1 ≤ i, j, `,m ≤ N, 1 ≤ k ≤M}

and we wish to determine a new set θ̂ =
(
âij , ĉm`k, 1 ≤ i, j, `,m ≤ N ,

1 ≤ k ≤ M
)

which maximizes the log-likelihood defined below. Write Pθ̂
and Pθ for their respective probability measures. From (3.10) and (2.11)
we have, under Pθ, that

J ijt =
∫ t

0

〈Xr, ei〉 aji dr + V ijt ,

Kk`t =
∫ t

0

〈Yr, fk〉
N∑
m=1

〈Xr, em〉 cm`k dr +Ok`t .

To change, or modify, the intensities of the counting processes J ijt and
Kk`t , that is, to change aji to âji and cmk` to ĉmk`, m = 1, . . . , N respectively,
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we must introduce the Radon-Nikodym derivatives Lij,k`t (Brémaud, 1981),
given by

Lij,k`t = exp

[∫ t

0

log

(
λk`r

λ̂k`r

)
dKk`r −

∫ t

0

(
λk`r − λ̂k`r

)
dr

+
∫ t

0

log
(
aji
âji

)
dJ ijr −

∫ t

0

(aji − âji) 〈Xr, ei〉 dr
]

=
(
aji
âji

)J ijt
exp

[
−
∫ t

0

(aji − âji) 〈Xr, ei〉 dr

+
∫ t

0

log

(
λk`r

λ̂k`r

)
dKk`r −

∫ t

0

(
λk`r − λ̂k`r

)
dr

]
where

λ̂k`r = 〈Yr, fk〉
N∑
m=1

〈Xr, em〉 ĉm`k.

Clearly the martingales V ij , V i
′j′ , Ok`, and Ok

′`′ are orthogonal for (i, j) 6=
(i′, j′) and (k, `) 6= (k′, `′). Consequently, to change all the aji to âji and
to change all cm`k to ĉm`k, m = 1, . . . , N , we should define for i 6= j and k 6= `

dPθ̂
dPθ

∣∣∣∣
Gt

= Lt :=
N∏

i,j=1

M∏
k,`=1

Lij,k`t .

The log likelihood is, therefore

log
dPθ̂
dPθ

∣∣∣∣
Gt

= logLt

=
N∑

i,j=1

{
J ijt log

âji
aji

+
∫ t

0

(aji − âji) 〈Xr, ei〉 dr
}

+
M∑

k,`=1

{∫ t

0

log

(∑N
m=1 〈Xr, em〉 ĉm`k∑N
m=1 〈Xr, em〉 cm`k

)
dKk`r (4.3)

+
∫ t

0

〈Yr, fk〉
N∑
m=1

〈Xr, em〉 (cm`k − ĉm`k) dr

}
.

Now, note that

log

(∑N
m=1 〈Xr, em〉 ĉm`k∑N
m=1 〈Xr, em〉 cm`k

)
=

N∑
m=1

〈Xr, em〉 log
ĉm`k
cm`k
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so that, taking the conditional expectation of (4.3), we obtain

E

[
log

dPθ̂
dPθ

∣∣∣∣Yt] =
N∑

i,j=1

(
Ĵ ijt log âji − âjiÔit

)

+
M∑

k,`=1

{
N∑
m=1

(log ĉm`k)̂∫ t

0

〈Xr, em〉 dKk`r (4.4)

−
N∑
m=1

ĉm`k̂∫ t

0

〈Yr, fk〉 〈X, em〉 dr
}

+ R̂ (θ)

where R̂ (θ) = E [R (θ) | Yt ] does not involve any of the parameters of θ̂.
Therefore, the unique maximum of (4.4) over θ̂ occurs at the value of θ̂
obtained by equating to zero the partial derivatives of (4.4) in âji and ĉm`k,
yielding

âji =
σ
(
J ijt
)

σ
(
Oit
) (4.5)

and

ĉm`k =
σ
(∫ t

0 〈Xr, em〉 dKk`r
)

σ
(∫ t

0 〈Yr, fk〉 〈Xr, em〉 dr
) =

σ
(
Amk`,t

)
σ
(
T kmt

) (4.6)

[from Bayes’ formula (2.17)]. The family of log-likelihoods is improving and
so converges (Dembo and Zeitouni, 1986).

7.5 Problems and Notes

Problems

1. Show that the Markov chain Xt has the martingale representation

Xt = Φ (t, 0)
(
X0 +

∫ t

0

Φ (r, 0)−1
dVr

)
where Φ (. , .) is the fundamental transition matrix (see Appendix B).

2. Prove Lemma 2.2.

3. Show that finite-dimensional smoothers for the processes Amk`,s and T kms
described in Section 7.3 are given by (3.18) and (3.19), respectively.
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Notes

In previous chapters we obtained finite-dimensional filters and smoothers
for a discrete-time Markov chain observed in Gaussian noise. In addition
to the filters for the state, finite-dimensional filters and smoothers were ob-
tained for the number of jumps from one state to another of the occupation
time in any state, and aslo of a process related to the observations.

In this chapter, the situation considered is that of an unobserved, contin-
uous-time Markov chain which influences the behavior of a second process;
in fact, the terms in the intensity, or Q-matrix of the second observed
process, are functions of the first, Again, new finite-dimensional filters and
smoothers are obtained for quantities analogous to those mentioned above.
Particularly interesting are estimates for the joint occupation times of the
X and Y processes. Using the expectation maximization (EM) algorithm
these estimates are then used to update and improve the parameters of the
model. Using the smoothers, filters and possibly new data, the model can
be repeatedly revised towards optimality. We, therefore, have an adaptive,
self-tuning model.

The results are similar in spirit to work in Davis, Kailath and Segall
(1975), van Schuppen (1977), and Boel, Varaiya and Wong (1975). However,
these works do not exploit the change of measure. Other novel features of
the present chapter are the use again of the idempotent property of the
signal process to find a closed-form filter for HX, and the finite-dimensional
filters for the number of jumps and occupation times, and the use of the
EM algorithm to reestimate the parameters of our model.





CHAPTER 8

Markov Chains in
Brownian Motion

8.1 Introduction

In this chapter, a continuous-time, finite-state Markov chain is observed
through a Brownian motion with drift. The filtered estimate of the state is
the Wonham filter (1965). The smoothed estimate of the state is given in
Clements and Anderson (1975). A finite-dimensional filter for the number
of jumps J ijt was obtained by Dembo and Zeitouni (1986) and Zeitouni
and Dembo (1988), and used to estimate the parameters of the Markov
chain and the observation process. However, this estimation also involves
Oit and T it for which finite-dimensional filters are not given in Zeitouni and
Dembo (1988). Our filters allow, therefore, the application of the EM al-
gorithm, an extension of the discrete-time Baum-Welch algorithm (Dembo
and Zeitouni, 1986; Zeitouni and Dembo, 1988). Unlike the Baum-Welch
method our equations are recursive and can be implemented by the usual
methods of discretization; no backward estimates are required.

Section 2 introduces the model. Sections 3–4 cover the filtering and
smoothing of the various processes related to the Markov chain. In Sec-
tion 6 finite-dimensional predictors for the various processes are derived.
Finally, in Section 7 we obtain a finite-dimensional filter for a non-Markov
multivariate jump process with, almost surely (i.e., for “almost” all its
sample paths), finitely many jumps in any finite-time interval. Some ele-
mentary introduction to the concept of random measures would be helpful
to the understanding of this section, which can be omitted on a first read-
ing.
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8.2 The Model

Suppose, that Xt, t ≥ 0, is a Markov chain defined on a probability space
(Ω,F , P ) with state space S = {e1, e2, . . . , eN}. As in Chapter 7, Xt has a
semimartingale representation

Xt = X0 +
∫ t

0

ArXr dr + Vt. (2.1)

The processXt is not observed directly; rather we suppose there is a (scalar)
observation process given by

yt =
∫ t

0

c (Xr) dr + wt. (2.2)

(The extension to vector processes y is straightforward.) Here, wt is a stan-
dard Brownian motion on (Ω,F , P ) which is independent of Xt. Because
X takes values in S the function c is given by a vector c = (c1, c2, . . . , cN)′,
so that c (X) = 〈X, c〉 where 〈·, ·〉 denotes the scalar product in RN . Write

G0
t = σ {Xs, ys : s ≤ t} , Y0

t = σ {ys : s ≤ t} ,
and {Gt}, {Yt}, t ≥ 0, for the corresponding right-continuous, complete
filtrations. Note Yt ⊂ Gt for all t.

We are going to derive finite-dimensional filters and smoothers similar
to the ones in Chapter 7. For this we introduce the probability measure P
by putting

dP

dP

∣∣∣∣
Gt

= Λt = exp
(
−
∫ t

0

〈Xr, c〉 dwr −
1
2

∫ t

0

〈Xr, c〉2 dr
)
.

Now Λt is a martingale under P and

Λt = 1−
∫ t

0

Λr 〈Xr, c〉 dwr.

By Girsanov’s theorem (Elliott, 1982b), y is a standard Brownian motion
under P . Define the process Λt by

Λt = 1 +
∫ t

0

Λr 〈Xr, c〉dyr (2.3)

so that Λt = exp
(∫ t

0 〈Xr, c〉 dyr − 1
2

∫ t
0 〈Xr, c〉2 dr

)
and ΛtΛt = 1. Note Λt

is an G-martingale under P . However, it is under P that (2.2) holds and so
has the form of the observation process influenced by the Markov chain.

In the sequel, we work with a Markov chain Xt and a standard Brown-
ian motion yt defined on

{
Ω,F , P

}
. The measure P is defined by putting(

dP/dP
)
|Ft = Λt.
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8.3 A General Finite-Dimensional Filter

Consider again a scalar process Ht of the form

Ht = H0 +
∫ t

0

αr dr +
∫ t

0

β′r dVr +
∫ t

0

δr dwr (3.1)

where α, β, δ are F -predictable, square-integrable processes of appropriate
dimensions. That is, αr and δr are real and βr is an N -dimensional vector.

Write C = diag c for the matrix with diagonal entries c1, c2, . . . , cN .
Using the product rule for semimartingales

HtXt = H0X0 +
∫ t

0

αrXr dr +
∫ t

0

β′rXr− dVr

+
∫ t

0

δrXr− dwr +
∫ t

0

HrAXr dr +
∫ t

0

Hr− dVr

+
∑

0<r≤t
(β′r∆Xr) ∆Xr. (3.2)

Here∑
0<r≤t

(β′r∆Xr) ∆Xr =
N∑

i,j=1

∫ t

0

(
βjr − βir

)
〈Xr−, ei〉 〈ej , dVr〉 (ej − ei)

+
N∑

i,j=1

∫ t

0

〈
βjrXr − βirXr, ei

〉
aji dr (ej − ei) .

In the last integral we have replaced Xr− by Xr. Substituting in (3.2) we
have

HtXt = H0X0 +
∫ t

0

αrXr dr +
∫ t

0

βrXr− dVr

+
∫ t

0

δrXr− dwr +
∫ t

0

HrAXr dr +
∫ t

0

Hr− dVr

+
N∑

i,j=1

∫ t

0

(
βjr − βir

)
〈Xr−, ei〉 〈ej , dVr〉 (ej − ei)

+
N∑

i,j=1

∫ t

0

〈
βjrXr − βirXr, ei

〉
aji dr (ej − ei) .

Remark 3.1 As in previous chapters, σ (HtXt) = E
[

ΛtHtXt | Yt
]
. 2
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Theorem 3.2 The recursive equation for the unnormalized estimate
σ (HtXt) is given by the following linear equation:

σ (HtXt) = σ (H0X0) +
∫ t

0

σ (αrXr) dr +
∫ t

0

Aσ (HrXr) dr

+
∫ t

0

N∑
i,j=1

〈
σ
(
βjrXr − βirXr

)
, ei
〉
aji dr (ej − ei)

+
∫ t

0

(σ (δrXr) + Cσ (HrXr)) dyr. (3.3)

Proof

ΛtHtXt = H0X0 +
∫ t

0

αrΛrXr dr +
∫ t

0

βrΛr−Xr− dVr

+
∫ t

0

δrΛr−Xr− dwr +
∫ t

0

ΛrHrAXr dr +
∫ t

0

Λr−Hr− dVr

+
N∑

i,j=1

∫ t

0

(
βjr − βir

) 〈
Λr−Xr−, ei

〉
〈ej , dVr〉 (ej − ei)

+
N∑

i,j=1

∫ t

0

〈
βjrΛrXr − βirΛrXr, ei

〉
aij dr (ej − ei)

+
N∑
i=1

∫ t

0

〈
ΛrXr, ei

〉
ciHr dyr ei +

N∑
i=1

∫ t

0

〈
ΛrXr, ei

〉
δr dr ciei.

Under P y is a standard Brownian motion. Conditioning each side on Yt
under P , and using the Fubini Theorem of Wong and Hajek (1985), the
result follows.

The Zakai equation is recursive, so for s ≤ t we have the following form:

Corollary 3.3

σ (HtXt) = σ (HsXs) +
∫ t

s

σ (αrXr) dr +
∫ t

s

Aσ (HrXr) dr

+
N∑

i,j=1

∫ t

s

〈
σ
((
βjr − βir

)
Xr

)
, ei
〉
aji dr (ej − ei)

+
∫ t

s

[σ (δrXr) + Cσ (HrXr)] dyr. (3.4)

Here, the initial condition is E
[

ΛsHsXs | Ys
]
, again a Ys-measurable

random variable.
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8.4 States, Transitions, and Occupation Times

We now obtain particular finite-dimensional filters and smoothers, in their
unnormalized (Zakai) form by specializing the result of Section 3.

The State

Take Ht = H0 = 1, αr = 0, βr = 0 ∈ RN , δr = 0. Applying Theorem 3.2
we obtain a single, finite-dimensional equation for the unnormalized con-
ditional distribution σ (Xt):

σ (Xt) = E
[

ΛtXt | Yt
]

which is

σ (Xt) = X̂0 +
∫ t

0

Aσ (Xr) dr +
∫ t

0

Cσ (Xr) dyr. (4.1)

For the smoothed estimates of Xs given Yt, s ≤ t, take

Ht = Hs = 〈Xs, ei〉 , s ≤ t, αr = 0, βr = 0, δr = 0

and apply Corollaries 3.3. [Rather than takingHt = 〈Xs, ei〉 and estimating
P (Xs = ei | Yt ) = πt (〈Xs, ei〉) we could consider all states of Xs simulta-
neously by taking Ht = Xs, s ≤ t; however, the product HtXt would then
have to be interpreted as a tensor, or Kronecker, product HtX

′
t.] Substi-

tuting Ht = 〈Xs, ei〉, s ≤ t, in (3.4) gives

σt (〈Xs, ei〉Xt) = σs (〈Xs, ei〉Xs) +
∫ t

s

Aσr (〈Xs, ei〉Xr) dr

+
∫ t

s

Cσr (〈Xs, ei〉Xr) dyr.
(4.2)

This is a single-equation finite-dimensional filter for σt (〈Xs, ei〉Xt) =
E
[

Λt 〈Xs, ei〉Xt | Yt
]

driven by y. Taking the inner product with 1 gives
σt (〈Xs, ei〉).

The Number of Jumps

In Appendix B it is shown that the number of jumps from ei to ej in the
time interval [0, t] is given by:

J ijt =
∫ t

0

〈Xr−, ei〉 aji dr + V ijt . (4.3)
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To obtain the unnormalized filter equation, take Ht = J ijt , H0 = 0,
αr = 〈Xr, ei〉 aji, βr = 〈Xr, ei〉 ej , δr = 0.

The Zakai equation for σ
(
J ijt Xt

)
is obtained by substituting in Theo-

rem 3.2:

σ
(
J ijt Xt

)
=
∫ t

0

〈σ (Xr) , ei〉 ajiej dr

+
∫ t

0

Aσ
(
J ijr Xr

)
dr +

∫ t

0

Cσ
(
J ijr Xr

)
dyr.

(4.4)

The smoothed estimate of J ijs given Yt, s ≤ t, is obtained from Corol-
lary 3.3 by taking Ht = Hs = J ijs , s ≤ t, αr = 0, βr = 0 and δr = 0. Then,
from (3.4) we have the finite-dimensional Zakai form of the smoother

σ
(
J ijs Xt

)
= σ

(
J ijs Xs

)
+
∫ t

s

Aσ
(
J ijs Xr

)
dr +

∫ t

s

Cσ
(
J ijs Xr

)
dyr.

(4.5)

The Occupation Time

The time spent by the process in state ei is given by

Oit =
∫ t

0

〈Xr, ei〉 dr, 1 ≤ i ≤ N.

Take

Ht = Oit, H0 = 0, αr = 〈Xr, ei〉,
βr = 0 ∈ RN , δr = 0.

Substituting again in Theorem 3.2 gives the Zakai equation

σ
(
OitXt

)
=
∫ t

0

〈σ (Xr) , ei〉 ei dr +
∫ t

0

Aσ
(
OirXr

)
dr +

∫ t

0

(
Cσ
(
OirXr

))
dyr.

(4.6)
The finite-dimensional unnormalized smoother is obtained for Ois by taking
Ht = Hs = Ois for s ≤ t and αr = 0, βr = 0, δr = 0. Applying Corollary 3.3
gives

σ
(
OisXt

)
= σ

(
OisXs

)
+
∫ t

s

Aσ
(
OisXr

)
dr +

∫ t

s

(
Cσ
(
OisXr

))
dyr.

(4.7)
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The Drift Coefficient

In the next section we shall see that the estimation of the drift coefficient
c = (c1, c2, . . . , cN )′ of the observation process involves the filtered estimate
of the processes

T it =
∫ t

0

〈Xr, ei〉 dyr =
∫ t

0

ci 〈Xr, ei〉 dr +
∫ t

0

〈Xr, ei〉 dwr.

Taking Ht = T it , H0 = 0, αr = ci 〈Xr, ei〉, βr = 0 and δr = 〈Xr, ei〉 we shall
apply Theorem 3.2, noting again that Xrαr = ci 〈Xr, ei〉Xr = ci 〈Xr, ei〉 ei
and Xrδr = Xr 〈Xr, ei〉 = 〈Xr, ei〉 ei. The Zakai equation here is

σ
(
T it Xt

)
= ci

∫ t

0

〈σ (Xr) , ei〉 ei dr +
∫ t

0

Aσ
(
T irXr

)
dr

+
∫ t

0

(
Cσ
(
T irXr

)
+ 〈σ (Xr) , ei〉 ei

)
dyr.

(4.8)

Taking Ht = T is for s ≤ t, αr = 0, βr = 0 and δr = 0, we obtain from
Corollary 3.3 the following finite-dimensional unnormalized smoother:

σ
(
T isXt

)
= σ

(
T isXs

)
+
∫ t

s

Aσ
(
T isXr

)
dr +

∫ t

s

Cσ
(
T isXr

)
dyr. (4.9)

Remark 4.1 In all the above smoothing equations when we take an inner
product with 1 the integral involving A will vanish because

∑N
j=1 aji = 0. 2

8.5 Parameter Estimation

This problem is nicely discussed in Dembo and Zeitouni (1986) and Zeitouni
and Dembo (1988). We first review their formulation in our setting.

Suppose, as above, that Xt, t ≥ 0, is a Markov chain with representation
(2.1). Again, suppose Xt is observed through the process (2.2).

The above model, therefore, is determined by the set of parameters

θ := (aij , 1 ≤ i, j ≤ N, ci, 1 ≤ i ≤ N) .

Suppose the model is first determined by a set of parameters

θ = (aij , ci, 1 ≤ i, j ≤ N)
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and we wish to determine a new set

θ̂ = (âij , ĉi, 1 ≤ i, j ≤ N)

which maximizes the log-likelihood defined below. Write Pθ and Pθ̂ for their
respective probability measures.

To change all the aji to âji (see Chapter 7) and to change the ci to ĉi,
we should define

dPθ̂
dPθ

∣∣∣∣
Ft

:=
∏
i6=j

Lijt exp

{∫ t

0

〈Xr, ĉ− c〉 dyr

− 1
2

∫ t

0

(
〈Xr, ĉ〉2 − 〈Xr, c〉2

)
dr

}
(5.1)

Now recall that 〈Xr, c〉 =
∑N

i=1 〈Xr, ei〉 ci, 〈Xr, ĉ〉2 =
∑N

i=1 〈Xr, ei〉 c2i , etc.
Therefore, taking the log and the conditional expectation on Yt of both
sides of (5.1), we obtain using the notation of Section 4:

E

[
log

dPθ̂
dPθ

∣∣∣ Yt ] =
N∑

i,j=1
6=j

(
Ĵ ijt log âji − ajiÔit

)

+
N∑
i=1

(
ciT̂ it − 1

2g
2
i Ôit

)
+ R̂ (θ) , (5.2)

Here again R̂ (θ) is independent of θ̂.
The unique maximum of (5.2) over θ̂, obtained by equating to zero the

partial derivatives of (5.2) in âji and ĉi, is therefore, given by

âji =
σ
(
J ijt
)

σ
(
Oit
) , (5.3)

ĉi =
σ
(
T it
)

σ
(
Oit
) . (5.4)

This parameter set gives Pθ̂, the next probability measure in the sequence
of steps in the EM procedure.

The sequence of log-likelihoods constructed this way is increasing and so
converges. The convergence of the sequence of θ is discussed in Dembo and
Zeitouni (1986) and Zeitouni and Dembo (1988).
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8.6 Finite-Dimensional Predictors

The State

The prediction problem discusses the derivation of an equation for
πs (Xt) := E [Xt | Ys ], 0 ≤ s ≤ t. For fixed t, πs (Xt) is a Ys-martingale.
Consider for fixed t, the Gs-martingale

ηs := E [Xt | Gs ] = Φ (t, s)Xs. (6.1)

Bayes’ theorem implies

πs (Xt) = E [Xt | Ys ] =
E
[
XtΛt | Ys

]
E
[

Λs | Ys
] =

σs (Xt)
σs (1)

, say, (6.2)

where Λt is given by (2.3). We are interested in deriving a recursive equation
for E

[
ΛtXt | Ys

]
:= σs (Xt). Using the product rule, with C = diag (c) as

before,

XtΛt = X0 +
∫ t

0

ΛrCXr dyr +
∫ t

0

ΛrArXr dr +
∫ t

0

Λr dVr (6.3)

Lemma 6.1 The solution of (6.3) is given by

XtΛt = Φ (t, 0)
{
X0 +

∫ t

0

Φ (r, 0)−1 ΛrCXr dyr +
∫ t

0

Φ (r, 0)−1 Λr dVr

}
(6.4)

Proof Here, (6.4) is obtained by variation of constants, or alternatively
differentiating (6.4) yields (6.3).

Now, using a result of Wong and Hajek (1985) to exchange conditioning
and integration in E

[
ΛsXs | Ys

]
, the desired Zakai recursion follows:

σs (Xt) = Φ (t, 0)σ (X0) +
∫ s

0

Φ (t, r)Cσ (Xr) dyr. (6.5)

Together with (4.1), Equation (6.5) which is driven by y, provides a finite-
dimensional predictor for the unnormalized estimate of X .

Number of Jumps and Occupation Time

The number of jumps from ei to ej in the time interval [0, t] is (see Ap-
pendix B)

J ijt =
∫ t

0

〈Xr−, ei〉 aji (r) dr +
∫ t

0

〈Xr−, ei〉 〈ej , dVr〉 . (6.6)
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Denote ηijs = E
[
J ijt | Gs

]
; then we have the following:

Theorem 6.2

ηijs =
〈∫ t

0

Φ (r, 0)X0aji (r) dr, ei

〉
+
〈∫ s

0

〈Xr−, ei〉 dVr, ej
〉

+
〈∫ s

0

∫ t

u

Φ (r, u)aji (r) dr dVu, ei

〉
. (6.7)

Proof From (6.6) we write

ηijs = E
[
J ijt | Gs

]
= E

[∫ t

0

〈Xr−, ei〉 aji (r) dr
∣∣∣ Gs ]+

∫ s

0

〈Xr−, ei〉 〈ej , dVr〉 . (6.8)

Now, using the martingale form, Xt = Φ (t, 0)
(
X0 +

∫ t
0

Φ (r, 0)−1 dVr

)
E

[∫ t

0

〈Xr−, ei〉 aji (r) dr
∣∣∣ Gs ]

=
〈∫ t

0

Φ (r, 0)X0, ei

〉
aji (r) dr

+ E

[〈∫ t

0

Φ (r, 0)
∫ r

0

Φ−1 (u, 0)dVu, ei

〉
aji (r) dr

∣∣∣ Gs ]
=
〈∫ t

0

Φ (r, 0)X0, ei

〉
aji (r) dr (6.9)

+
〈∫ s

0

∫ t

u

Φ (r, u)aji (r) dr dVu, ei

〉
. (6.10)

Substituting (6.9) into (6.8) gives (6.7).

We shall first obtain the following finite-dimensional, recursive filter for
ηijs Xs = E

[
J ijt Xs | Gs

]
:

Theorem 6.3

η̂ijs Xs = η̂ij0 X0 +
∫ s

0

〈
X̂r, ei

〉
aji (r) dr (ej − ei) +

∫ s

0

Ar η̂
ij
r Xr dr

+
〈∫ s

0

∫ t

r

Φ (u, r) aji (u) du

×
∑
k,`
k 6=`

〈
X̂r, ek

〉
a`k (r) dr (e` − ek) , ei

〉
(e` − ek)

+
∫ s

0

(
CX̂rη

ij
r −

〈
X̂r, c

〉
X̂rη

ij
r

)(
dyr −

〈
X̂r, c

〉
dr
)
, (6.11)
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with a Zakai form

σ
(
ηijs Xs

)
= σ

(
ηij0 X0

)
+
∫ s

0

〈σ (Xr) , ei〉 aji (r) dr (ej − ei)

+
∫ s

0

Arσ
(
ηijr Xr

)
dr

+

〈∑
k,`

Γji`k (s, t) , ei

〉
(e` − ek)

+
∫ s

0

Cσ
(
ηijr Xr

)
dyr.

(6.12)

Here Γji`k (s, t) =
∫ s

0

∫ t
r Φ (u, r) aji (u) du 〈σ (Xr) , ek〉 a`k (r) dr (e` − ek)

Proof Using the Itô product rule for (4.1) and (6.7) we have

ηijs Xs = ηij0 X0 +
∫ s

0

ηijr ArXr dr +
[
ηij , X

]
s

+ Gs-martingale.

Here, [
ηij , X

]
s

=
∑

0<r≤s
∆ηijr ∆Xr

and

∆ηijr ∆Xr = 〈Xr−, ei〉 〈ej,∆Xr〉∆Xr

+
〈∫ t

r

Φ (u, r) aji (u) du∆Xr, ei

〉
∆Xr

= 〈Xr−, ei〉 〈Xr, ej〉 (ej − ei)

+
〈∫ t

r

Φ (u, r) aji (u) du

×
∑
k,`
k 6=`

〈Xr−, ek〉 〈Xr, e`〉 (e` − ek) , ei

〉
(e` − ek)

= 〈Xr−, ei〉 〈ej, dXr〉 (ej − ei)

+
〈∫ t

r

Φ (u, r) aji (u) du

×
∑
k,`
k 6=`

〈Xr−, ek〉 〈e`, dXr〉 (e` − ek) , ei

〉
(e` − ek) .
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Hence

ηijs Xs = ηij0 X0 +
∫ s

0

ηijr ArXr dr +
∫ s

0

〈Xr, ei〉 aji (r) dr (ej − ei)

+
〈∫ s

0

[∫ t

r

Φ (u, r) aji (u) du

×
∑
k,`

〈Xr, ek〉 a`k (r)
]
dr (ei − ek) , ei

〉
(e` − ek)

+ Gs-martingale. (6.13)

Taking the Ys-optional projection on both sides of (6.13) gives

η̂ijs Xs = η̂ij0 X0 +
∫ s

0

〈
X̂r, ei

〉
aji (r) dr (ej − ei) +

∫ s

0

Ar η̂
ij
r Xr dr

+
〈∫ s

0

∫ t

r

Φ (u, r) aji (u) du

×
∑
k,`
k 6=`

〈
X̂r, ek

〉
a`k (r) dr (e` − ek) , ei

〉
(e` − ek)

+
∫ s

0

γr dνr, (6.14)

where νr := yr −
∫ r

0

〈
X̂r, c

〉
dr is the innovation process and γr is a square-

integrable Ys-predictable process which we will identify using special semi-
martingale representations. Multiplying together (2.2) and (6.14) and tak-
ing the Ys-optional projection gives us:

η̂ijs Xsys =
∫ s

0 ̂ηijr Xr

〈
Xr, c

〉
dr +

∫ s

0

yrAr η̂
ij
r Xr dr

+
∫ s

0

yr
〈
X̂r, ei

〉
aji (r) dr (ej − ei)

+
∫ s

0

yr

〈∫ t

r

Φ (u, r) aji (u) du

×
∑
k,`
k 6=`

〈
X̂r, ek

〉
a`k (r) dr (e` − ek) , ei

〉
(e` − ek)

+ Ys-martingale. (6.15)
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However, multiplying together the innovation form yt =
∫ t

0

〈
X̂r, c

〉
dr + νt

of (2.2) and (6.14) we also have

η̂ijs Xsys =
∫ s

0

〈
X̂r, c

〉
η̂ijr Xr dr

+
∫ s

0

yr
〈
X̂r, ei

〉
aji (r) dr (ej − ei) +

∫ s

0

yrArη
ij
r Xr dr

+
∫ s

0

yr

〈∫ t

r

Φ (u, r) aji (u) du

×
∑
k,`
k 6=`

〈
X̂r, ek

〉
a`k (r) dr (e` − ek) , ei

〉
(e` − ek)

+
∫ s

0

γr dr. (6.16)

Equating the bounded variation terms in (6.15) and (6.16) gives

γr = Cη̂ijr Xr −
〈
X̂r, c

〉
η̂ijr Xr. (6.17)

This together with (6.14) gives (6.11). Equation (6.12) is easily obtained
using the change of measure and Bayes’ rule.

Taking the inner product of (6.11) and (6.12) with the vector 1 =
(1, 1, . . . , 1) we obtain the normalized and unnormalized predictors for the
number of jumps, that is,

〈
η̂ijs Xs, 1

〉
= η̂ijs and

〈
σ
(
ηijs Xs

)
, 1
〉

= σ
(
ηijs
)
.

With similar arguments we have predictors for the occupation time Oit :=∫ t
0 〈Xr, ei〉 dr. If we denote Γis := E

[
Oit | Gs

]
, then similarly to Theo-

rem 6.2,

Γis =
〈∫ s

0

Φ (r, 0)X0 dr, ei

〉
+
〈∫ s

0

∫ t

r

Φ (r, u) duMu, ei

〉
.
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In this case

Γ̂isXs = Γ̂i0X0 +
∫ s

0

ArΓ̂irXr dr

+

〈∫ s

0

∫ t

r

Φ (u, r) aji (u) du

×
∑〈

X̂r, ek
〉
a`k (r) dr (e` − ek) , ei

〉
(e` − ek)

+
∫ s

0

(
CΓ̂irXr −

〈
X̂r, c

〉
Γ̂irXr

)(
dyr −

〈
X̂r, c

〉
dr
)
, (6.18)

with a Zakai form

σ
(
ΓisXs

)
= σ

(
Γi0X0

)
+
∫ s

0

Arσ
(
ΓirXr

)
dr

+

〈∑
k,`

Γji`k (s, t) , ei

〉
(e` − ek)

+
∫ s

0

Cσ
(
XrΓir

)
dyr.

(6.19)

Here Γji`k (s, t) =
∫ s

0

∫ t
r

Φ (u, r) aji (u) du 〈σ (Xr) , ek〉 a`k (r) dr (e` − ek) .
Taking the inner product of (6.18) and (6.19) with the vector 1 =
(1, . . . , 1) gives the desired predictors for the occupation time at any state
ei up to time t.

8.7 A Non-Markov Finite-Dimensional Filter

Consider a process St, t ≥ 0, with right-constant sample paths defined on
a probability space (Ω,F , P ). Its state space is an arbitrary finite set Ŝ =
{s1, . . . , sN}. By considering the functions φk (si), defined so that φk (si) =
0 if i 6= k and φk (sk) = 1, and writing Xt := (φ1 (St) , . . . , φN (St)) we see
that equivalently we can consider a process Xt, t ≥ 0, whose state space is
the set S = {e1, . . . , eN} of unit (column) vectors ei = (0, . . . , 1, 0, . . . , 0)′

of RN . {Ft} will be the right-continuous complete filtration generated byX .
Suppose that in any finite-time interval Xt has, almost surely, only

finitely many jumps (this is implied by the boundedness of aii defined
below), and write Tk (ω), k ∈ N , for the kth jump time. δTk(ω) (dr) will
denote the unit mass at time Tk (ω) and, if XTk(ω) = eik(ω), write δik(ω) (i)
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for the function which is 1 if i = ik (ω) and 0 otherwise. Xt is a multivariate
jump process and we can write

Xt = X0 +
∑

0<r≤t
∆Xr, where ∆Xr = Xr −Xr−

= X0 +
∫ t

0

∑
i

(ei −Xr−)

(∑
k

δTk(ω) (dr) δik(ω) (i)

)
. (7.1)

The random measure
∑

k δTk(ω) (dr) δik(ω) (i) picks out the jump size and
the jump times and, following Jacod (1979), has a predictable compensator
νp (dr, ei). In turn, νp factors into its Lévy system :

νp (dr, ei) = λ (ei, Xr−, r, ω) dΛ (r,Xr−, ω) .

Roughly speaking, dΛ (r,Xr−, ω) is the conditional probability that the
next jump occurs at time r given the previous history of the process. (In
the Markov case the conditioning is only on the event that the process is
in state Xr− just before r). λ (ei, Xr−, r, ω), defined for ei 6= Xr−, is the
conditional probability that the process jumps from Xr− to Xr = ei, given
that there is a jump at time r and given the previous history of the process.

The measure dΛ is a nonnegative random measure on R+. For simplicity
we shall suppose it is absolutely continuous with respect to Lebesgue mea-
sure, so that there is a predictable Radon-Nikodym derivative a (r,Xr−, ω)
such that

dΛ (r,Xr−, ω) = a (r,Xr−, ω)dr.
Writing a (ei, Xr−, r, ω) = λ (ei, Xr−, r, ω) a (r,Xr−, ω) for ei 6= Xr− we see∑

ei 6=Xr−

a (ei, Xr−, r, ω) = a (r,Xr−, ω) .

If we define a matrix A (r, ω) = (aij (r, ω)) by putting

aij (r, ω) = a (ej , ei, r, ω) , i 6= j,

aii (r, ω) = −a (r, ei, ω) , 1 ≤ i ≤ N,
then (with obvious notation),∑

i

(ei −Xr−) aiXr− = A (r, ω)Xr−

and the representation (7.1) can be written

Xt = X0 +
∫ t

0

∑
i

(ei −Xr−)

(∑
k

δTk(ω) (dr) δik(ω) (i)− aiXr−

)
dr

+
∫ t

0

A (r, ω)Xr− dr. (7.2)
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Note X is a Markov process if and only if the elements of A are determin-
istic.

The decomposition (7.2) expresses X as the sum of a martingale V and
a predictable process of integrable variation. The martingale V is

Vt =
∫ t

0

∑
i

(ei −Xr−)

(∑
k

δTk(ω) (dr) δik(ω) (i)− aiXr− dr
)

= Xt −X0 −
∫ t

0

A (r, ω)Xr− dr (7.3)

= Xt −X0 −
∫ t

0

A (r, ω)Xr dr, (7.4)

because for almost all ω Xr (ω) = Xr− (ω) except for countably many r.
(This observation will be used to equate similar integrals below.)

For unit vectors ei, ej ∈ S, i 6= j, consider the stochastic integral

V ijt =
∫ t

0

〈ei, Xr−〉 〈ej, dVr〉 . (7.5)

Note the integrand is predictable, so V ij is a martingale. Now

〈ei, Xr−〉 〈ej , dXr〉 = 〈ei, Xr−〉 〈ej,∆Xr〉
= I (Xr− = ei, Xr = ej) . (7.6)

Substituting (7.3) in (7.5)

V ijt =
∫ t

0

〈ei, Xr−〉 〈ej , dXr〉 −
∫ t

0

〈ei, Xr−〉 〈ej, A (r, ω)Xr−〉 dr.

Write J ijt for the number of jumps of process X from ei to ej up to time t.
Then using (7.6)

V ijt = J ijt −
∫ t

0

〈Xr−, ei〉 aji (r, ω) dr

= J ijt −
∫ t

0

〈Xr, ei〉 aji (r, ω) dr

(again because Xr = Xr− a.s. except for countably many r). Therefore, we
can write

J ijt =
∫ t

0

〈Xr, ei〉 aji (r, ω) dr + V ijt . (7.7)
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Observation Process

Suppose {1, 2, . . . , N} = A (1) ∪A (2) ∪ · · · ∪A (d) where A (k) ∩A (`) = ∅
if k 6= `. For a set A (k) write I (A (k)) for the vector

∑
i∈A(k) ei. For

k, ` ∈ {1, . . . , d}, k 6= `, define

Y k`t =
∑

(i,j)∈A(k)×A(`)

J ijt

so from (7.6)

Y k`t =
∫ t

0

〈I (A (k)) , Xr−〉 〈I (A (`)) , dXr〉 .

Substituting from (7.3) we obtain, similarly to (7.7),

Y k`t =
∫ t

0

hk` (r) dr +Qk`t

where

hk` (r) =
∑

(i,j)∈A(k)×A(`)

〈Xr, ei〉 aji (r, ω)

and Qk`t =
∑

(i,j)∈A(k)×A(`)

V ijt .

The observation process will be a set of processes of the form Y k`t . That
is, we suppose there is a collection of pairs (k1, `1), (k2, `2), . . . , (kp, `p)
with ki, `i ∈ {1, . . . , d}, ki 6= `i, and (ki, `i) 6= (kj , `j) for i 6= j. For
simplicity we shall write Y j for Y kj`j , etc., so the observation process is

Yt :=
(
Y 1
t , Y

2
t , . . . , Y

p
t

)′
,

where Y jt =
∫ t

0

hj (r) dr +Qjt . (7.8)

Note that if i 6= j then Y i jumps at different times to Y j , so the martingales
Qi and Qj are orthogonal.

Write {Yt} for the right-continuous, complete filtration generated by Y .
Our objective is to obtain a recursive equation for X̂t = E [Xt | Yt ].

Definition 7.1 The innovation process is

Q̃t :=
(
Q̃1
t , . . . , Q̃

p
t

)′
where

Q̃jt = Y jt −
∫ t

0

ĥj (r) dr.



198 Chapter 8. Markov Chains in Brownian Motion

Simple arguments, using again Fubini’s theorem, show that Q̃j is a Y-
martingale. We can, therefore, write

Y jt =
∫ t

0

ĥj (r) dr + Q̃jt . (7.9)

Similar calculations, again using Fubini’s theorem and (7.4), show that
the process

Ṽt := X̂t − X̂0 −
∫ t

0

Â (r, ω)Xr dr

is an RN -valued martingale with respect to the Y-filtration. Because Y0 is
the trivial σ-field, {Ω, φ}, X̂0 is a constant vector, the initial distribution
of X .

From the representation result for martingales with respect to a multi-
variate jump process Ṽ (Brémaud, 1981) can be represented as

Ṽt =
∫ t

0

γr dQ̃r

=
p∑
j=1

∫ t

0

γjr dQ̃
j
r.

Here γ is a Y-predictable N × p matrix valued process with columns

γjr =
(
γ1j
r , . . . , γ

Nj
r

)′
, j = 1, . . . , p.

We, therefore, have

X̂t = X̂0 +
∫ t

0

Â (r, ω)Xr dr +
∫ t

0

γr dQ̃r. (7.10)

Theorem 7.2

γjr = ĥj (r)−1
Iĥj(r)6=0

 ∑
(σ,ρ)∈A(kj)×A(`j)̂〈eσ, Xr〉 aρσ (r, ω)eρ − ĥj (r) X̂r

 .

Proof The filtering problem will be solved if we determine the elements
of γ. This we do by calculating X̂tY

′
t two ways; in fact we calculate the jth

column
〈
X̂t, Y

j
t

〉
in two ways. Now

XtY
j
t =

∫ t

0

Xr− dY
j
r +

∫ t

0

dXr Y
j
r− +

∑
0<r≤t

∆Xr∆Y jr
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and from (7.4) this is

=
∫ t

0

Xr−dY
j
r +

∫ t

0

A (r, ω)XrYr− dr

+
∫ t

0

dVr Yr− +
∑

0<r≤t
(Xr −Xr−) ∆Y jr . (7.11)

Note ∑
0<r≤t

Xr−∆Y jr =
∫ t

0

Xr− dY
j
r .

Also
∆Y jr = 〈I (A (kj)) , Xr−〉 〈I (A (`j)) , Xr〉

and
Xr 〈eρ, Xr〉 = eρ 〈eρ, Xr〉 , 1 ≤ ρ ≤ N,

so
Xr∆Y jr =

∑
ρ∈A(`j)

〈I (A (kj)) , Xr−〉 eρ 〈eρ, Xr〉 .

Therefore,∑
0<r≤t

∆Xr∆Y jr =
∑

0<r≤t
(Xr −Xr−) ∆Y jr

=
∑

ρ∈A(`j)

〈I (A (kj)) , Xr−〉 eρ 〈eρ, Xr〉 −
∫ t

0

Xr− dY
j
r

=
∑

(σ,ρ)∈A(kj)×A(`j)

∫ t

0

〈eσ, Xr〉 aρσ (r, ω) dr eρ

+
∑

(σ,ρ)∈A(kj)×A(`j)

Qσρt eρ −
∫ t

0

Xr− dY
j
r .

Substituting in (7.11) we see

XtY
j
t =

∫ t

0

A (r, ω)XrY
j
r− dr +

∫ t

0

dVr Yr−

+
∑

(σ,ρ)∈A(kj)×A(ej)

∫ t

0

〈eσ, Xr〉 aρσ (r, ω) dr eρ

+
∑

(σ,ρ)∈A(kj)×A(`j)

Qσρt eρ. (7.12)
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Taking the Y-optional projection of each side of (7.12) and using the fact
that ̂A (r, ω)XrY

j
r− = Â (r, ω)XrY

j
r−

we have

X̂tY
j
t =

∫ t

0

A (r, ω)XrY
j
r− dr

+
∑

(σ,ρ)∈A(kj)×A(`j)

∫ t

0 ̂〈eσ, Xr〉 aρσ (r, ω)dr eρ +Ht (7.13)

where H is a square-integrable Y-martingale. However, from (7.9) and
(7.10) we also have

X̂tY
j
t =

∫ t

0

X̂r−dY
j
r +

∫ t

0

dX̂r Y
j
r− +

∑
0<r≤t

∆X̂r∆Y jr

=
∫ t

0

X̂r−ĥ
j (r) dr +

∫ t

0

X̂r− dQ̃
j
r

+
∫ t

0

A (r, ω)XrY
j
r− dr +

∫ t

0

γrY
j
r− dQ̃r +

∑
0<r≤t

γjr∆Y jr

because the martingales Q̃i and Q̃j jump at different times if i 6= j. That
is,

X̂tY
j
t =

∫ t

0

X̂rĥ
j (r) dr +

∫ t

0

A (r, ω)XrY
j
r− dr +

∫ t

0

γjr ĥ
j (r) dr +H2

t ,

(7.14)
where H2 is a square-integrable Y-martingale. Now X̂tY

j
t is a special semi-

martingale so the decompositions (7.13) and (7.14), into the sum of a mar-
tingale and a predictable bounded variation process, must be the same.
Therefore, equating the bounded variation processes we see

γjr = ĥj (r)−1 Iĥj(r)6=0

 ∑
(σ,`)∈A(kj)×A(`j)̂〈eσ, Xr〉 aρσ (r, ω)eρ − ĥj (r) X̂r

 .

Corollary 7.3 If the entries aij (t, ω) of the matrix A (t, ω) are adapted to
the Y-filtration, then̂〈eσ, Xr〉 aρσ (r, ω) =

〈
eσ, X̂r

〉
aρσ (r, ω)
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so
ĥj (r) =

∑
(σ,ρ)∈A(kj)×A(`j)

〈
eσ, X̂r

〉
aρσ (r, ω)

and X̂r is given by a finite-dimensional filter. That is,

X̂t = X̂0 +
∫ t

0

A (r, ω) X̂r dr

+
∫ t

0

(
p∑
j=1

ĥj (r)−1
Iĥj(r)6=0

×
{ ∑

(σ,ρ)∈A(kj)×A(`j)

〈
eσ, X̂r

〉
aρσ (r, ω) eρ − ĥj (r) X̂r

})
dQ̃jr

A Zakai Equation

To derive the Zakai form of this filter suppose the aσρ (t, ω) are adapted to
the Y-filtration and suppose there is a k > 0 such that aσρ (t, ω) ≥ k for
(σ, ρ) ∈ A (kj)×A (`j) and all j.

Define a new measure P , on (Ω,F , P ) by putting E
[
dP/dP | Gt

]
= Λt

where Λ is the martingale

Λt = 1 +
p∑
j=1

∫ t

0

Λr−
(
hj (r−)−1 − 1

)
dQjr.

Then under P the components Y j of Y are independent Poisson processes.
Consequently define Q

j

t = Y jt − t and write Qt =
(
Q

1
, . . . , Q

p)′. Consider
the

(
P ,F

)
martingale

Λt := 1 +
p∑
j=1

∫ t

0

Λr−
(
hj (r−)− 1

)
dQ

j

r.

Then it is easily checked that

ΛtΛt = 1 a.s.

We take P as the reference probability and compute expectations un-
der P . However, it is under P that

Y jt =
∫ t

0

hj (r−) dr +Qjt , j = 1, . . . , p.
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Write Π
(
Λt
)

for the Y-optional projection of Λ under P . Then for each
t ≥ 0

Π
(
Λt
)

= E
[

Λt | Yt
]

a.s.

Furthermore, it can be shown that

Π
(
Λt
)

= 1 +
p∑
j=1

∫ t

0

λjr dQ
j

r

where λjr = Π
(
Λr−

) (
ĥj (r−)− 1

)
.

Write

σ (Xt) = E
[

ΛtXt | Yt
]

a.s.
= qt, say.

Also, σ (1) = Π
(
Λt
)
. qt is an unnormalized conditional expectation of Xt

given Yt because

X̂t = E [Xt | Yt ] =
σ (Xt)
σ (1)

=
qt

Π
(
Λt
) .

Therefore,

qt = X̂0 +
∫ t

0

Arqr− dr

+
p∑
j=1

∑
(σ,ρ)∈A(kj)×A(`j)

∫ t

0

[〈eσ, qr−〉 aρσ (r, ω) eρ − qr−] dQ
j

r.

(7.15)
Note again this equation is linear in q.

8.8 Problems and Notes

Problems

1. Fill in the proof of Theorem 3.2

2. Derive Equation (6.12).

3. Fill in the details in the derivation of Zakai Equation (7.15).

4. Prove that the solution of (6.3) is given by

XtΛt = Φ (t, 0)
{
X0 +

∫ t

0

Φ (r, 0)−1 ΛrCXr dyr +
∫ t

0

Φ (r, 0)−1 Λr dVr

}
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Notes

The literature on semimartingales and stochastic integrals is found in many
textbooks and monographs (Elliott, 1982b; Wong and Hajek, 1985; Chung
and Williams, 1990).

In Dembo and Zeitouni (1986) T̂ it is written as
∫ t

0
E [ 〈Xr, g〉 | Yt ] dyr, a

nonadapted stochastic integral which is not defined, at least in Dembo and
Zeitouni (1986). Also, it is not clear the reference to Yao (1985) in Zeitouni
and Dembo (1988) provides a finite-dimensional filter for Ôit in the general
case.

However, the results of Section 4 above give explicit finite-dimensional
filters (and smoothers) for Ĵ ijt , Ôit, and T̂ it , 1 ≤ i, j ≤ N .





PART IV

TWO-DIMENSIONAL
HMM ESTIMATION





CHAPTER 9

Hidden Markov
Random Fields

9.1 Discrete Signal and Observations

In the previous chapters we used ideas and techniques to solve filtering and
estimation problems for dynamical systems evolving in one-dimensional
(discrete or continuous) time. Here, working again with the reference prob-
ability technique, we discuss similar problems for “discrete-time” random
fields , that is, sets of random variables taking their indices from unordered
countable sets, such as, for example, lattices in Euclidean spaces. Our goal
is to derive algorithms that could be useful to restore, or filter, noisy or [as
expressed by Besag (1986)] “dirty images.”

We shall be working under the assumption that the random fields are
Markov random fields . For that, consider a lattice L of points and con-
sider a system of neighborhoods N = {N`, ` ∈ L} over L, such that each
N` consists of a certain number |N`| of points of L, not including `. De-
note X(N`) = {Xk, k ∈ N`}. Then {X`, ` ∈ L} is a Markov random field
if P [X` = x | Xk, k 6= `, k ∈ L ] = P [X` = x | X(N`) ]; that is, the depen-
dence between the random variable is, for each X`, determined only by
random variables in its neighborhood N`.

A random field X on a lattice L is considered. At each point ` of the
lattice X` takes some value. The random field X is not directly observed;
rather there is a noisy observation process y which is a function of X and,
in the “blurred” case, of some of the neighbors of X . We, therefore, have a
hidden Markov random field, HMRF.

Conditions are given which ensureX is a Markov random field. The prob-



208 Chapter 9. Hidden Markov Random Fields

lems discussed here are the following: given a set of observations {y`, ` ∈ L},
determine the most likely signal {X`, ` ∈ L} and, also, determine the pa-
rameters of the model, that is, the transition probabilities of the Markov
random field X and the observations y. The technique used is that of a
measure transformation which changes all the signal, X`, and observation,
y`, random variables into independent, identically, uniformly distributed
random variables. The use of this measure change is equivalent to employ-
ing a form of Bayes’ Theorem; however, to exhibit analogies with the rest
of the book we choose to introduce a new probability measure. The lattice
L could be the set of pixel locations in some image. We first discuss the case
where the observation variables y take values in a discrete set. In Section 2
we considered the situation where y is scalar and the signal X is observed
in Gaussian noise. In Section 3, both the signal X and observations y take
continuous values.

The Markov Random Field

Consider a finite lattice L. (In particular, L could consist of a grid or array
of points in Rd.) Associated with L we suppose there is a discrete Markov
field X`, ` ∈ L, with a finite-state space S defined on a probability space
(Ω,F , P ). Without loss of generality we can suppose that S consists of the
set SX = {e1, . . . , eM} of standard unit vectors in RM for some positive
integer M . Then X` ∈ S for each ` ∈ L. We shall suppose that each point
` ∈ L has a neighborhood N` consisting of points of L different from `. The
number of points in N` may vary for ` on or near the boundary of L. Write
N ` = N` ∪ ` and |N`| for the number of points in N`.

Given the state X` = x` and given X (N`) we suppose the site ` ∈ L has
an energy proportional to

b (x`, X (N`)) .

Here b (·, ·) is a positive function defined on S×S|N`|. We suppose a proba-
bility measure P is defined on the finite-state space Ω = SL of this discrete
random field by setting

P (x) =
∏
`∈L b (x`, X (N`))

Z
(1.1)

for x = {x`, ` ∈ L} ∈ SL. Here Z =
∑

x∗∈SL
∏
`∈L b (x∗` , x

∗ (N`)) is a nor-
malizing constant.

We shall assume in the sequel that, for each ` ∈ L,

b (x`, X (N`)) =
∏
n∈N`

ax` (xn) a (x`) . (1.2)
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Here each a· (·) is a positive function on S2 and a (·) is a positive function
on S.

Remark 1.1 Note our model generalizes the Ising (Kinderman and Snell,
1980) situation where, for each ` ∈ L and x ∈ SL, a function U` is consid-
ered where, for constants J , m, H ,

U` (x) = −J
2

∑
n∈N`

σ` (x)σn (x)−mHσ` (x) .

In this Ising case S = {e1, e2} and σ` (x) = +1 if x` = e1 and σ` (x) = −1
if x` = e2. Then, for x = {x`, ` ∈ L}

e−U`(x) =
∏
n∈N`

ax` (xn) a (x`)

where ax` (xn) = exp
(
−J2σ` (x) σn (x)

)
and a (x`) = exp (−mHσ` (x`)). 2

Lemma 1.2 With P defined on Ω = SL by (1.1), if assumption (1.2) is
satisfied, the random field X satisfies the Markov property

P [X` = em | Xk, k 6= `, k ∈ L ] = P [X` = em | X (N`) ]

=

∏
n∈N` a

xn (em) am (xn) a (em)∑M
p=1

∏
n∈N` a

xn (ep) ap (xn) a (ep)
.

Proof

P [X` = em | Xk, k ∈ L, k 6= ` ]

=
P [X` = em, Xk = xk, k 6= `]∑M
p=1 P [Xk = xk, X` = ep, k 6= `]

=

∏
k∈L
k/∈N`

∏
α∈Nk a

xk (xα) a (xk)
∏
n∈N` a

m (xn) a (em)

×
∏

β∈Nn
β 6=`

axn (xβ) axn (em) a (xn)∑M
p=1

∏
k∈L
k/∈N`

∏
α∈Nk a

xk (xα) a (xk)

×
∏
n∈N` a

p (xn) a (ep)
∏

β∈Nn
β 6=`

axn (xβ) axn (ep) a (xn)

=

∏
n∈N` a

m (xn) axn (em) a (em)∑M
p=1

∏
n∈N` a

p (xn) axn (ep) a (ep)
.
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Remark 1.3 We shall assume in the sequel that assumption (1.2) is sat-
isfied and that P is defined by (1.1). Note this implies the Markov field
is homogeneous in space; that is, the transition probabilities depend only
on the neighbors and not on the location (though for sites ` on or near
a boundary, |N`| may vary). Nonhomogeneous random fields can be dis-
cussed using the measure change method; however, parameter estimation
is more difficult. Write FL for the complete σ-field on Ω = SL generated
by X . Write A` for the M ×M |N`| matrix of probability transitions

am
(
x1, . . . , x|N`|

)
= P [X` = em | X (N`) ] (1.3)

=

∏
n∈N` a

xn (em) am (xn) a (em)∑M
p=1

∏
n∈N` a

xn (ep) ap (xn) a (ep)
, xi ∈ S = {e1, . . . , eM} .

2

Now FL−{`} is the σ-field generated by all the Xk, with the exception of
X`. With ⊗ denoting the tensor product we have:

Lemma 1.4 The signal process X has the representation

X` = A` (⊗n∈N`Xn) + V` (1.4)

where V` satisfies
E
[
V` | FL−{`}

]
= 0.

Proof

E
[
V` | FL−{`}

]
= E

[
X` −A` (⊗n∈N`Xn) | FL−{`}

]
= E

[
X` | FL−{`}

]
−A` (⊗n∈N`Xn)

= A` (⊗n∈N`Xn)−A` (⊗n∈N`Xn)
= 0.

The Observation Process

The process X is not observed directly. Rather, we observe the values Y`,
` ∈ L, of another process Y which, without loss of generality, we identify
with the standard unit vectors f1, . . . , fK of RK for some suitable positive
integer K. Write

ckm = P [Y` = fk | X` = em ] (1.5)

and C for the K ×M matrix {ckm}, k = 1, . . . ,K, m = 1, . . . ,M , so that
E [Y` | X` ] = CX`. Write YL = σ {Y`, ` ∈ L} and assume that

E
[
Y` | FL,YL−{`}

]
= E [Y` | X` ] . (1.6)
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Lemma 1.5 For ` ∈ L
Y` = CX` +W`

where W` satisfies E
[
W` | YL−{`}

]
= 0.

Proof

E
[
W` | YL−{`}

]
= E

[
Y` − CX` | YL−{`}

]
= E

[
E
[
Y` − CX` | FL,YL−{`}

]
| YL−{`}

]
.

Using (1.6) this is
= E

[
E [Y` | X` ]− CX` | YL−{`}

]
= E

[
CX` − CX` | YL−{`}

]
= 0.

In summary, we have the discrete hidden Markov random field (HMRF)
model

X` = A` (⊗n∈N`Xn) + V`,

Y` = CX` +W`,
(1.7)

where A` is the M ×M |N`| matrix of probability transitions given by (1.3)
and C is the K×M transition matrix with entries given by (1.5). The values
V` and W` are such that E

[
V` | FL−{`}

]
= 0 and E

[
W` | YL−{`}

]
= 0.

Change of Measure for the Y Process

Assume that ck (X`) = E [ 〈Y`, fk〉 | X` ] > 0 for 1 ≤ k ≤ K and all the
values e1, . . . , eM taken on by X` for ` ∈ L. Write

λ` =
1
K

K∏
k=1

(
1

ck (X`)

)〈Y`,fk〉
and

ΛL =
∏
`∈L

λ`.

Lemma 1.6 E
[
λ` | FL,YL−{`}

]
= 1.

Proof

E
[
λ` | FL,YL−{`}

]
=

1
K
E

[
K∏
k=1

(
1

ck (x`)

)〈Y`,fk〉
| FL,YL−{`}

]

=
1
K

K∑
k=1

1
ck (x`)

E
[
〈Y`, fk〉 | FL,YL−{`}

]
.
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Using assumption (1.6) this is

=
1
K
E

[
K∑
k=1

ck (x`)
ck (x`)

]
= 1.

Using Lemma 1.6 and repeated conditioning we see that E [ΛL] = 1.
Now construct a new probability measure P on

(
SL,FL ∨ YL

)
by setting

dP/dP =
(
dP/dP

)
|FL∨YL = ΛL.

Theorem 1.7 Under P the random variables Y`, ` ∈ L, are i.i.d. and
uniformly distributed over {f1, . . . , fK}.

Proof Denote by E the expectation under P . Using a version of Bayes’
Theorem we see

E
[
〈Y`, fk〉 | FL,YL−{`}

]
=
E
[
〈Y`, fk〉ΛL | FL,YL−{`}

]
E
[

ΛL | FL,YL−{`}
]

=
ΛL−{`}E

[
〈Y`, fk〉K−1ck (X`)

−1 | FL,YL−{`}
]

ΛL−{`}E
[
λ` | FL,YL−{`}

] .

From Lemma 1.6 this is

= E

[
〈Y`, fk〉

1
K

1
ck (X`)

| FL,YL−{`}
]

=
1
K

1
ck (X`)

E [ 〈Y`, fk〉 | X` ]

=
1
K
.

Remark 1.8 Under P , X` = A (⊗n∈N`Xn) + V`. Note that under
P the Y` are, in particular, independent of the X`. Write λ` = λ−1

`

and ΛL =
∏
`∈L λ`. It can be shown, as in Lemma 1.6, that

E
[
λ` | FL,YL−{`}

]
= 1 and E

[
ΛL
]

= 1. Set dP/dP = ΛL. Then un-
der P , P

[
Yk = fk | FL,YL−{`}

]
= ck (X`). 2

Change of Measure for the Signal Process

In this section we start with the measure P on
(
SL,FL ∨ YL

)
, so the ran-

dom variables Y` are i.i.d. and uniformly distributed, and the distribution
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of X ∈ Ω = SL is defined by (1.1). Assume that am (X`) > 0, a (X`) > 0
for all ` ∈ L and m = 1, . . . ,M .

Suppose that φ̂ (·) is the uniform probability distribution on S, so that
φ̂ (ei) = 1

M , 1 ≤ i ≤M . Write

Φ̂ (x`, ` ∈ L) =
∏
`∈L

φ̂ (x`) = M−L.

Define ΓL = Φ̂ (x) /P (x) where P (x) is given by (1.1). Note E [ΓL] = 1,
and a new measure P̂ can be defined on

(
SL,FL ∨ YL

)
by putting

dP̂

dP
= ΓL.

Lemma 1.9 Under P̂ the random variables X`, ` ∈ L, are i.i.d., with
uniform distribution over S.

Proof Denote by Ê the expectation under P̂ . Using again a version of
Bayes’ Theorem we have

Ê [ 〈X`, em〉 | FL−` ] =
E [ 〈X`, em〉Γ` | FL−` ]

E [ ΓL | FL−` ]
.

Cancelling, and leaving in the expectation only terms involving X` this is

=

E

[
〈X`,em〉φ̂(X`)∏

n∈N`
aXn (em)am(Xn)a(em)

| FL−`

]

E

[
φ̂(X`)∏

n∈N`
aXn (X`)a

X` (Xn)a(X`)
| FL−`

]

=

1∏
n∈N`

axn (em)am(xn)a(em)
E [ 〈X`, em〉 | FL−` ]∑M

p=1
1∏

n∈N`
axn(ep)ap(xn)a(ep)

E [ 〈X`, ep〉 | FL−` ]
.

Writing π (p) =
∏
n∈N` a

xn (ep) ap (xn) a (ep) this is

=

1
π(m) ·

π(m)∑
M

p=1
π(p)∑M

p=1
1

π(p) ·
π(p)∑
M

k=1
π(k)

=
1
M
.

Now it is possible to start with a probability measure P̂ on
(
SL,FL ∨ YL

)
such that the X`, are also i.i.d. random variables uniformly distributed
over S = {e1, . . . , eM}. Then, given functions {am (xn) , a (em)} for m =
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1, . . . ,M and n ∈ N`, ` ∈ L, we can construct a probability measure P
such that

P [X` = em | Xk, k 6= ` ] =
π (m)∑M
k=1 π (k)

. (1.8)

We shall adopt here the convention 00 = 1. In fact, the probability measure
P is defined by setting dP/dP̂ = ΓL where

ΓL = Γ−1
L =

P (x`)
Φ̂ (x`)

.

Lemma 1.10 Under the probability measure P , Equation (1.8) holds.

Proof The proof is left as an exercise.

We see, therefore, that we can start with a probability measure P̂ on(
SL,FL ∨ YL

)
such that both processes X`, ` ∈ L and Y`, ` ∈ L are i.i.d.

and uniformly distributed over {e1, . . . , eM} and {f1, . . . , fK}, respectively.
To retrieve the situation of Lemmas 1.2 and 1.5 we define a probability
measure P by setting

dP

dP̂
=
dP

dP

dP

dP̂
:= ΛLΓL.

Recursion

We shall work under the probability measure P̂ , so that X`, ` ∈ L, and
Y`, ` ∈ L, are are i.i.d. and uniformly distributed over {e1, . . . , eM} and
{f1, . . . , fK}, respectively. Using a version of Bayes’ Theorem we write

E [ 〈X`, em〉 | YL ] =
Ê
[
〈X`, em〉ΛLΓL | YL

]
Ê
[

ΛLΓL | YL
] .

Notation 1.11 Write q` (em), m = 1, . . . ,M for the unnormalized condi-
tional distribution Ê

[
〈X`, em〉ΛLΓL | YL

]
.

Theorem 1.12 For ` ∈ L and m = 1, . . . ,M a recursivelike equation for
the unnormalized conditional distribution of one single random variable X`

given all the observation YL is as follows:

q` (em) =
K

M
cY` (em)βL−`,L (em) (1.9)

where

βL−`,L (em) = Ê
[

ΛL−`ΓL (X` = em) | X` = em,YL
]
. (1.10)
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Proof

Ê
[
〈X`, em〉ΛLΓL | YL

]
= Ê

[
〈X`, em〉KcY` (em) ΛL−`ΓL | YL

]
= KcY` (em) Ê

[
〈X`, em〉 Ê

[
ΛL−`ΓL | X` = em,YL

] ∣∣ YL ]
=
K

M
cY` (em) Ê

[
ΛL−`ΓL | X` = em,YL

]
=
K

M
cY` (em)βL−`,L (em) .

Theorem 1.13 Write

βL−{`1,`2,...,`p}
(
em1 , em2 , . . . , emp

)
= Ê

[
ΛL−{`1,`2,...,`p}ΓL | X`1 = em1 , . . . , X`p = emp ,YL

]
.

Then βL−`,L (em), m = 1, . . . ,M , satisfies the following “backward recur-
sive” equation for any `∗ 6= `; `, `∗ ∈ L

βL−`,L (em) =
K

M

M∑
k=1

cY`∗ (ek)βL−{`,`∗},L (em, ek)

and
βL−L,L (ek1 , . . . , ekL) = ΓL (ek1 , . . . , ekL) .

Proof

βL−{`},L (em)

= Ê
[

ΛL−`ΓL | X` = em,YL
]

= Ê
[
KcY

∗
` (X`∗) Ê

[
ΛL−{`,`∗}ΓL | X` = em, X`∗ ,YL

]
| X` = em,YL

]
= K

M∑
k=1

cY`∗ (ek) βL−{`,`∗},L (em, ek) Ê [〈X`∗ , ek〉]

=
K

M

M∑
k=1

cY`∗ (ek)βL−{`,`∗},L (em, ek)

where

βL−{`,`∗},L (em, ek) = Ê
[

ΛL−{`,`∗}ΓL | X` = em, X`∗ = ek,YL
]
.
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Finally in the recursion we would have

β{r},L (eki , i 6= r, i ∈ L)

= Ê
[
KcYr (Xr) Γ (eki , i 6= r, i ∈ L) | Xi = eki , i 6= r,YL

]
= K

M∑
p=1

cYr (ep) Γ (eki , i 6= r, ep) Ê [〈Xr, ep〉]

=
K

M

M∑
p=1

cYr (ep) Γ (eki , i 6= r, ep)

=
K

M

M∑
p=1

cYr (ep)βL−L,L (ek1 , . . . , ekL) ,

and
βL−L,L (ek1 , . . . , ekL) = ΓL (ek1 , . . . , ekL) .

The next result gives the normalized conditional distribution of the whole
signal given the observation.

Theorem 1.14 Let X = (X`, ` ∈ L) and x ∈ SL, then the conditional
distribution of the hidden signal given the observations is given by the fol-
lowing expression:

P [X = x | YL ] =

∏
`∈L

∏
n∈N` a

x` (xn) a (x`) cY` (x`)∑
x∗∈SL

∏
`∈L

∏
n∈N` a

x∗
` (x∗n) a (x∗` ) cY` (x∗` )

. (1.11)

Proof P [X = x | YL ] = E
[∏

`∈L 〈X`, x`〉 | YL
]
. Using Bayes’ Theorem

and the independence assumption under P̂ this is

=
Ê
[∏

`∈L 〈X`, x`〉ΛLΓL | YL
]

Ê
[

ΛLΓL | YL
]

=
Ê
[∏

`∈L 〈X`, x`〉MLKL
∏
`∈L

∏
n∈N` a

x` (xn) a (x`) cY` (x`)
]

Ê
[
MLKL

∏
`∈L

∏M
k=1

(∏
n∈N` a

k (Xn) a (ek)
)〈X`,ek〉 cY` (X`)

]
=

∏
`∈L

∏
n∈N` a

x` (xn) a (x`) cY` (x`) Ê [〈X`, x`〉]∑
x′∈SL

∏
`∈L

∏
n∈N` a

x′
` (x′n) a (x′`) cY` (x′`) Ê [〈X`, x′`〉]

and the result follows because Ê [〈X`, x`〉] = 1
M .
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Remark 1.15 Quantity (1.11) is a function of the hidden signal x. For
any possible signal x = (x`, ` ∈ L) write

L (x) = log
∏
`∈L

∏
n∈N`

ax` (xn) a (x`) cY` (x`) (1.12)

=
∑
`∈L

∑
n∈N`

log ax` (xn) +
∑
`∈L

log cY` (x`) +
∑
`∈L

log a (x`) .

For any component x`1 of x there is at least one possible value e`1 ∈ S of
x`1 for which

L ( x | e`1 ) = max
x`1∈S

L (x) .

Here the maximization takes place with all components of x fixed, with the
exception of x`1 , and ( x | e`1 ) denotes the signal x modified so that e`1
occurs in the `1 location. Suppose x`2 is a component of (x | e`1 ). Then
there is at least one possible value e`2 ∈ S of x`2 for which

L (x | e`1 , e`2 ) = max
x`2∈S

L (x | e`1 ) .

Again, (x | e`1 , e`2 ) denotes the signal (x | e`1 ) modified so that e`2 occurs
in the `2 location. This procedure can be repeated. Note that we obtain a
monotonic increasing sequence of log-likelihoods

L (x) ≤ L ( x | e`1 ) ≤ L (x | e`1 , e`2 ) ≤ · · · ≤ L
(
x | e`1 , e`2 , . . . , e`p

)
and so the sequence (x | e`1 ), (x | e`1 , e`2 ), . . . ,

(
x | e`1 , . . . , e`p

)
provides

better and better estimates of the signal, given the observations. 2

In the next paragraph an alternative method of maximizing L (x) is
proposed.

Maximum A Posterior (MAP) Distribution of the Image

Remark 1.16 Again consider quantity (1.12).

L (x) =
∑
`∈L

∑
n∈N`

log ax` (xn) +
∑
`∈L

log cY` (x`) +
∑
`∈L

log a (x`) . (1.13)

Given the observations Y , we suppose that each pixel ` ∈ L has an inde-
pendent probability distribution p (`) = (p1 (`) , p2 (`) , . . . , pN (`)) over S.
Write p = (p (`) , ` ∈ L) and Ep for the expectation under p. We now wish
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to determine the distribution p which maximizes EpL ( x | y ). That is, we
wish to maximize EpL (x) subject to the constraints

pj (`) ≥ 0 ∀` ∈ L and j = 1, . . . ,M

and
M∑
j=1

pj (`) = 1 ∀` ∈ L.

To effect this, consider real variables ρj (`) such that ρ2
j (`) = pj (`). Then

we require Σρj (`)2 = 1, ∀` ∈ L. 2

Write

L (ρ, λ) = EpL (x) +
∑
`∈L

λ`

 M∑
j=1

ρj (`)2 − 1

 .

Write k (`) for the set of k such that ` ∈ Nk. Differentiating L (ρ, λ) w.r.t.
ρj (`) and λ` gives a sparse system of (M + 1)L equations with (M + 1)L
unknowns

∂L (p, λ)
∂ρ1 (1)

= 2ρ1 (1)
(∑
n∈N1

M∑
j=1

log ae1 (ej) ρ2
j (n)

+
∑
k∈k(1)

M∑
j=1

log ae1 (ej) ρ2
j (k)

+ log cY1 (e1) + log a (e1) + λ1

)
= 0

∂L (p, λ)
∂ρ2 (1)

= 2ρ2 (1)
(∑
n∈N1

M∑
j=1

log ae2 (ej) ρ2
j (n)

+
∑
k∈k(1)

M∑
j=1

log ae1 (ej) ρ2
j (k)

+ log cY1 (e2) + log a (e2) + λ1

)
= 0

...
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∂L

∂ρN (1)
= 2ρN (1)

(∑
n∈N1

M∑
j=1

log aeM (ej) ρ2
j (n)

+
∑
k∈k(1)

M∑
j=1

log ae1 (ej) ρ2
j (k)

+ log cY1 (eM ) + log a (eM ) + λ1

)
= 0

∂L

∂ρ1 (2)
= 2ρ1 (2)

(∑
n∈N2

M∑
j=1

log ae1 (ej) ρ2
j (n)

+
∑
k∈k(2)

M∑
j=1

log ae2 (ej) ρ2
j (k)

+ log cY2 (e1) + log a (e1) + λ2

)
= 0

...

∂L

∂ρN (2)
= 2ρN (2)

(∑
n∈N2

M∑
j=1

log aeM (ej) ρ2
j (n)

+
∑
k∈k(2)

M∑
j=1

log ae2 (ej) ρ2
j (k)

+ log cY2 (eM ) + log a (eM ) + λ2

)
= 0

...

∂L

∂ρ1 (L)
= 2ρ1 (L)

( ∑
n∈NL

M∑
j=1

log ae1 (ej) ρ2
j (n)

+
∑
k∈k(2)

M∑
j=1

log ae2 (ej) ρ2
j (k)

+ log cYL (e1) + log a (e1) + λL

)
= 0

...
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∂L

∂ρN (L)
= 2ρN (L)

( ∑
n∈NL

M∑
j=1

log aeM (ej) ρ2
j (n)

+
∑

k∈k(L)

M∑
j=1

log aeL (ej) ρ2
j (k)

+ log cYL (eM ) + log a (eM ) + λL

)
= 0

∂L

∂λ1
=

M∑
j=1

ρ2
j (1)− 1 = 0

...

∂L

∂λL
=

M∑
j=1

ρ2
j (L)− 1 = 0.

Once a candidate for the critical value p̂ = (p̂j (`) , j = 1, . . . ,M, ` ∈ L)
has been found, an estimate for x̂ = (x̂`, ` ∈ L) is obtained by choosing,
for each ` ∈ L, the state ei in S corresponding to the maximum value of
p̂ (`) = (p̂1 (`) , . . . , p̂M (`)).

An advantage of this procedure is that it simultaneously estimates max-
imal values of x` for all pixels ` ∈ L, thus avoiding the iterative procedures
of the ICM or simulated annealing (Ripley, 1988).

Estimation

We now estimate the parameters in our model, namely, the entries of the
matrices A and C in the hidden Markov field X and the observation process
Y , respectively. To simplify discussion we shall consider only the transition
matrix A corresponding to nonboundary points ` of L, so that |N`| is
constant. The transition matrix for points on or near the boundary can be
estimated in a similar way. Write

P [X` = em | Xn = ekn , n ∈ N` ] = am (ek1 , . . . , ekN )

=
π (m)∑M
p=1 π (p)

, m = 1, . . . ,M

and N = |N`| for the fixed number of neighbors of points in N`. Also write
P [Y` = fk | X` = em ] = ckm, k = 1, . . . ,K; m = 1, . . . ,M for the entries
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of matrix C. These parameters are subject to the constraints:

M∑
m=1

am (ek1 , . . . , ekN ) = 1, (1.14)

K∑
k=1

ckm = 1. (1.15)

Assume a prior set of parameters

{am (ek1 , . . . , ekN ) ; ckm; 1 ≤ ki,m ≤M, 1 ≤ k ≤ K} .

We shall determine a new set of parameters

{âm (ek1 , . . . , ekN ) ; ĉkm, 1 ≤ ki,m ≤M, 1 ≤ k ≤ K}

which maximizes the pseudo-log-likelihood defined below. Consider first the
parameters ckm. Define

λ` =
K∏
k=1

M∏
m=1

(
ĉkm
ckm

)〈X`,em〉〈Y`,fk〉
and

ΛL =
∏
`∈L

λ`.

It can be shown that E [ΛL] = 1. Define a new probability measure P̂ on
(Ω,FL ∨ YL) by putting dP̂ /dP = ΛL.

Lemma 1.17 Under the probability measure P̂

P̂
[
Y` = fk | FL,YL−{`}

]
= ĉkm on the set [X` = em] .

Proof Assume X` = em; then by a version of Bayes’ Theorem we can
write

P̂
[
Y` = fk | FL,YL−{`}

]
= Ê

[
〈Y`, fk〉 | FL,YL−{`}

]
=
E
[
〈Y`, fk〉ΛL | FL,YL−{`}

]
E
[

ΛL | FL,YL−{`}
]

=
E
[
〈Y`, fk〉λ` | FL,YL−{`}

]
E
[
λ` | FL,YL−{`}

] .
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Now

E
[
λ` | FL,YL−{`}

]
= E

[
K∏
k=1

(
ĉkm
ckm

)〈Y`,fk〉
| FL,YL−{`}

]

=
K∑
k=1

ĉkm
ckm

E
[
〈Y`, fk〉 | FL,YL−{`}

]
in view of assumption (1.6) this is

=
K∑
k=1

ĉkm
ckm

E [ 〈Y`, fk〉 | X` = em ]

=
∑ ĉkm

ckm
ckm =

K∑
k=1

ĉkm = 1.

Therefore

P̂
[
Y` = fk | FL,YL−{`}

]
= E

[
〈Y`, fk〉 λ` | FL,YL−{`}

]
= E

[
〈Y`, fk〉

ĉkm
ckm

| FL,YL−{`}
]

=
ĉkm
ckm

E [ 〈Y`, fk〉 | X` = em ] = ĉkm.

Theorem 1.18 The maximum likelihood estimate of ckm given the obser-
vations Y`, ` ∈ L, is given by

ĉkm =
∑
`∈L 〈Y`, fk〉 q` (em)∑

`∈L q` (em)
. (1.16)

Where q` (em) is the unnormalized conditional distribution given by Theo-
rem 1.12.

Proof

E [ log ΛL | YL ]

= E

[
K∑
k=1

M∑
m=1

∑
`∈L
〈X`, em〉 〈Y`, fk〉 (log ĉkm − log ckm) | YL

]
=
∑
k

∑
m

∑
`

〈Y`, fk〉E [ 〈X`, em〉 | YL ] log ĉkm +R (1.17)
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where R is independent of ĉkm. Now the ĉkm satisfy constraint (1.15)

K∑
k=1

ĉkm = 1

with dynamic form
∑

`∈L
∑M
m=1

∑K
k=1 〈X`, em〉 ĉkm = L or conditional

form
M∑
m=1

K∑
k=1

∑
`∈L

E [ 〈X`, em〉 | YL ] ĉkm = L. (1.18)

We wish, therefore, to choose ĉkm to maximize the quantity (1.17) subject
to the constraint (1.18). Using the Lagrange multiplier technique this is

ĉkm =
∑

`∈L 〈Y`, fk〉E [ 〈X`, em〉 | YL ]∑
`∈LE [ 〈X`, em〉 | YL ]

or

ĉkm =
∑

`∈L 〈Y`, fk〉 q` (em)∑
`∈L q` (em)

(1.19)

where q` (em) is the unnormalized conditional distribution given by Theo-
rem 1.12.

Consider now the parameters am (ek1 , . . . , ekN ) in the matrix A. To re-
place these parameters by âm (ek1 , . . . , ekN ) we consider, the pseudo-likeli-
hood

ΓL =
∏
`∈L

M∏
m=1

∏
n∈N`

M∏
kn=1

(
âm (ek1 , . . . , ekN )
am (ek1 , . . . , ekN )

)〈X`,em〉∏
n∈N`

〈Xn,ekn 〉
.

Then

E [ log ΓL | YL ]

=
∑
`∈L

M∑
m=1

∑
n∈N`

M∑
kn=1

E

[
〈X`, em〉

∏
n∈N`

〈Xn, ekn〉 | YL

]
× log âm (ek1 , . . . , ekN ) +R (1.20)

where R is independent of âm (ek1 , . . . , ekN ). We have the constraint

M∑
m=1

âm (ek1 , . . . , ekN ) = 1
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with dynamic form

∑
`∈L

M∑
m=1

∑
n∈N`

M∑
kn=1

âm (ek1 , . . . , ekN )
∏
n∈N`

〈Xn, ekn〉 = L

and conditional form∑
`∈L

M∑
m=1

∑
n∈N`

M∑
kn=1

âm (ek1 , . . . , ekN )E

[ ∏
n∈N`

〈Xn, ekn〉 | YL

]
= L. (1.21)

We wish therefore to choose âm (ek1 , . . . , ekN ) to maximize the conditional
pseudo-log-likelihood (1.20) subject to the constraint (1.21). Using again
the Lagrange multiplier technique we obtain

âm (ek1 , . . . , ekN ) =

∑
`∈LE

[
〈X`, em〉

∏
n∈N` 〈Xn, ekn〉 | YL

]∑
`∈LE

[∏
n∈N` 〈Xn, ekm〉 | YL

] .

From Bayes’ Theorem this is

=

∑
`∈L Ê

[
〈X`, em〉

∏
n∈N` 〈Xn, ekn〉ΛLΓL | YL

]∑
`∈L Ê

[∏
n∈N` 〈Xn, ekn〉ΛLΓL | YL

] .

Using Notation 1.11 we can write

âm (ek1 , . . . , ekN ) =

∑
`∈L qN` (em, ekn , n ∈ N`)∑
`∈L qN` (ekn , n ∈ N`)

(1.22)

where N ` = N` ∪ ` and as in Theorems 1.12 and 1.13

qN` (em, ekn , n ∈ N`)

=
(
K

M

)N` ∏
n∈N`

cYn (ekn) cY` (em) βL−N`,L (em, ekn , n ∈ N`) ,

qN` (ekn , n ∈ N`)

=
(
K

M

)N` ∏
n∈N`

cYn (ekn)βL−N`,L (ekn , n ∈ N`)

are unnormalized conditional distributions.

A Blurred Observation Process

In this section the Markov random field X is still given by

X` = A`
(
⊗n∈N`Xn

)
+ V` (1.23)



9.1. Discrete Signal and Observations 225

but the observation process Y will express some “blurring” of the signal X :

Y` = C`
(
⊗n∈N`Xn

)
+W` (1.24)

where C` is the K ×M |N`| matrix of probability transitions

ck
(
x1, . . . , x|N`|

)
= P

[
Y` = fk | Xn = xn, n ∈ N `

]
, xi ∈ S,

and Y` ∈ {f1, . . . , fK},

E
[
Y` | X

(
N `

) ]
= C`

(
⊗n∈N`Xn

)
.

Remark 1.19 All the above discussions go through with minor changes
in the proofs. We shall mention only the most relevant results. Note that
an assumption like (1.2) is not needed for the cm

(
X
(
N `

))
. Furthermore,

the neighborhood system N` used in (1.24) can differ from the one used in
the dynamics of (1.23). Theorem 1.14 reads as:

P [X = x | YL ]

=

∏
`∈L

∏
n∈N` a

x` (xn) a (x`) cY`
(
xm,m ∈ N `

)∑
x′∈SL

∏
`∈L

∏
n∈N` a

x′
` (x′n) a (x′`) cY`

(
x′m,m ∈ N `

) . (1.25)

2

The MAP method of the previous section and the discussion in Re-
mark 1.15 apply here. The maximum (pseudo) log-likelihood estimates of
ck
(
ej1 , . . . , ejN

)
and am (ek1 , . . . , ekN ) are given by

c′k
(
ej1 , . . . , ejN

)
=

∑
`∈L 〈Y`, fk〉 qN`

(
ejn , n ∈ N `

)∑
`∈L qN`

(
ejn , n ∈ N `

) (1.26)

and

am′
(
ek1 , . . . , ekN

)
=

∑
`∈L qN` (em, ekn , n ∈ N`)∑

`∈L
∑M

i=1 qN` (ei, ekn , n ∈ N`)
. (1.27)

Here

qN`

(
xn, n ∈ N `

)
=

K

MN`
cY`
(
xn, n ∈ N `

)
βL−{`}

(
xn, n ∈ N `

)
,

βL−{`}
(
xn, n ∈ N `

)
= Ê

[
ΛL−{`}ΓL | Xn = xn, n ∈ N `,YL

]
,

βL−L (xn, n ∈ L) = ΓL (xn, n ∈ L)
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and the Radon-Nikodym derivative ΛL is defined as

ΛL =
∏
`∈L

K

(
K∏
k=1

ck
(
X
(
N `

)))〈Y`,fk〉
.

9.2 HMRF Observed in Gaussian Noise

The process X is again described by

X` = A`
(
⊗n∈N`Xn

)
+ V` (2.1)

We shall suppose the y process is scalar. (The case of a vector observation
process can be treated similarly.) Further, we suppose the real-valued y
process has the form

y` = g
(
⊗n∈N`Xn

)
+ σ

(
⊗n∈N`Xn

)
w`. (2.2)

Here the w`, ` ∈ L, are i.i.d. N (0, 1) random variables. Because X` ∈ S
for ` ∈ L the functions g and σ are determined by vectors

(
g1, . . . , gM |N`|

)
and

(
σ1, . . . , σM |N`|

)
, with σi > 0, for i = 1, . . . ,M |N`|, respectively. Then

g
(
⊗n∈N`Xn

)
=
〈
g,⊗n∈N`Xn

〉
and σ

(
⊗n∈N`Xn

)
=
〈
σ,⊗n∈N`Xn

〉
where

〈 , 〉 denotes the usual inner product in RM |N`| .
Note that a different neighborhood system N̂` could be introduced in the

observations. In image processing observations of the form (2.2) are said to
be blurred .

Changes of Measure

Starting with the y process, define

λ` = λ`
(
⊗n∈N`Xn, w`

)
=
〈
σ,⊗n∈N`Xn

〉
× exp

{
− 1

2

(
〈g,⊗n∈N`Xn〉+ 〈σ,⊗n∈N`Xn〉w`

)2 + 1
2w

2
`

}
and

ΛL =
∏
`∈L

λ`.

Using repeated conditioning we see that E [ΛL] = 1. A new probability
measure P on

(
SL,FL ∨ YL

)
is obtained by setting dP/dP = ΛL.
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Theorem 2.1 Under the probability measure P the random variables y`,
` ∈ L, are i.i.d. N (0, 1).

Proof With E for the expectation under P . Then for any integrable
f : R→ R and using a version of Bayes’ Theorem

E
[
f (y`) | FL,YL−{`}

]
=
E
[
f (y`) ΛL | FL,YL−{`}

]
E
[

ΛL | FL,YL−{`}
]

=
E
[
f (y`)λ` | FL,YL−{`}

]
E
[
λ` | FL,YL−{`}

] .

Now

E
[
λ` | FL,YL−{`}

]
=
∫ +∞

−∞

1√
2π

exp
{
− 1

2

(
〈g,⊗xn〉+ 〈σ,⊗xn〉w

)2}〈σ,⊗n∈N`
xn〉dw.

The values of g, σ, and the xn are known, so after a change of variable this
integral equals 1. Hence,

E
[
f (y`) | FL,YL−{`}

]
=

1√
2π

∫ +∞

−∞

{
f (y`) exp

[
− 1

2

(
〈g,⊗xn〉+ 〈σ,⊗xn〉w`

)2]
× 〈σ,⊗n∈N`

xn〉
}
dw`

=
1√
2π

∫ +∞

−∞
f (y`) exp

(
− 1

2y
2
`

)
dy`

and the result follows.

Now, starting from the probability measure P , we define another prob-
ability measure P̂ such that under P̂ the X`, ` ∈ L, are i.i.d. random vari-
ables with uniform distribution over {e1, . . . , eM} and the y` are i.i.d. with
normal density

(
1/
√

2π
)

exp
{
− 1

2y
2
}

. We start with P̂ on (Ω,FL ∨ YL). To
return to the real-world situation, set

dP

dP̂
=
dP

dP

dP

dP̂
= ΛLΓL. (2.3)

Here ΛL is the inverse of ΛL so that

ΛL =
∏
`∈L

λ−1
`

=
∏
`∈L

〈
σ,⊗n∈N`Xn

〉−1 exp
[
− 1

2w
2
` + 1

2 (〈g,⊗Xn〉+ 〈σ,⊗Xn〉w`)2]
.
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Lemma 2.2 Under the probability measure P defined by (2.3) the random
variables

w` :=
y` −

〈
g,⊗n∈N`Xn

〉〈
σ,⊗n∈N`Xn

〉 , ` ∈ L,

are i.i.d. and normally distributed with density
(
1/
√

2π
)

exp
(
− 1

2w
2
)
.

Proof Let f : R→ R be any integrable function. Then

E
[
f (w`) | FL,YL−{`}

]
=
Ê
[
f (w`) ΛLΓL | FL,YL−{`}

]
Ê
[

ΛLΓL | FL,YL−{`}
]

=
ΓLΛL−{`}Ê

[
f (w`)λ` | FL,YL−{`}

]
ΓLΛL−{`}Ê

[
λ` | FL,YL−{`}

] .

Now as in the proof of Theorem 2.1 Ê
[
λ` | FL,YL−{`}

]
= 1 so that

E
[
f (w`) | FL,YL−{`}

]
= Ê

[
f (w`)λ` | FL,YL−{`}

]
=
∫ +∞

−∞

f (w`) exp
{
− 1

2w
2
` + 1

2 (g (⊗xn) + σ (⊗xn)w`)
2} exp

(
− 1

2y
2
`

)
σ (⊗xn)

√
2π

dy`.

Since y` = g (⊗Xn) + σ (⊗Xn)w` and w` is the only unknown random
variable, this is

=
∫ +∞

−∞
f (w`) exp

(
−1

2
w2
`

)
dw`√

2π
.

The result follows.

Signal Estimation

Theorem 2.3 Let X = (X`, ` ∈ L) and x ∈ SL be any signal. Then the
conditional probability distribution of the signal is:

P [X = x | YL ] =
Ψ (x, y)∑

x∗∈SL Ψ (x∗, y)
(2.4)

where

Ψ (x, y) =
∏
`∈L

〈
σ,⊗n∈N`xn

〉−1 exp

−1
2

(
y` −

〈
g,⊗n∈N`xn

〉〈
σ,⊗n∈N`xn

〉 )2


×
∏
n∈N`

ax` (xn) a (x`)
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Proof Here, P [X = x | YL ] = E
[∏

`∈L 〈X`, x`〉 | YL
]
. Using a version

of Bayes’ Theorem and the independence assumption under P̂ this is then

=
Ê
[∏

`∈L 〈X`, X`〉Λ`ΓL | YL
]

Ê
[

ΛLΓL | YL
]

=
Ψ (x, y)MLÊ [〈X`, x`〉]∑

x′∈SL Ψ (x′, y)MLÊ [〈X`, x′`〉]
.

The result follows because Ê [〈X`, x`〉] = 1
M .

Remark 2.4 Quantity (2.4) is a function of the hidden signal x. For any
possible signal x = (x`, ` ∈ L), given y = (y`, ` ∈ L), write

L (x) = log Ψ (x, y)

= log
∏
`∈L

〈
σ,⊗n∈N`xn

〉−1 exp

−1
2

(
y` −

〈
g,⊗n∈N`xn

〉〈
σ,⊗n∈N`xn

〉 )2


×
∏
n∈N`

ax` (xn) a (x`)

=
∑
`∈L

log
〈
σ,⊗n∈N`xn

〉−1 − 1
2

∑
`∈L

(
y` −

〈
g,⊗xn

〉〈
σ,⊗n∈N`xn

〉)2

+
∑
`∈L

∑
n∈N`

log ax` (xn) +
∑
`∈L

log a (x`) .

The maximization techniques used to estimate the signal x which were
discussed for L (x) in Section 1 can be applied to the present model. 2

Notation 2.5 Write qN`
(
xn, n ∈ N `

)
for the unnormalized conditional

distribution Ê
[∏

n∈N` 〈Xn, xn〉ΛLΓL | YL
]
.

Lemma 2.6 We have the following relation:

qN`
(
xn, n ∈ N `

)
=

〈
σ,⊗n∈N`xn

〉−1

M |N`|
exp

−1
2

(
y` −

〈
g,⊗n∈N`xn

〉〈
σ,⊗n∈N`xn

〉 )2

+
1
2
y2
`


× βL−{`}

(
xn, n ∈ N `

)
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where

βL−{`}
(
xn, n ∈ N `

)
= Ê

[
ΛL−{`}ΓL | Xn = xn, n ∈ N `,YL

]
.

Proof

Ê

[ ∏
n∈N`

〈Xn, xn〉ΛLΓL

∣∣∣∣ YL
]

= Ê

[ ∏
n∈N`

〈Xn, xn〉λ`Ê
[

ΛL−{`}ΓL | Xn = xn, n ∈ N `,YL
] ∣∣∣∣ YL

]
.

Writing

Ê
[

ΛL−{`}ΓL | Xn = xn, n ∈ N `,YL
]

:= βL−{`}
(
xn, n ∈ N `

)
and substituting for

λ` = λ`
(
Xn, n ∈ N `, y`

)
= 〈σ,⊗Xn〉−1 exp

{
−1

2

(
y` − 〈g,⊗Xn〉
〈σ,⊗Xn〉

)2

+
1
2
y2
`

}
the result follows using the independence assumption under the probability
measure P̂ .

Write

βL−{`1,`2,...,`p}
(
xn1 , n1 ∈ N `1 ;xn2 , n2 ∈ N `2 ; . . . ;xnp , np ∈ N `p

)
= Ê

[
ΛL−{`1,...,`p}ΓL∣∣ Xn1 = xn1 , n1 ∈ N `1 ; . . . ;Xnp = xnp , np ∈ N `p ,YL

]
.

Then using double conditioning as in the proof of Lemma 2.6 we see that
βL−{`}

(
xn, n ∈ N `

)
satisfies the following “backward recursive” equation

for any `∗ 6= `; `, `∗ ∈ L:

βL−{`}
(
xn, n ∈ N `

)
=

∑
S|N`∗ |

〈
σ,⊗n∗∈N`∗xn∗

〉−1

× exp

−1
2

(
y`∗ −

〈
g,⊗n∗∈N`∗xn

〉〈
σ,⊗n∗∈N`∗xn∗

〉 )2

+
1
2
y2
`∗


× βL−{`,`∗}

(
xn∗ , n

∗ ∈ N ` ∪N `∗
)

and
βL−L (xn, n ∈ L) = ΓL (xn, n ∈ L) .
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Parameter Estimation

We only need to estimate the parameters in the observation process de-
scribed by the equation

y` =
〈
g,⊗n∈N`Xn

〉
+
〈
σ,⊗n∈N`Xn

〉
w`

where g =
(
g1, . . . , gM |N`|

)
∈ RM |N`| and σ =

(
σ1, . . . , σM |N`|

)
∈ RM |N`|+ .

We remark again, the neighborhoods N` used in the definition of y` could
differ from those used in X`. To simplify the discussion we shall consider
only nonboundary points of L, so that |N`| is constant.

To replace the parameters by ĝ1, . . . , ĝMN and σ̂1, . . . , σ̂MN we must con-
sider the Radon-Nikodym derivative

ΛL =
∏
`∈L

〈
σ,⊗n∈N`Xn

〉
exp

{
−1

2

(
y`−〈ĝ,⊗n∈N`Xn〉
〈σ̂,⊗

n∈N`
Xn〉

)2
}

〈
σ̂,⊗n∈N`Xn

〉
exp

{
−1

2

(
y`−〈g,⊗n∈N`Xn〉
〈σ,⊗

n∈N`
Xn〉

)2
} .

Now

log ΛL

=
∑
`∈L

− log
〈
σ̂,⊗n∈N`Xn

〉
− 1

2

(
y` −

〈
ĝ,⊗n∈N`Xn

〉〈
σ,⊗n∈N`Xn

〉 )2
+R (σ, g)

= −
∑
`∈L

M∑
k1,...,kN=1

∏
n∈N`

〈Xn, ekn〉
[

log σ̂k1,...,kN
+

(
y` − ĝk1,...,kN

)2
2σ̂2

k1,...,kN

]
+R (σ, g)

where σ̂k1,...,kN
=
〈
σ̂, ek1 ⊗ · · · ⊗ ekN

〉
, ĝk1,...,kN

=
〈
ĝ, ek1 ⊗ · · · ⊗ ekN

〉
and

R (σ, g) is independent of σ̂ and ĝ. Then

E [ log ΛL | YL ] = −
∑
`∈L

M∑
k1,...,kN=1

E

 ∏
n∈N`

〈Xn, ekn〉 | YL


×
[

log σ̂k1,...,kN
+

(
y` − ĝk1,...,kN

)2
2σ̂2

k1,...,kN

]
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∂

∂σ̂k1,...,kN

E [ log ΛL | YL ] = −
∑
`∈L

E

 ∏
n∈N`

〈Xn, ekn〉 | YL


×
[

1
σ̂k1,...,kN

−
(
y` − ĝk1,...,kN

)2
σ̂3
k1,...,kN

]
= 0

and the optimal estimate of σ̂ is

σ̂k1,...,kN
=

∑
`∈LE

[∏
n∈N` 〈Xn, ekn〉 | YL

] (
y` − ĝk1,...,kN

)2
∑

`∈LE
[∏

n∈N` 〈Xn, ekn〉 | YL
] .

From Bayes’ Theorem this

σ̂k1,...,kN
=

∑
`∈L Ê

[∏
n∈N` 〈Xn, ekn〉ΛLΓL | YL

] (
y` − ĝk1,...,kN

)2
∑
`∈L Ê

[∏
n∈N` 〈Xn, ekn〉ΛLΓL | YL

] .

Using Notation 2.5 we can write

σ̂k1,...,kN
=

∑
`∈L qN`

(
ekn , n ∈ N `

) (
y` − ĝk1,...,kN

)2∑
`∈L qN`

(
ekn , n ∈ N `

) . (2.5)

The optimal estimate of ĝk1,...,kN
is a solution of ∂E[ log ΛL|YL ]

∂ĝk1,...,kN

= 0 and
using the same argument we obtain

ĝk1,...,kN
=

∑
`∈L qN`

(
ekn , n ∈ N `

)
y`∑

`∈L qN`
(
ekn , n ∈ N `

) (2.6)

where qN` is the unnormalized conditional distribution given in Lemma 2.6.

9.3 Continuous-State HMRF

Signal and Observations

A random field X· on a lattice L is considered which at each point ` of the
lattice can take any real value. The actual value X` is related to the values
of Xn for n in some neighborhood N` of `, plus some (additive) noise. Here
the set of observations y`, ` ∈ L, are also real-valued and involve additive
noise. Our development focuses on the situation where the transitions in
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the Markov random field X· are related to Gaussian densities, and the noise
in the observations y` is also Gaussian. In this case the MAP estimate of
the signal, given the observations, is the solution of a sparse set of linear
equations. The observed process y is assumed to satisfy the dynamics

y` =
∑
n∈N`

cnxn + w`, (3.1)

where N ` = N` ∪ `, the coefficients c`, ` ∈ L, are real numbers and the w`,
` ∈ L, are independent random variables with positive densities ψ`. The
hidden signal is described by a set of real random variables X`, ` ∈ L, with
joint probability density

Φ (x`, ` ∈ L) =

∏
`∈L

∏
`n∈N` exp

{
−|x`−a`nx`n |

2

2σ2

}
Z

(3.2)

where Z is a normalizing constant.

Lemma 3.1 The conditional density of X` given all the other X`’s is given
by

Φ` (x` | xk, k 6= ` ) =

∏
n∈N` exp

{
−|x`−anxn|2−|xn−a`x`|2

2σ2

}
∫
R
∏
n∈N` exp

{
−|x`−anxn|2−|xn−a`x`|2

2σ2

}
dx`

.

Proof

Φ` ( x` | xk, k 6= ` ) =
Φ (xk, k ∈ L)∫

R Φ (x`, xk, k 6= `) dx`

=

∏
k∈L

∏
n∈Nk exp

(
1

2σ2

)
{− |xk − anxn|2}∫

R
∏
`∈L

∏
n∈Nk exp

(
1

2σ2

)
{− |xk − anxn|2}dx`

.

After cancellation we have only terms involving x`; this, therefore, is

=

∏
n∈N` exp

(
1

2σ2

)
{− |x` − anxn|2 − |xn − a`x`|2}∫

R
∏
n∈N` exp

(
1

2σ2

)
{− |x` − anxn|2 − |xn − a`x`|2}dx`

.

Changes of Measure

Consider first the y process. Define

ΛL =
∏
`∈L

ψ` (y`)
ψ` (w`)

.
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A new probability measure P on FL∨YL is obtained if we set dP/dP = ΛL.
Under P the random variables y`, ` ∈ L are independent with densities ψ`.
Now consider the signal X . Let φ̂ (x) be any positive probability density
defined over R, and write Φ̂ (x`, ` ∈ L) =

∏
`∈L φ̂ (x`). Define

ΓL =
Φ̂ (x`, ` ∈ L)
Φ (x`, ` ∈ L)

where Φ (x`, ` ∈ L) is given by (3.2). Define a measure P̂ on FL ∨ YL by
putting

dP̂

dP
= ΓL.

Lemma 3.2 Under P̂ , the random variables X`, ` ∈ L, are i.i.d. with
density φ̂.

Proof Suppose f : R→ R is any integrable function. Then

Ê
[
f (X`) | FL−{`}

]
=
E
[

ΓLf (X`) | FL−{`}
]

E
[

ΓL | FL−{`}
] .

Leaving under the expectation only terms involving X` this is

E

[
φ̂(X`)f(X`)∏

n∈N`
exp 1

2σ2 {−|X`−anxn|2−|xn−a`X`|2}
| FL−{`}

]

E

[
φ̂(X`)∏

n∈N`
exp 1

2σ2 {−|X`−anxn|2−|xn−a`X`|2}
| FL−{`}

] .

Using Lemma 3.1 and writing

π (x`) =
∏
n∈N`

exp

{
− |x` − anxn|2 − |xn − a`x`|2

2σ2

}
this is

=

∫
R
φ̂(x`)f(x`)
π(x`)

dx`
π(x`)∫

R
π(x`)dx`∫

R
φ̂(x`)π(x`)

π(x`)
∫
R
π(x`)

dx`

=
∫
R
φ̂ (x`) f (x`) dx` = Ê [f (X`)] ,

and the result follows.
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Estimation

We shall work under P̂ , so that X and y are two sets of independent random
variables with respective probability density functions φ̂ and ψ`. In this
section we choose ψ` to be the normal density

(
2πρ2

)−1/2 exp
(
−x2/2ρ2

)
.

Notation 3.3 Let x = (x`, ` ∈ L) be any value of the hidden signal X and
write

E

[∏
`∈L

I (X` ∈ dx`) | YL

]
:= qL (x)

for the conditional probability density function of X given the observation y.

Theorem 3.4 If the probability density function of X is as given by (3.2)
then

qL (x) =
Γ (x, y)∫

RLΓ (x, y) dx
(3.3)

Here Γ (x, y) =
∏
`∈L

∏
n∈N` exp

{
−|x`−anxn|2

2σ2 −
(
y`−
∑

m∈N`
cmxm

)2

2ρ2

}
.

Proof For any arbitrary integrable function f : RL → R

E [ f (X) | YL ] =
Ê
[
f (X) ΛLΓL | YL

]
Ê
[

ΛLΓL | YL
]

=

Ê

 f(X)
∏

`∈L

∏
n∈N`

exp

{
−|X`−anXn|2

2σ2 −
(
y`−
∑

m∈N`
cmXm

)2

2ρ2

}
Φ̂(X)

∣∣∣∣∣ YL


Ê

 ∏`∈L

∏
n∈N`

exp

{
−|X`−anXn|2

2σ2 −
(
y`−
∑

m∈N`
cmXm

)2

2ρ2

}
Φ̂(X)

∣∣∣∣∣ YL


Under P̂ , X has the probability density function Φ̂. Therefore, this is

∫
RLf (x)

∏
`∈L

∏
n∈N` exp

{
−|x`−anxn|2

2σ2 −
(
y`−
∑

m∈N`
cmxm

)2

2ρ2

}
dx

∫
RL
∏
`∈L

∏
n∈N` exp

{
−|x`−anxn|2

2σ2 −
(
y`−
∑

m∈N`
cmxm

)2

2ρ2

}
dx

. (3.4)

On the other hand we have

E [ f (X) | YL ] =
∫
RL
f (x) qL (x) dx. (3.5)
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Equations (3.4) and (3.5) yield at once (3.3).

Theorem 3.5 Suppose A is the L × L matrix such that the `th row has
the only nonzero entries

A`,` =
2c2`
ρ2

+
v` + a2

`

σ2

A`,n =
2cnc`
ρ2
− 2an

σ2
if n ∈ N`.

and
A`,m =

cmc`
ρ2

if m ∈ Nn, n ∈ N`, l 6= m.

Here v` is the cardinality of N`. Also B is a matrix with nonzero entries
cn/ρ

2 for n ∈ N `. If A is nonsingular the maximum conditional likelihood
of the signal x = (x`, ` ∈ L), given the observation y = (y`, ` ∈ L), is given
by xM = A−1By.

Proof For any x ∈ RL write

L (x) = log
∏
`∈L

∏
n∈N`

exp

{
− |x` − anxn|2

2σ2

}

×
∏
`∈L

exp

{(
y` −

∑
m∈N` cmxm

)2
2ρ2

}

= −

∑
`∈L

∑
n∈N`

1
2σ2

(x` − anxn)2 +
∑
`∈L

1
2ρ2

y` − ∑
m∈N`

cmxm

2
 .

Now

− ∂

∂x`
L (x) =

∑
n∈N`

1
σ2

(x` − anxn) +
c`
ρ2

∑
m∈N`

cmxm −
c`
ρ2
y`

− a`
σ2

∑
n∈N`

(xn − a`x`)−
∑
n∈N`

c`
ρ2

yn − ∑
m∈Nn

cmxm


=
(
v`
σ2

+
2c2`
ρ2

+
a2
`

σ2

)
x` +

∑
n∈N`

(
2cnc`
ρ2
− 2an

σ2

)
xn

+
∑
n∈N`

∑
m∈Nn,m 6=`

c`cm
ρ2

xm −
c`
ρ2
y` −

∑
n∈N`

c`yn
ρ2

.
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Setting
(
∂/∂x`

)
L (x) = 0 for ` = 1, . . . , L yields a system of L linear

equations in matrix notation

Ax = By.

Hence
xM = A−1By

where B = diag
(
c1
ρ2 ,

c2
ρ2 , . . . ,

cL
ρ2

)
.

Remark 3.6 The form of the matrix A depends on how the lattice and
neighborhood system are defined. Simple cases indicate A is in general
nonsingular. The measure change method will work with other forms of
density for the signal X and observations y, though perhaps with not quite
such explicit results. It is of interest that Theorem 3.5 describes the MAP
estimate for the signal without techniques such as simulated annealing. 2

9.4 Example: A Mixed HMRF

The signal we consider here could be from a region of distant space. The
atmosphere causes distortion and blurring of the picture. Another possible
source of noise is inherent to the recording device itself. The scene is parti-
tioned into a lattice L of pixels or frames and all the quantities of interest
will be indexed by L. We shall assume that at each frame or pixel ` ∈ L
the signal consists of essentially two components: the luminescence, which
is represented by a continuous real random variable X`; and the number
of stars, Z`, which is represented by a discrete random variable. The ob-
served information at each pixel ` is given by a continuous real random
variable y1,` and a Poisson random variable y2,`. All random variables are
defined initially on a probability space (Ω,F , P ). Write FL = σ (Z`, ` ∈ L),
GL = σ (X`, ` ∈ L) and YL = σ (y1,`, y2,`, ` ∈ L) for the complete σ-fields
generated by the two components of the signal process and the two com-
ponents of the observation process respectively.

Write N ` = N` ∪ {`} and X
(
N `

)
=
{
Xk, k ∈ N `

}
and Z

(
N `

)
={

Zk, k ∈ N `

}
. Given Z

(
N `

)
and X

(
N `

)
we suppose there is an “en-

ergy” at ` ∈ L proportional to

Φ`
(
Z
(
N `

)
, X
(
N `

))
=

∏
n∈N`

exp {−µ (Zn, Xn, X`)}
(
µ (Zn, Xn, X`)

Z`!

)Z`
× exp

{
− |X` − an (Zn, Z`)Xn|

2σ2

}2

. (4.1)
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We suppose a probability measure P is defined on the state space Ω =
NL × RL by setting

P [Z = z,X = x] = C−1
∏
`∈L

Φ`
(
z
(
N `

)
, x
(
N `

))
:= ΦL (z, x) (4.2)

for (z, x) ∈ NL × RL. Here C =
∑

z∈NL
∫
RLΦ (z, x) dx is a normalizing

constant. In view of (4.1) and (4.2) we have

P
[
Z` = z`, X` = x` | FL−{`},GL−{`}

]
:= Ψ

(
z`, x` | FL−{`},GL−{`}

)
= P [Z` = z`, X` = x` | Z (N`) , X (N`) ]

=
∏

(z`, x`)∑∞
k=0

∫
R
∏

(k, x) dx
. (4.3)

Here

Π (z`, x`)

=
∏
n∈N`

exp
{
−µ (zn, xn, x`)− µ (z`, x`, xn)− |x` − an (zn, z`)xn|2

− |xn − a` (z`, zn)x`|2
(
µ (zn, xn, x`)

Z`!

)Z`
(µ (z`, x`, xn))Zn

}
. (4.4)

That is, (X`, Z`) is a Markov random field.
We suppose that our mixed HMRF is described by

X`, ` ∈ L, Z`, ` ∈ L,
y1,` = h (Z`, X`) + w`,
y2,` = ν (Z`, X`) +m`.

(4.5)

Here ν (·) is the intensity of the Poisson process y2,`; w` are independent
real-valued random variables with density functions ψ` and;

E [m` | FL,GL,YL − {y2,`} ] = 0

and X and Z have the joint probability distribution given by (4.2).
We shall define a new probability measure P̂ on (Ω,FL ∨ GL ∨ YL) such

that the four processesX`, Z`, y1,` and y2,` become four sets of independent
random variables which are, in particular, independent of each other. Let
φ̂ (x) be any positive probability density defined over R (e.g., a standard
normal), and write

Φ̂L (x`, ` ∈ L) =
∏
`∈L

φ̂ (x`) .
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Assuming that all quantities of interest are positive, define

∆L =
1
e2L

Φ̂L (X)
ΦL (X,Z)

∏
`∈L

ψ` (y1,`)
ψ` (w`)

exp (ν (Z`, X`))
(ν (Z`, X`))

y2,` Z`!

for X = (X`, ` ∈ L), Z = (Z`, ` ∈ L).

Lemma 4.1 E [∆L] = 1.

Proof

E [∆L] = E [E [ ∆L | YL − {y1,`} ,FL,GL ]]

= E

[
Φ̂L (X)

e2LΦL (X,Z)

∏
`∈L

exp (ν (Z`, X`))

(ν (Z`, X`))
y2,L Z`!

∫
R
ψ` (y1,`) dy1,`

]
.

The integral is equal to 1 and proceeding in the same manner with y2,` this
becomes

= E

[
Φ̂L (X)

ΦL (X,Z) eL
1∏

`∈L Z`!

]

=
1
eL

∑
(k`,`∈L)∈NL

∫
RL

Φ̂L (x)
ΦL (x, k)

ΦL (x, k)∏
k`!

dx

=
eL

eL
= 1.

A new probability measure P̂ on (Ω,FL ∨ GL ∨ YL) is obtained if we set
dP̂ /dP = ∆L.

Theorem 4.2 Under the probability measure P̂ the process {Z`, ` ∈ L},
{X`, ` ∈ L}, {y1,`, ` ∈ L}, and {y2,`} are four sets of independent random
variables which are, in particular, independent of each other. Moreover, Z`
and y2,` are Poisson random variables with intensities equal to 1, X` has
probability density function φ̂`, and y1,` has probability density function ψ`.

Proof Let f, g from R → R be any integrable functions and ξ, η any
summable functions from N→ R. Then using a version of Bayes’ Theorem
we write

Ê
[
f (X`) g (y1,`) ξ (Z`) η (y2,`) | FL−{`},GL−{`},YL−{`}

]
=

E
[
f (X`) g (y1,`) ξ (Z`) η (y2,`) ∆L | FL−{`},GL−{`},YL−{`}

]
E
[

∆L | FL−{`},GL−{`},YL−{`}
]
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:=
〈f (X`) g (y1,`) ξ (Z`) η (y2,`) ,∆L〉

〈1,∆L〉

=
〈f (X`) g (y1,`) ξ (Z`) η (y2,`) , δ`〉

〈1, δ`〉
.

Here

δ` =
φ̂ (X`)
Z`!

ψ` (y1,`)
ψ` (w`)

exp (ν (Z`, X`))
(ν (Z`, X`))

y2,` Π (Z`, X`)

and Π (Z`, X`) is given by (4.3). Using repeated conditioning as in the proof
of Lemma 4.1, we see that

〈1, δ`〉 =

[ ∞∑
k=0

∫
R

Π (x, k) dx

]−1

,

〈f (X`) g (y1,`) ξ (Z`) η (y2,`) , δ`〉
= Ê [f (X`)] Ê [g (y1,`)] Ê [ξ (Z`)] Ê [η (y2,`)] 〈1, δ`〉 ,

and X`, Z`, y1,`, and y2,` have the stated probability distributions.

Conditional Distribution of the Scene

We shall work under the probability measure P̂ .

Notation 4.3 Let k = (k`, ` ∈ L) ∈ NL and x = (x`, ` ∈ L) ∈ RL be any
value of the signal components and write

E

[∏
`∈L

I (X` ∈ dx`, Z` = k`) | YL

]
:= qL (k, x)

for the conditional probability density distribution function of the signal
given the observation y.

Theorem 4.4

qL (k, x) =
Υ (k, x, y)∑

k′∈NL
∫
RLΥ (k′, x′, y) dx′

. (4.6)

Here

Υ (k, x, y)

= ΦL (k, x)
∏
`∈L

ψ` (y1,` − h (k`, x`)) (ν (k`, x`))
y2,` exp {−ν (k`, x`)}
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Proof For any integrable function f : NL × RL → R and by a version of
Bayes’ Theorem we write:

E [ f (Z,X) | YL ] =
Ê
[
f (Z,X) ∆L | YL

]
Ê
[

∆L | YL
]

using the independence and distribution assumptions under P̂ ; after sim-
plification this is equal to∑

k∈NL
∫
RL
[
f (k, x) ΦL (k, x)

∏
` ∈ Lψ` (y1,` − h (k`, x`)) (ν (k`, x`))

y2,`

× exp (ν (k`, x`))
]
dx∑

k∗∈NL
∫
RL
[
ΦL (k∗, x∗)

∏
` ∈ Lψ` (y1,` − h (k∗` , x

∗
` )) (ν (k∗` , x

∗
` ))

y2,`

× exp (ν (k∗` , x
∗
` ))
]
dx∗

(4.7)
On the other hand we have

E [ f (Z,X) | YL ] =
∑
k∈NL

∫
RL
f (x, k) qL (x, k) dx. (4.8)

Comparing (4.7)–(4.8) yields at once (4.6).

Maximum A Posteriori Distribution of the Scene

To obtain the maximum posterior estimate of the scene, given the observa-
tions y, the values of (k, x) = (k`, x`, ` ∈ L) which maximize qL (k, x) given
by (4.6) could be obtained. However, the k` take integer values, and it is
difficult to find the maximizing values of (k, x). Procedures discussed in
the literature (Ripley, 1988) include the ICM (iterated conditional modes),
or simulated annealing. As in Section 1 we propose an alternative method
which leads to a sparse system of equations.

Write

L ( k, x | y ) = log ΦL (k, x) +
∑
`∈L

logψ` (y1,` − h (k`, x`))

+
∑
`∈L

(y2,` − 1) ν (k`, x`) . (4.9)

It is sufficient to seek values of
(
k̂, x̂
)

which maximize L ( k, x | y ). For
any positive integer N and any pixel ` ∈ L suppose there is a probabil-
ity distribution p (`) = (p1 (`) , p2 (`) , . . . , pN (`) , pN+1 (`)) which assigns a
probability pi (`) to the integer i, 1 ≤ i ≤ N , and pN+1 (`) to the integers
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greater than N . Write p = (p (`) , ` ∈ L) for the corresponding distribution
and Ep for the expectation. Consider

L ( p, x | y ) = Ep [L ( k, x | y )] . (4.10)

Both variables p and x are now continuous and we propose to investigate
the critical points (p̂, x̂) of L ( p, x | y ) subject to the constraints

pj (`) ≥ 0, ∀` ∈ L, 1 ≤ j ≤ N + 1, (4.11)

and
N+1∑
j=1

pj (`) = 1, ∀` ∈ L.

Once a candidate for
(
p̂, x̂
)

has been found an estimate for
(
k̂, x̂
)

is obtained
by choosing, for each ` ∈ L, the integer i corresponding to the maximum
value of p̂ (`). In case this procedure gives i = N + 1 for a large number
of pixels ` perhaps initially a larger value of N should be chosen. To effect
this, consider real variables ρj (`) such that ρ2

j (`) = pj (`). Then we require

N+1∑
j=1

ρ2
j (`) = 1, ∀` ∈ L. (4.12)

Write

L (ρ, λ) = EpL ( k, x | y ) +
∑
`∈L

λ`

N+1∑
j=1

ρ2
j (`)− 1

 .

Differentiating L (ρ, λ) w.r.t. to ρj (`), x` and λ` gives a sparse system of
(N + 3)L equations for the critical values (ρ̂, x̂).

Again an advantage of this procedure is that it attempts to find simulta-
neously maximal values of k (`) and x (`) for all pixels ` ∈ L, thus avoiding
the iterative procedures of the ICM or simulated annealing.

9.5 Problems and Notes

Problems

1. Show that under the probability measure P defined in Theorem 1.7 the
random variables X`, ` ∈ L satisfy the Markov random field property
given in Lemma 1.2.

2. Establish the result of Lemma 1.10
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3. Explain whether the algorithm described in Remark 1.15 converges nec-
essarily to a global maximum or not.

4. In the blurred model described in Section 1 derive (1.25), (1.26), and
(1.27).

5. Discuss the MAP estimation of the signal X for the HMRF observed in
Gaussian noise in Section 9.2.

Notes

The literature on image processing is extensive. Important contributions
include Besag (1986), Geman and Geman (1984), Qian and Titterington
(1990), and Ripley (1988).





PART V

HMM OPTIMAL
CONTROL





CHAPTER 10

Discrete-Time HMM
Control

10.1 Control of Finite-State Processes

Discrete-time control problems are treated, for example, in Kumar and
Varaiya (1986a) and Caines (1988). Here we discuss the discrete-time, par-
tially observed control problem using the reference probability. The refer-
ence probability is constructed explicitly, and the role of the dynamics in
the separated problem clarified. The unnormalized conditional probabili-
ties, which describe the state of the process given the observations, play
the role of information states , and the control problem can be recast as
a fully observed optimal control problem. Dynamic programming results
and minimum principles are obtained, in terms of separated controls , and
adjoint processes are described for each model.

Dynamics

We use the notation of Chapter 2.
The state and observation processes are as described in Chapter 2 by the

equations

Xk+1 = AXk + Vk+1,

Yk+1 = CXk +Wk+1.

Now, we suppose that the transition matrix A (.) in the chain X depends
on a control parameter u taking values in some measurable space U . At
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time k the control uk is to be Yk-measurable. Write U (k) for the set of
such controls and U (h, h+ `) = U (h) ∪ U (h+ 1) ∪ · · · ∪ U (h+ `). For
u = (u0, . . . , uK−1) ∈ U (0,K − 1), with ui ∈ U (i), where K is the finite
horizon, Xu will denote the corresponding process. We suppose there is a
probability P on (Ω,Gk) such that under P the Y` are i.i.d. random variables
uniformly distributed over the set of unit standard vectors {f1, . . . , fM} of
RM . A new probability measure P u is defined by putting

dPu

dP

∣∣∣∣
Gk

= Λ
u

k :=
k∏
`=1

M∏
i=1

(
Mci`

)Y i` .
Recall from the notation of Chapter 2 that

ck+1 = E [Yk+1 | Gk ] = CXk

and cik+1 = 〈ck+1, fi〉 = E
[
Y ik+1 | Gk

]
= 〈CXk, fi〉. Then under Pu, let us

write the model as

Xu
k+1 = A (uk)Xu

k + Vk+1,

Yk+1 = CXu
k +Wk+1.

From Equation (2.6.1) the recursion equation for the unnormalized distri-
bution again has the form

quk+1 = E
[

Λ
u

k+1X
u
k+1 | Yk+1

]
= M

N∑
j=1

〈quk , ej〉 auj
M∏
i=1

c
Y ik+1
ij . (1.1)

The initial value q0 is the distribution of X0.
Equation (1.1) describes the observable dynamics of a separated prob-

lem. quk+1 is an information state. That is, if we know quk , Y0, . . . , Yk+1 and
uk, Equation (1.1) enables us to determine quk+1. The information state quk
is a positive (not necessarily normalized) measure on S = {e1, . . . , eN}. As
in Chapter 2 we work under P , so the Y ’s remain i.i.d. and uniformly
distributed. A more general model would allow the entries of C to be
u-dependent.

Cost

Suppose there is a cost associated with the process of the form

J (X0, u) =
K∑
k=0

〈Xu
k , `k (u)〉 , for u = (u0, . . . , uK) ∈ U (0,K) . (1.2)
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Note the cost is, without loss of generality, linear in X .
Here, for each k ∈ {0, 1, . . . ,K} and u ∈ U , `k (u) ∈ RN . Then the

expected cost if control u is used is

V0 (u) = E [J (X0, u)]

= E

[
Λ
u

K

(
K∑
k=0

〈Xu
k , `k (uk)〉

)]

= E

[
K∑
k=0

〈
E
[

Λ
u

kX
u
k | Yk

]
, `k (uk)

〉]

= E

[
K∑
k=0

〈quk , `k (uk)〉
]
, (1.3)

We see that the cost is expressed in terms of the information states given
recursively by (1.1).

If q is such an information state at time k then the expected remaining
cost corresponding to the control u ∈ U (k,K) is given by

Vk (q, u) = E

 K∑
j=k

〈
quj , `j (uj)

〉
| qk = q

 . (1.4)

For 0 ≤ k ≤ K the cost process is defined as the essential infimum under
P

V (k, q) =
∧

u∈U(k,K−1)

Vk (q, u) .

For k = K set V (K, q) = E [〈q, `K (u)〉]. The following dynamic program-
ming result is then established:

Lemma 1.1

V (k, q) =
∧

u∈U(k)

E
[
〈q, `k (u)〉+ V

(
k + 1, quk+1

)
| qk = q

]
. (1.5)

Proof

V (k, q) =
∧

u∈U(k,K−1)

Vk (q, u) =
∧

u∈U(k)

∧
v∈U(k+1,K−1)

Vk (q, u) .
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Using (1.4) and double conditioning this is:

=
∧

u∈U(k)

∧
v∈U(k+1,K−1)

E

[
E

[
〈q, `k (u)〉

+
K∑

j=k+1

〈
quj , `j (u)

〉 ∣∣∣∣ Yk+1

] ∣∣∣ qk = q

]

=
∧

u∈U(k)

{
E
[
〈q, `k (u)〉

∣∣ qk = q
]

+
∧

v∈U(k+1,K−1)

E

[
E

[
K∑

j=k+1

〈
quj , `j (u)

〉 ∣∣∣∣ Yk+1

] ∣∣∣∣ qk = q

]}
.

Using the lattice property for the controls [see Lemma 16.14 of Elliott
(1982b)], the inner minimization and first expectation can be interchanged,
so this is

=
∧

u∈U(k)

{
E [ 〈q, `k (u)〉 | qk = q ]

+ E

[ ∧
v∈U(k+1,K−1)

E

[
K∑
j=1

〈
quj , `j (u)

〉 ∣∣∣∣ Yk+1

] ∣∣∣∣ qk = q

]}

=
∧

u∈U(k)

E
[
〈q, `k (u)〉+ V

(
k + 1, quk+1

)
| qk = q

]
.

Definition 1.2 A control u ∈ U (0,K − 1) is said to be separated if uk
depends on (y0, . . . , yk) only through the information states quk . Write
Us (0,K − 1) for the set of separated controls.

Lemma 1.3
V (k, q) =

∧
u∈U

s
(k,K−1)

Vk (q, u) . (1.6)

Proof The proof will use backward induction in k. Clearly

V (K, q) =
∧

u∈U(K)

VK (q, u) =
∧

u∈U(K)

E [〈q, `K (u)〉]

=
∧

u∈U
s
(K)

E [〈q, `K (u)〉]
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and the result holds for k = K. Then from Lemma 1.1

V (k, q) =
∧

u∈U(k)

E
[
〈q, `k (u)〉+ V

(
k + 1, quk+1

)
| qk = q

]
.

It is clear that a minimizing uk (or a sequence of minimizing uk’s) depends
only on the information state qk = q. Therefore,

V (k, q) =
∧

u∈U
s
(k)

E

[
〈q, `k (u)〉+

∧
v∈U

s
(k+1,K−1)

Vk+1

(
quk+1, v

) ∣∣∣∣ qk = q

]

=
∧

u∈U
s
(k,K−1)

Vk (q, u) .

A minimum principle has the following form:

Theorem 1.4 Suppose u∗ is a separated control such that, for each positive
measure q on {e1, . . . , eN}, u∗k (q) achieves the minimum in (1.5). Then
Vk (q, u∗) = V (k, q) and u∗ is an optimal control.

Proof We again use backward induction in k. Clearly

VK (q, u∗) = E [〈q, `K (u∗)〉] = V (K, q) .

Suppose the result holds for k + 1, k + 2, . . . ,K. Then

Vk (q, u∗k) = E
[
〈q, `k (u∗)〉+ Vk+1

(
qu
∗

k+1, u
∗) ∣∣ qh = q

]
= E

[
〈q, `k (u∗)〉+ V

(
k + 1, qu

∗

k+1

) ∣∣ qk = q
]

= V (k, q) .

Now for any other u ∈ U (0,K),

Vk (q, u∗) = V (k, q) ≤ Vk (q, u) ,

and, in particular, V0 (q, u∗) ≤ V0 (q, u), so u∗ is optimal.

Adjoint Process

For simplicity suppose the cost is purely terminal at the final time K, so

J (X0, u) = 〈Xu
K , `K (uK)〉 ,

where uK ∈ U (K). Consequently, `K (uK) is YK measurable and so a
function of Y1, . . . , YK . Then, as in (1.3),

V0 (u) = E [〈Xu
K , `K (uK)〉]

= E [〈quK , `K (uK)〉] .



252 Chapter 10. Discrete-Time HMM Control

Theorem 1.5 Define ηuK = `K (uK) and, if ηuk+1 = ηuk+1 (Y1, . . . , Yk+1)
has been defined, set

ηuk = ηuk (Y1, . . . , Yk) =
N∑
j=1

M∑
i=1

〈
ηuk+1 (fi) , auj

〉
cijej , (1.7)

where ηuk+1 (fi) = ηuk+1 (Y1, . . . , Yk, fi). Then ηuk is the adjoint process such
that

E [ 〈`K (u) , quK〉 | Yk ] = 〈ηuk , quk 〉 .
Proof Again we use backward induction

E [ 〈`K (u) , quK〉 | YK ] = 〈`K (u) , quK〉 = 〈ηuK , quK〉 .

So the result holds for k = K. Suppose ηuk+1 = ηuk+1 (Y1, . . . , Yk, Yk+1) has
been defined. Then

E
[ 〈
ηuk+1, q

u
k+1

〉
| Yk

]
= E

〈ηuk+1,M

N∑
j=1

〈quk , ej〉 auj
M∏
i=1

c
Y ik+1
ij

〉
| Yk


= M

N∑
j=1

〈quk , ej〉E
[ 〈
ηuk+1, a

u
j

〉
〈Yk+1, cj〉 | Yk

]
=

〈
quk ,

N∑
j=1

M∑
i=1

〈
ηuk+1 (fi) , auj

〉
cijej

〉
= 〈quk , ηuk 〉

and the result follows.

Remark 1.6 Notice that the adjoint process is given by finite-dimensional
linear equations. 2

The Dependent Case

When the noises in the signal and observations processes are not indepen-
dent as in Section 2.10, the observable dynamics of the separated control
problem are given in Lemma 2.10.4 as

q̃uk+1 =
M∑
r=1

N∑
j=1

〈q̃uk , ej〉 sur·j 〈yk+1, fr〉 .
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Here srij = P ( Yk+1 = fr, Xk+1 = ei | Xk = ej ) and sr·j is the vector
(sr1j , . . . , srNj). The initial value q̃0 is the (normalized) distribution of X0.
The above analysis goes through and the dynamic programming results are
exactly as before. The adjoint process η̃uk is given by

η̃uk =
k∑
r=1

N∑
j=1

〈
η̃uk+1 (fr) , sur·j

〉
ej . (1.8)

Markov Chain in Gaussian Noise

The model

Xk+1 = AXk + Vk+1,

yk+1 = c (Xk) + σ (Xk)wk+1,

where y is real-valued and the wk are i.i.d. N (0, 1) random variables, is
discussed in Chapter 3 where we derive various estimators of quantities
related to the state and observations processes. The recursive equation
giving updates of the unnormalized conditional distribution of the state is
reported here for convenience:

γk+1 (Xk+1) =
N∑
i=1

〈
γk (Xk) ,Γi (yk+1)

〉
ai,

where

Γi (yk) =

φ
(
yk−ci
σi

)
σiφ (yk)

 ei.
The initial value q0 is the distribution of X0. The above discussion goes
through. The adjoint process is given by

ηuk =
N∑
i=1

ei
σi

∫ +∞

−∞

〈
ηuk+1, A (u) ei

〉
φk+1

(
y − ci
σi

)
dy. (1.9)

We recall that φk is the positive densities of wk, and the wk form a sequence
of independent random variables. The ci and σi are the components of the
functions c and σ, respectively.



254 Chapter 10. Discrete-Time HMM Control

10.2 More General Processes

Dynamics

Consider a finite-time horizon control problem and, for simplicity, suppose
the noise is additive in the state and observation processes. All processes
are defined initially on a probability space (Ω,F , P ).

The state process {xk}, k = 0, 1, . . . ,K, takes values in Rd and has
dynamics

xk+1 = Ak (xk, uk) + vk+1. (2.1)

We suppose the initial density π0 (z) of x0 is known.
The observation process {yk}, k = 0, 1, . . . ,K, takes values in Rm and

has dynamics
yk+1 = Ck (xk) + wk+1. (2.2)

We suppose y0 = 0 ∈ Rm. For 0 ≤ k ≤ K write yk = {y0, y1, . . . , yk}.
{Gk} is the complete filtration generated by x and y. {Yk} is the complete
filtration generated by y.

The noise in the state process is a sequence {vk}, 1 ≤ k ≤ K, of in-
dependent Rd-valued random variables having densities ψk. The noise in
the observation process is a sequence {wk}, 1 ≤ k ≤ K, of independent
Rm-valued random variables having positive densities φk, φk (b) > 0, for
all b ∈ Rm. The parameter uk in (2.1) represents the control variable, and
takes values in a set U ⊂ Rp. At time k, uk is Yk measurable, that is, uk
is a function of yk. For 0 ≤ k < K write U (k) for the set of such control
functions and

U (k, k + `) = U (k) ∪ U (k + 1) ∪ · · · ∪ U (k + `) .

For u ∈ U (0,K − 1), xu will denote the trajectory (x0, x
u
1 , x

u
2 , . . . , x

u
K)

determined by (2.1), and a sequence v1, . . . , vK of noise terms.

Unnormalized Densities

Suppose we have an equivalent probability measure P on (Ω,GK) such
that under P {yk} is a sequence of independent random variables having
positive densities φk and for any u ∈ U (0,K − 1), xuk satisfies the dynamics
in (2.1).

Suppose u ∈ U (0,K − 1). Define

Λ
u

k =
k∏
`=1

φ`
(
y` − C`−1

(
xu`−1

))
φ` (y`)

.
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Then a probability P u can be defined by setting the restriction of dP u/dP
to GK equal to Λ

u

K . It is under Pu that the state and observation processes
have the form (2.1) and (2.2).

Write quk (z) for the unnormalized conditional density such that

E
[

Λ
u

kI (xuk ∈ dz)
∣∣ Yk ] = quk (z) dz.

The normalized conditional density puk (z) is then given by:

puk (z) =
quk (z)∫

Rd q
u
k (ξ) dξ

,

and for any Borel test function f

Eu
[
f
(
xuk+1

)
| Yk+1

]
=
∫
Rd
f (z) puk+1 (z)dz.

Similarly to Theorem 4.4.8 we have the following recurrence relation for
quk :

Theorem 2.1

quk+1 (z) = φk+1 (yk+1)−1

×
∫
Rd
ψk+1 (z −Ak (ξ, uk))φk+1 (yk+1 − Ck (ξ)) quk (ξ) dξ

(2.3)

Remark 2.2 This equation describes the observable dynamics of a sepa-
rated problem. quk+1 (·) is an “information state” in the sense of Kumar and
Varaiya (1986a). That is, if we know quk (·), yk+1 and uk, Equation (2.3)
enables us to determine quk+1 (·). 2

The initial information state q0 is just π0, the (normalized) density of
x0. Note that, even if π0 is a unit mass at a particular x0, qu1 (z) =
φ1 (y1)−1

ψ1 (z −A0 (x0, u0))φ1 (y1 − C0 (x0)), and the consequent terms
qu2 , q

u
3 , . . . follow from Equation (2.3).

Cost

Suppose, given x0 and u ∈ U (0,K − 1), the cost function associated with
the problem is of the form

J (x0, u) =
K−1∑
k=0

`k (xuk , uk) + `K (xuK) . (2.4)
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Then the expected cost, if control u is used and the density of x0 is π0 (·),
is

V0 (π0, u) = E [J (x0, u)] . (2.5)

This can be expressed

V0 (π0, u) = E

[
Λ
u

K

(
K−1∑
k=0

`k (xuk , uk) + `K (xuK)

)]

=
K−1∑
k=0

E
[
Λ
u

k`k (xuk , uk)
]

+ E
[
Λ
u

K`K (xuK)
]

= E

[
K−1∑
k=0

〈`k (z, uk) , quk (z)〉+ 〈`K (z) , quK (z)〉
]

= E

[
E

[
K−1∑
k=0

〈`k (z, uk) , quk (z)〉+ 〈`K (z) , quK (z)〉 | YK

]]

where, for example, we write

〈`k (z, uk) , quk (z)〉 =
∫
Rd
`k (z, uk) quk (z)dz

= E
[

Λ
u

k`k (xuk , uk) | Yk
]
.

Remark 2.3 We have seen the information state at time k belongs to the
set S of positive measures q (·) on Rd. Note the probability measures are a
subset of S. 2

Here S is an infinite-dimensional space. A metric can be defined on S
using the L1 norm, so that for q1 (·) , q2 (·) ∈ S

d
(
q1, q2

)
=
∥∥q1 − q2

∥∥ =
∫
Rd

∣∣q1 (z)− q2 (z)
∣∣ dz.

Any q ∈ S can be normalized to give a probability measure π (q) =
q (·) / ‖q‖.

Consider the process starting from some intermediate time k, 0 ≤ k ≤ K,
from some state q (·) ∈ S. Then, for u ∈ U (k,K − 1)

quk+1 (z) = φk+1 (yk+1)−1 (2.6)

×
∫
Rd
ψk+1 (z −Ak (ξ, uk))φk+1 (yk+1 − Ck (ξ)) q (ξ) dξ.
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The remaining information states qun (·), k+ 1 < n ≤ K, are obtained from
(2.3).

The expected cost accumulated, starting from state q (·) ∈ S and using
control u ∈ U (k,K − 1) is, therefore,

Vk (q, u) = E

K−1∑
j=k

〈
`j (z, uj) , quj (z)

〉
+ 〈`K (z) , quK (z)〉 | qk = q

 . (2.7)

The problem is now in a separated form. The filtering recursively deter-
mines the unnormalized, conditional probabilities which are the informa-
tion states, quk (·). These evolve according to the linear dynamics (2.3), and
the cost is expressed linearly in terms of these information states.

For 0 ≤ k ≤ K the cost process is again the essential infimum

V (k, q) =
∧

u∈U(k,K−1)

Vk (q, u) .

The dynamic programming identity and the minimum principle have the
same forms as in Lemma 1.1 and Theorem 3.3 and their proofs are left as
an exercise.

The Adjoint Process

Consider any control u ∈ U (0,K − 1). We shall suppose for simplicity of
notation that the cost is purely terminal at the final time K, so

J (x0, u) = `K (xuK) .

Then

V (π0, u) = E [`K (xuK)]
= E [〈`K (z) , quK (z)〉] .

Theorem 2.4 There is a process ηuk
(
z, yk

)
, adapted to Yk, such that for

0 ≤ k ≤ K

E [ 〈`K (z) , quK (z)〉 | Yk ] =
〈
ηuk
(
z, yk

)
, quk (z)

〉
.

Further, ηuk evolves in reverse time so that

ηuk
(
ξ, yk

)
=
∫
Rd

∫
Rm

[
ηuk+1

(
z, yk, y

)
φk+1 (y − Ck (ξ))

× ψk+1 (z −Ak (ξ, uk))
]
dz dy

(2.8)
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Proof Again we use backward induction. Define ηuK
(
z, yK

)
= `K (z) so

E [ 〈`K (z) , quK (z)〉 | YK ] = 〈`K (z) , quK (z)〉
=
〈
ηuK
(
z, yK

)
, quK (z)

〉
.

Suppose ηuk+1

(
z, yk+1

)
has been defined. Then〈

ηuk+1

(
z, yk+1

)
, quk+1 (z)

〉
=
∫
Rd
ηuk+1

(
z, yk+1

)
quk+1 (z)dz

and

E
[ 〈
ηuk+1

(
z, yk+1

)
, quk+1 (z)

〉
| Yk

]
=
∫
Rd

∫
Rd

∫
Rm

[
ηuk+1

(
z, yk, yk+1

)
φk+1 (yk+1)−1

φk+1 (yk+1 − Ck (ξ))

× ψk+1 (z −Ak (ξ, uk)) quk (ξ)φk+1 (yk+1)
]
dz dξ dyk+1

=
〈
ηuk
(
ξ, yk

)
, quk (ξ)

〉
where

ηuk
(
ξ, yk

)
=
∫
Rd

∫
Rm

[
ηuk+1

(
z, yk, y

)
φk+1 (y − Ck (ξ))

× ψk+1 (z −Ak (ξ, uk))
]
dz dy.

Remark 2.5 Note in particular

V (π0, u) = E [〈`K (z) , quK (z)〉]
= E [〈ηu0 (ξ, y0) , π0 (ξ)〉]
= E

[〈
ηuk
(
ξ, yk

)
, quk (ξ)

〉]
. 2

Remark 2.6 Note again that the adjoint process derives from a linear
equation. This is now infinite-dimensional for other than the discrete-state
case. 2

Parameter Estimation and Dual Control

Suppose we have a situation where the model contains an unknown param-
eter θ, which we also wish to estimate. That is, suppose the state dynamics
and observation processes are of the form:

xk+1 = ak (xk, uk, θ) + vk+1, (2.9)
yk+1 = ck (xk, θ) + wk+1, 0 ≤ k ≤ K. (2.10)
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Here θ takes values in some measure space (Θ, β, λ), with λ a probability
measure. Θ could be a (subset of a) Euclidean space.

For example, a simple case would be (one-dimensional) linear dynamics
and observations of the form

xk+1 = θ1xk + θ2uk + vk+1,

yk+1 = θ3xk + wk+1.

The analysis of the previous sections goes through, taking the θi to be addi-
tional state variables. The unnormalized conditional density quk (z, θ1, θ2, θ3)
is defined by

E
[

Λ
u

kI (xuk ∈ dz) I
(
θ1 ∈ dθ1

)
I
(
θ2 ∈ dθ2

)
I
(
θ3 ∈ dθ3

) ∣∣ Yk ]
= quk (z, θ1, θ2, θ3) dz dθ1 dθ2 dθ3,

and the recursive Equations (2.3) and dynamic programming results are
exactly as before.

10.3 A Dependent Case

Controlled Dynamics

All processes are defined initially on a probability space (Ω,F , P ). Suppose
{x`}, ` ∈ N, is a discrete-time stochastic process taking values in some Eu-
clidean space Rd. We suppose that x0 has a known distribution π0 (x). Here
{v`}, ` ∈ N, will be a sequence of independent, Rk-valued, random variables
with probability measures dψ` and {w`} a sequence of Rm-valued, random
variables with positive probability density functions φ`. The parameter uk
represents the control variable, and takes values in a set U ⊂ Rr. For k ∈ N,
ak : Rd × Rk × Rm × U → Rd are measurable functions, and we suppose
for k ≥ 0 that

xk+1 = ak+1 (xk, vk+1, wk+1, uk) . (3.1)

The signal process xu is not observed directly; rather we suppose there is an
observation process {y`}, ` ∈ N, related to the signal and taking values in
some Euclidean space Rp and for k ∈ N, ck : Rd×Rm → Rp are measurable
functions such that

yk+1 = ck+1 (xk, wk+1) . (3.2)

At time k, uk is Yk measurable, that is, uk is a function of yk = {y0, y1,
. . . , yk}. We shall consider a finite-time horizon control problem so that
0 ≤ k ≤ K − 1 from now on.
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We assume here that for each 0 ≤ k ≤ K − 1, there is an inverse map
dk : Rd × Rd × Rm × U → Rk such that if (3.1) holds

vk+1 = dk+1 (xk+1, xk, wk+1, uk) . (3.3)

Note this is the case if xk+1 = ãk+1 (xk, wk+1, uk) + vk+1.
We require dk to be differentiable in the first-variable for 0 ≤ k ≤ K− 1.

We also assume that for each 0 ≤ k ≤ K − 1, there is an inverse map
gk : Rp × Rd → Rm such that if (3.2) holds

wk+1 = gk+1 (yk+1, xk) .

Again, this is the case if yk+1 = c̃k+1 (xk) + wk+1. Finally, we require

Ck+1 (xk, wk+1) =
∂ck+1 (xk, w)

∂w

∣∣∣∣
w=wk+1

,

Gk+1 (yk+1, xk) =
∂gk+1 (y, xk)

∂y

∣∣∣∣
y=hk+1

to be nonsingular for 0 ≤ k ≤ K − 1.

Separation of the Problem

Suppose u ∈ U (0,K − 1). Define

λu` =
φ` (y`)

φ`
(
g`
(
y`, xu`−1

)) (G` (y`, x`−1)−1

∂y

)−1

and

Λuk =
k∏
`=1

λu` .

Then a probability measure P
u

can be defined by setting the restriction of
dP

u
/dPu to FK equal to ΛuK . It can be shown that under P

u
:

1. {yk} is a sequence of independent random variables having positive
densities φk,

2. xuk satisfies the dynamics

xuk+1 = ak+1 (xuk , vk+1, gk (yk+1, x
u
k) , uk) , 0 ≤ k ≤ K − 1.
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We now suppose that our starting, or reference, measure is P
u

on (Ω,FK)
and, proceeding in an inverse manner, we define

λ
u

` =
φ`
(
g`
(
y`, x

u
`−1

))
φ` (y`)

C`
(
xu`−1, w`

)−1

w`

and Λ
u

k =
∏k
`=1 λ

u

` . Then the probability measure P u, under which (3.1)
and (3.2) hold, is obtained by setting

(
dPu/dP

u)|GK = Λ
u

K .
Write dαuk (x) for the unnormalized conditional probability measure such

that
E
u[

Λ
u

kI (xk ∈ dx)
∣∣ Yk ] := dαuk (x) .

Theorem 3.1 For 1 ≤ k ≤ K, a recursion for dαuk (x) is given by

dαuk (x) =
∫
Rd

Φk (x, yk, z) dψk (dk (x, z, gk (yk, z) , uk−1)) dαuk−1 (z) . (3.4)

Here

Φk (x, yk, z) =
1

φk (yk)
φk (gk (yk, z))Ck (z, gk (yk, z))−1

×
∣∣∣∣∂dk (x, z, gk (yk, z) , uk−1)

∂x

∣∣∣∣
Proof The proof is similar to that of Theorem 4.4.2.

Cost

Suppose, given x0 and u ∈ U (0,K − 1), the cost function associated with
the problem is of the form

J (x0, u) =
K−1∑
k=0

`k (xuk , uk) + `K (xuK)

with expected cost

V0 (π0, u) = Eu [J (x0, u)]

= E
u

[
Λ
u

K

K−1∑
k=0

`k (xuk , uk) + Λ
u

K`K (xuK)

]

= E
u

[
K−1∑
k=0

∫
Rd
`k (z, uk) dαuk (z) +

∫
Rd
`K (z)dαuK (z)

]
.
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If we write

〈`k (z, uk) , dαuk (z)〉 =
∫
Rd
`k (z, uk) dαuk (z) ,

this is

= E
u

[
K−1∑
k=0

〈`k (z, uk) , dαuk (z)〉+ 〈`K (z) , dαuK (z)〉
]
.

The information states dαuk are positive measures on Rd. Consider the pro-
cess starting from some intermediate time k, 0 ≤ k ≤ K, from some state
dα. Then the expected remaining cost, corresponding to u ∈ U (k,K − 1)
is given by

Vk (dα, u) = E
u

[
K−1∑
j=k

〈
`j (z, uj) , dαuj (z)

〉
+ 〈`K (z) , dαuK (z)〉

∣∣∣ dαuk = dα

]
.

For 0 ≤ k ≤ K the cost process is defined as the essential minimum

V (k, dα) =
∧

u∈U(k,K−1)

Vk (dα, u) . (3.5)

For k = K set V (K, dα) = E
u

[〈`K (z) , dα (z)〉]. The following dynamic
programming result is then established.

Lemma 3.2 For 0 ≤ k ≤ K − 1 and dα a positive measure on Rd

V (k, dα) =
∧

u∈U(k)

E
u [ 〈`k (z, uk) , dα (z)〉+ V

(
k + 1, dαuk+1

)
| dαk = dα

]
.

(3.6)

A dynamic programming result can be obtained as in earlier sections,
and a minimum principle has the following form.

Theorem 3.3 Suppose u∗ is a separated control such that, for each pos-
itive measure dα on Rd, u∗k (dα) achieves the minimum in (1.5). Then
Vk (dα, u∗) = V (k, dα), and u∗ is an optimal control.

Proof The proof will use backward induction on k. Clearly

VK (dα, u∗) = E
u

[〈`K (z) , dα (z)〉] = V (K, dα) .
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Suppose the result holds for k + 1, k + 2, . . . ,K. Then

Vk (dα, u∗k) = E
u∗[ 〈`k (z, u∗) , dα (z)〉+ Vk+1(dαu

∗

k+1, u
∗)
∣∣ dαk = dα

]
= E

u∗[ 〈`k (z, u∗) , dα (z)〉+ V (k + 1, dαu
∗

k+1)
∣∣ dαk = dα

]
= V (k, dα) .

Now for any other u ∈ U (0,K − 1),

Vk (dα, u∗) = V (k, dα) ≤ Vk (dα, u) ,

and, in particular, V0 (dα, u∗) ≤ V0 (dα, u), so u∗ is optimal.

The Adjoint Process

Consider any control u ∈ U (0,K − 1). We shall suppose for simplicity of
notation that the cost is purely terminal at the final time K, so

J (x0, u) = `K (xuK) .
Then

V (π0, u) = Eu [`K (xuK)]
= E

u
[〈`K (x) , dαuK (x)〉] .

Theorem 3.4 There is a process βuk
(
x, yk

)
, adapted to Yk, such that for

0 ≤ k ≤ K

E
u

[ 〈`K (x) , dαuK (x)〉 | Yk ] =
〈
βuk
(
x, yk

)
, dαuk (x)

〉
.

Further, βuk evolves in reverse time so that

βuk
(
z, yk

)
=
∫
Rp

[ ∫
Rd
βuk+1

(
x, yk, yk+1

)
φk+1 (gk+1 (yk+1, z)) dψk+1

× (dk+1 (x, z, gk+1 (yk+1, z) , uk))Ck+1 (z, gk+1 (yk+1, z))−1

×
∣∣∣∣∂dk+1 (x, z, gk+1 (yk+1, z) , uk)

∂x

∣∣∣∣ ]dyk+1.

Proof The proof is left as an exercise.
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10.4 Problems and Notes

Problems

1. Derive the dynamic programming result (1.8).

2. Derive the adjoint process given by (1.9) for the control of a Markov
chain in Gaussian noise.

3. Obtain the unnormalized recursive density and the dynamic program-
ming results for the model given by (2.9) and (2.10) in the dual control
section.

4. Derive the adjoint process given in Theorem 3.4.

Notes

In this chapter discrete-time, partially observed control problems are dis-
cussed by explicitly constructing a reference probability under which the
observations are independent. Using the unnormalized conditional proba-
bilities as information states, the problems are treated in separated form.
Dynamic programming and minimum principle results are obtained. The
idea of measure change from earlier chapters has again been exploited.



CHAPTER 11

Risk-Sensitive Control
of HMM

11.1 Introduction

We saw in Chapter 10 that a stochastic control problem was solved using
an information state, that is, an unnormalized conditional density. This
problem was of the risk-neutral type. In this chapter we will solve a risk-
sensitive stochastic control problem. It turns out, surprisingly, that the
appropriate information state is not an unnormalized conditional density;
rather, the information state also depends on the cost function.

Risk-sensitive problems involve an exponential cost function, which re-
flects the controllers’ aversion to risk. A risk-sensitive controller is more
conservative than the risk-neutral controller discussed in Chapter 10, since
the cost function penalizes large values—a manifestation of the exponential
function. The risk-sensitive stochastic control problem is formulated and
solved in Section 2.

Interestingly, the risk-sensitive problem is closely related to H∞, or ro-
bust, control. Actually, it incorporates features of both H∞ and H2 (i.e.,
risk-neutral) control. The relationship is due to the fact that H∞ problems
can be formulated in terms of dynamic games. In the case of linear systems
with quadratic cost functions, the solution of the risk-sensitive problem
coincides with that of a dynamic game; in the general nonlinear case, one
must employ an asymptotic (small noise) limit to make the connection.

Accordingly, to point out this connection (and to emphasize the role of
risk-sensitivity), we include a small noise parameter ε and a risk-sensitive
parameter µ > 0 in our formulation. Note, however, that the solution to
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the risk-sensitive problem in no way depends on asymptotic limits.
In Section 3, we briefly explain the connection with H∞ dynamic games,

and in Section 4 the relationship between risk-sensitive and risk-neutral
(or H2) problems is explained. Finally, we give an example in Section 5 for
which the information state is finite-dimensional.

11.2 The Risk-Sensitive Control Problem

Dynamics

On a probability space (Ω,F , P u) we consider a risk-sensitive stochastic
control problem for the discrete-time system

xεk+1 = a (xεk, uk) + vεk+1 ∈ Rn, (2.1)
yεk+1 = c (xεk) + wεk+1 ∈ R, (2.2)

on the finite-time interval k = 0, 1, 2, . . . ,K. The process xε ∈ R repre-
sents the state of the system, and is not directly measured. The process
yε ∈ R is measured and is called the observation process. This observa-
tion process can be used to select the control actions uk. The values Gk
and Yk denote the complete filtrations generated by (xε` , y

ε
` , 0 ≤ ` ≤ k) and

{yε` , 0 ≤ ` ≤ k}, respectively.
We assume:

1. xε0 has density ρ (x) = (2π)−n/2 exp
(
− 1

2 |x|
2).

2. {vεk} is an Rn-valued i.i.d. noise sequence with density

ψε (v) = (2πε)−n/2 exp
(
− 1

2ε |v|
2)
.

3. yε0 = 0.

4. The set of random variables {wεk} is a real-valued i.i.d. noise sequence
with density

φε (w) = (2πε)−1/2 exp
(
− 1

2ε |w|
2),

independent of xε0 and {vεk}.

5. The function a (.) ∈ C1 (Rn × Rm,Rn) is bounded and Lipschitz con-
tinuous, uniformly in (x, u) ∈ Rn × U .

6. The controls uk take values in U ⊂ Rm, assumed compact, and are
Yk-measurable. We write U (k, `) for the set of such control processes
defined on the interval k, . . . , `.
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7. The function c (.) ∈ C (Rn) is bounded and uniformly continuous.

The probability measure P u can be defined in terms of an equivalent
reference measure P . Under P , {yεk} is i.i.d. with density φε, independent
of {xεk}, and xε satisfies (2.1). For u ∈ U (0,K − 1),

dP u

dP

∣∣∣∣
Gk

= Λ
ε

k =
k∏
`=1

λ
ε (
xε`−1, y

ε
`

)
,

where

λ
ε

(x, y) :=
φ (y − c (x))

φ (y)
= exp

(
−1
ε

[
1
2
|c (x)|2 − c (x) y

])
.

Cost Function

The cost function is defined for admissible u ∈ U (0,K − 1) and µ > 0 by

Jµ,ε (x0, u) =

[
exp

(
µ

ε

{
K−1∑
k=0

L (xεk, uk) + Φ (xεK)

})]
,

V µ,ε (π0, u) = E [Jµ,ε (x0, u)] , (2.3)

where the density on x0 is π0.
The partially observed risk-sensitive stochastic control problem is to find

u∗ ∈ U (0,K − 1) such that

V µ,ε (π0, u
∗) =

∧
u∈U(0,K−1)

V µ,ε (π0, u) .

Here, we assume:

8. L ∈ C (Rn × Rm) is nonnegative, bounded and uniformly continuous.
uniformly in (x, u) ∈ Rn × U .

9. Φ ∈ C (Rn) is nonnegative, bounded, and uniformly continuous.

Remark 2.1 The assumptions 1–9 are stronger than necessary. For exam-
ple, the boundedness assumption for a can be replaced by a linear growth
condition. In addition, a “diffusion” coefficient can be inserted into the
system. Other choices for the initial density ρ are possible. 2

The parameters µ > 0 and ε > 0 are measures of risk sensitivity and noise
variance. In view of our assumptions, the cost function is finite for all µ > 0,
ε > 0. For risk-sensitive problems the cost is of an exponential form.
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In terms of the reference measure, the cost can be expressed as

V µ,ε (π0, u) = E

[
Λ
ε

K exp

(
µ

ε

{
K−1∑
k=0

L (xεk, uk) + Φ (xεK)

})]
. (2.4)

Information State

We consider the space L∞ (Rn) and its dual L∞∗ (Rn), which includes
L1 (Rn). We will denote the natural bilinear pairing between L∞ (Rn) and
L∞∗ (Rn) by 〈τ, β〉 for τ ∈ L∞∗ (Rn), β ∈ L∞ (Rn). In particular, for
α ∈ L1 (Rn) and β ∈ L∞ (Rn) we have

〈α, β〉 =
∫
Rn
α (x)β (x) dx.

We now define an information state process qµ,εk ∈ L∞∗ (Rn) by∫
Rn
η (x) qµ,εk (x) dx = 〈qµ,εk , η〉 (2.5)

= E

[
η (xεk) exp

(
µ

ε

k−1∑
`=0

L (xε` , u`)

)
Λ
ε

k

∣∣∣∣ Yk
]

for all test functions η in L∞ (Rn), for k = 1, . . . ,K and qµ,ε0 = ρ ∈ L1 (Rn).
We note that this information state is similar to that of Chapter 10, but
it now includes part of the exponential cost function. We introduce the
bounded linear operator Σµ,ε : L∞ (Rn)→ L∞ (Rn) defined by

Σµ,ε (u, y)β (ξ) := exp
(µ
ε
L (ξ, u)

)
λε (ξ, y)

∫
Rn
ψε (z − a (ξ, u))β (z) dz.

(2.6)
The bounded linear operator Σµ,ε ∗ : L∞∗ (Rn) → L∞∗ (Rn) adjoint to
Σµ,ε is defined by

〈Σµ,ε ∗τ, η〉 = 〈τ,Σµ,εη〉
for all τ ∈ L∞∗ (Rn), η ∈ L∞ (Rn).

The following theorem establishes that qµ,εk is in L1 (Rn) and its evolution
is governed by the operator Σµ,ε ∗, and for α ∈ L1 (Rn), η ∈ L∞ (Rn), we
have

Σµ,ε ∗ (u, y)α (z) =
∫
Rn
ψε (z − a (ξ, u)) exp

(µ
ε
L (ξ, u)

)
λε (ξ, y)α (ξ) dξ.

(2.7)
Note that qµ,εk is an unnormalized “density” for the state which also depends
on the cost.

Similarly to Theorem 10.2.1, we have the following result.
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Theorem 2.2 The information state qµ,εk satisfies the recursion

qµ,εk = Σµ,ε ∗ (uk−1, y
ε
k) qµ,εk−1,

qµ,ε0 = ρ.
(2.8)

Further, qµ,εk ∈ L1 (Rn) since ρ ∈ L1 (Rn) and Σµ,ε ∗ maps L1 (Rn) into
L1 (Rn).

Proof The proof is left as an exercise.

Remark 2.3 When L ≡ 0, the recursion (2.8) reduces to the Duncan-
Mortensen-Zakai equation for the unnormalized conditional density given
in Theorems 10.2.1 and 10.3.1. See also Kumar and Varaiya (1986b). 2

Next, we define an adjoint operator Σµ,ε ∗ : Cb (Rn) → Cb (Rn). [Actually
it maps L∞ (Rn) to L∞ (Rn), but we need only Cb (Rn) for our purpose
here where Cb (Rn) := {q ∈ C (Rn) : |q (x)| ≤ C, for some C ≥ 0} .] This is
the analog of the recursion of Theorem 10.3.4. The operator Σµ,ε actually
maps Cb (Rn) into Cb (Rn). Then we can define a process βµ,εk ∈ Cb (Rn)
by

βµ,εk−1 = Σµ,ε (uk−1, y
ε
k) βµ,εk ,

βµ,εK = exp
(
µ
εΦ
)
.

(2.9)

It is straightforward to establish the adjoint relationships〈
Σµ,ε ∗α, β

〉
=
〈
α,Σµ,εβ

〉
,〈

qµ,εk , βµ,εk
〉

=
〈
qµ,εk−1, β

µ,ε
k−1

〉
, (2.10)

for all α ∈ L1 (Rn), β ∈ Cb (Rn), and all k.

Alternate Representation of the Cost

Following (Bensoussan and van Schuppen, 1985), we define for u ∈
U (0,K − 1)

Kµ,ε (π0, u) = E
[〈
qµ,εK , exp

(µ
ε

Φ
)〉]

, (2.11)

a cost function associated with the new “state” process qµ,εk .

Theorem 2.4 We have for all u ∈ U (0,K − 1)

Jµ,ε (u) = Kµ,ε (u) . (2.12)
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Proof By (2.5),

Kµ,ε (π0, u) = E

[
E

[
exp

(µ
ε

Φ (xεK)
)

exp

(
µ

ε

K−1∑
k=0

L (xεk, uk)

)
Λ
ε

K

∣∣∣∣ YK
]]

= E

[
exp

(
µ

ε

{
K−1∑
k=0

L (xεk, uk) + Φ (xεK)

})
Λ
ε

K

]
= V µ,ε (π0, u)

using (2.4).

We now define an alternate but equivalent stochastic control problem
with complete state information. Under the measure P u, consider the state
process qµ,εk governed by (2.8) and the cost Kµ,ε (π0, u) given by (2.11).
The new problem is to find u∗ ∈ U (0,K − 1) minimizing Kµ,ε.

Let Us (k, `) denote the set of control processes defined on the interval
k, . . . , ` which are adapted to σ

(
qµ,εj , k ≤ j ≤ `

)
. Such policies are called

separated (Kumar and Varaiya, 1986b).

Dynamic Programming

The alternate stochastic control problem can be solved using dynamic pro-
gramming. Consider now the state qµ,ε on the interval k, . . . ,K with initial
condition qµ,εk = q ∈ L1 (Rn):

qµ,ε` = Σµ,ε ∗ (u`−1, y
ε
` ) q

µ,ε
`−1, k + 1 ≤ ` ≤ K,

qµ,εk = q.
(2.13)

The corresponding value function for this control problem is defined for
q ∈ L1 (Rn) by

V µ,ε (k, q) =
∧

u∈U(k,K−1)

E [ 〈qµ,εk , βµ,εk 〉 | q
µ,ε
k = q ]

=
∧

u∈U(k,K−1)

E
[〈
qµ,εk , exp

(µ
ε

Φ
)〉]

(2.14)

Note that this function is expressed in terms of the adjoint process βµ,εk ,
given by (2.9). See Theorem 10.2.4.

The following result is the analog of Lemma 10.1.1.
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Theorem 2.5 (Dynamic programming equation) The value function V µ,ε

satisfies the recursion

V µ,ε (k, q) =
∧

uk∈U(k,k)

E
[
V µ,ε

(
k + 1,Σµ,ε ∗

(
uk, y

ε
k+1

)
q
)]

V µ,ε (q,K) =
〈
q, exp

(µ
ε

Φ
)〉

.

(2.15)

Proof

V µ,ε (k, q)

=
∧

u∈U(k,k)

∧
v∈U(k+1,K−1)

E
[ 〈
qµ,εk ,Σµ,ε

(
uk, y

ε
k+1

)
βµ,εk+1

〉
| qµ,εk = q

]
=

∧
u∈U(k,k)

∧
v∈U(k+1,K−1)

E
[
E
[ 〈

Σµ,ε ∗
(
uk, y

ε
k+1

)
qµ,εk , βµ,εk+1

〉
| Yk+1

]
∣∣ qµ,εk = q

]
=

∧
u∈U(k,k)

E

[ ∧
v∈U(k+1,K−1)

E
[ 〈

Σµ,ε ∗
(
uk, y

ε
k+1

)
qµ,εk , βµ,εk+1

〉
| Yk+1

]
∣∣∣ qµ,εk = q

]
=

∧
u∈U(k,k)

E

[ ∧
v∈U(k+1,K−1)

E
[〈
qµ,εk+1, β

µ,ε
k+1

〉
| qµ,εk+1 = Σµ,ε ∗

(
uk, y

ε
k+1

)
q
]]

=
∧

u∈U(k,k)

E
[
V µ,ε

(
k + 1,Σµ,ε ∗

(
uk, y

ε
k+1

)
q
)]
.

The interchange of minimization and conditional expectation is justified
because of the lattice property of the set of controls (Elliott, 1982b, Chap-
ter 16).

Theorem 2.6 (Verification) Suppose that u∗ ∈ Us (0,K − 1) is a policy
such that, for each k = 0, . . . ,K − 1, u∗k = u∗k (qµ,εk ), where u∗k (q) achieves
the minimum in (2.15). Then u∗ ∈ U (0,K − 1) and is an optimal policy for
the partially observed risk-sensitive stochastic control problem (Section 2).

Proof The proof is similar to Theorem 10.1.4.
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Remark 2.7 As in Chapter 10, the significance of Theorem 2.6 is that it
establishes the optimal policy of the risk-sensitive stochastic control prob-
lem as a separated policy through the process qµ,εk which serves as an “in-
formation state” (Kumar and Varaiya, 1986b). 2

11.3 Connection with H∞ Control

In this section we explain the connection of the risk-sensitive problem with
H∞ control through dynamic games. Complete details can be found in
James (1992).

Information State

For γ ∈ G :=
{
γ ∈ R2 : γ1 > 0, γ2 ≥ 0

}
define

Dγ :=
{
p ∈ C (Rn) : p (x) ≤ −γ1 |x|2 + γ2

}
,

D :=
{
p ∈ C (Rn) : p (x) ≤ −γ1 |x|2 + γ2, for some γ ∈ G

}
.

We equip these spaces with the topology of uniform convergence on com-
pact subsets. In the sequel, B (x, α) ⊂ Rp denotes the open ball centered
at x ∈ Rp of radius α > 0.

The inner product 〈. , .〉 is replaced by the “sup pairing”

(p, q) := sup
x∈Rn

{p (x) + q (x)} . (3.1)

This is defined for p ∈ D, q ∈ Cb (Rn), and arises naturally in view of the
Varadhan-Laplace lemma (James, 1992). In fact,

lim
ε→0

ε

µ
log
〈

exp
(µ
ε
p
)
, exp

(µ
ε
q
)〉

= (p, q) (3.2)

[uniformly on compact subsets of Dγ × Cb (Rn), for each γ ∈ G].
Define operators Γµ ∗ : D → D, and Γµ : Cb (Rn)→ Cb (Rn) by

Γµ ∗ (u, y) p (z) := sup
ξ∈Rn

{
L (ξ, u)− 1

2µ
|z − a (ξ, u)|2

− 1
µ

[
1
2
|c (ξ)|2 − c (ξ) y

]
+ p (ξ)

}
,

Γµ (u, y) q (ξ) := sup
z∈Rn

{
− 1

2µ
|z − a (ξ, u)|2 + q (z)

}
+ L (ξ, u)− 1

µ

[
1
2
|c (ξ)|2 − c (ξ) y

]
. (3.3)
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With respect to the “sup pairing” (· , ·), these operators satisfy:

(Γµ ∗p, q) = (p,Γµq) . (3.4)

Also, Γµ ∗ (u, y) : Dγ → D is continuous for each γ ∈ G; in fact, the map
(u, y, p) 7→ Γµ ∗ (u, y) p, U × R×Dγ → D is continuous.

The next theorem is a logarithmic limit result for the information state
and its dual, stated in terms of operators (i.e., semigroups).

Theorem 3.1 We have

lim
ε→0

ε

µ
log Σµ,ε ∗ (u, y) exp

(µ
ε
p
)

= Γµ ∗ (u, y) p,

lim
ε→0

ε

µ
log Σµ,ε (u, y) exp

(µ
ε
q
)

= Γµ (u, y) q (3.5)

in D uniformly on compact subsets of U × R × Dγ for each γ ∈ G, and
respectively, in Cb (Rn) uniformly on compact subsets of U × R×Cb (Rn).

Proof From (2.7), we have

ε

µ
log Σµ,ε ∗ (u, y) exp

(µ
ε
p
)
z

=
ε

µ
log
∫
Rn

exp
µ

ε

(
− 1

2µ
|z − a (ξ, u)|2 − nε

2µ
log (2πε)

− 1
µ

[
1
2
|c (ξ)|2 − c (ξ) y

]
+ L (ξ, u) + p (ξ)

)
dξ

Therefore,

lim
ε→0

ε

µ
log Σµ,ε ∗ (u, y) exp

(µ
ε
p
)
z

= sup
ξ∈Rn

{
L (ξ, u)− 1

2µ
|z − a (ξ, u)|2 − 1

µ

[
1
2
|c (ξ)|2 − c (ξ) y

]
+ p (ξ)

}
= Γµ ∗ (u, y) p (z)

uniformly in a = (z, u, y, p) ∈ A, where A = B (0, R)× U × B (0, R)×K,
and K ⊂ Dγ is compact. This proves the first part of (3.5). The second
part is proven similarly.

Risk-Sensitive Value Function

We now give a result which provides a dynamic programming result for the
small noise limit of the risk-sensitive value function V µ,ε. The proof can be
found in James, Baras and Elliott (1993).
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Theorem 3.2 The function Wµ (p, k) defined for p ∈ D by

Wµ (k, p) := lim
ε→0

ε

µ
logV µ, ε

(
exp

(µ
ε
p
)
, k
)

(3.6)

exists [i.e., the sequence converges uniformly on compact subsets of Dγ
(γ ∈ G)], is continuous on Dγ (γ ∈ G), and satisfies the recursion

Wµ (k, p) = inf
u∈U

sup
y∈R

{
Wµ (k + 1,Γµ ∗ (u, y) p, )− 1

2µ
|y|2
}
,

Wµ (K, p) = (p,Φ) .
(3.7)

Remark 3.3 In James et al. (1993) Wµ (p, k) is interpreted as the optimal
cost function (upper value) for a deterministic dynamic game problem.
Also, the limit limε→0

ε
µ log qµ,εk = pµk is the information state for the game.

This is the most important contribution of James et al. (1993). 2

11.4 Connection with H2 or Risk-Neutral Control

In this section we explain how a risk-neutral stochastic control problem
is obtained if in the risk-sensitive stochastic control problem the risk-
sensitivity parameter µ tends to zero. In this limiting case, the index ex-
pressed as a power series expansion is seen to approximate its first two
terms and thus be effectively the exponent itself, so the limiting connec-
tion to risk-neutral, i.e., H2, control is not surprising.

Information State

Similarly to Chapter 10 we now define the bounded linear operator Σε :
L1 (Rn)→ L1 (Rn) and Σε: L∞ (Rn)→ L∞ (Rn) by: by

Σε (u, y) q (z) :=
∫
Rn
ψε (z − a (ξ, u))λε (ξ, y) q (ξ) dξ.

Σε (u, y)β (ξ) :=
∫
Rn
ψε (z − a (ξ, u))β (ξ) dzλε (ξ, y) . (4.1)

These operators are adjoint with respect to the inner product 〈· , ·〉.
Theorem 4.1 We have

lim
µ→0

Σµ,ε (u, y) q = Σε (u, y) q,

lim
µ→0

Σµ,ε (u, y)β = Σε (u, y)β (4.2)
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uniformly on bounded subsets of U × R × L1 (Rn) [respectively, U × R ×
L∞ (Rn)].

Proof This result follows simply from the definitions in (2.7) and (4.1).

Next, we define a process qεk ∈ L1 (Rn) and its dual (w.r.t. 〈· , ·〉) βεk by
the recursion {

qεk = Σε (uk−1, y
ε
k) qεk−1,

qε0 = ρ;
(4.3){

βεk−1 = Σε (uk−1, y
ε
k)βεk,

βεK = 1.
(4.4)

A Risk-Neutral Control Problem

We are, therefore, in the situation of Chapter 10. We again consider the
discrete-time stochastic system in (2.1) and (2.2), and formulate a partially
observed risk-neutral stochastic control problem with cost

V ε (π0, u) = Eu

[
K−1∑
k=0

L (xεk, uk) + Φ (xεK)

]
(4.5)

defined for u ∈ U (0,K − 1), where U (0,K − 1), etc., are as defined above.
This cost function is finite for all ε > 0.

We quote the following result from Lemma 10.1.3, which establishes that
the optimal policy is separated through the information state qεk satisfying
(4.4).

Theorem 4.2 The unnormalized conditional density qεk is an information
state for the risk-neutral problem, and the value function defined for q ∈
L1 (Rn) by

W ε (k, q) =
∧

u∈U
s
(k,K−1)

E

[
K−1∑
`=k

〈qε` , L (· , u)〉+ 〈qεK ,Φ〉 | qεk = q

]
(4.6)

satisfies the dynamic programming equation

W ε (k, q) = inf
u∈U

E
[
〈q, L (·, u)〉+W ε

(
k + 1,Σε

(
u, yεk+1

)
q
)]
,

W ε (K, q) = 〈q,Φ〉 .
(4.7)

If u∗ ∈ Us (0,K − 1) is a policy such that, for each k = 0, . . . ,K − 1, u∗k =
u∗k (qεk), where u∗k (q) achieves the minimum in (4.7), then u∗ ∈ U (0,K − 1)
and is an optimal policy for the partially observed risk-neutral problem.
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Remark 4.3 The function W ε (q, k) depends continuously on q ∈ L1 (Rn).
2

Risk-Sensitive Value Function

The next theorem evaluates the small risk limit of the risk-sensitive stochas-
tic control problem. Note that normalization of the information state is
required. The limit operation picks out the supremum on the right side.

Theorem 4.4 We have

lim
µ→0

ε

µ
log

V µ,ε (k, q)
〈q, 1〉 =

W ε (k, q)
〈q, 1〉 (4.8)

uniformly on bounded subsets of L1 (Rn).

Proof 1. We claim that

V µ,ε (k, q) = 〈q, 1〉+
µ

ε
W ε (k, q) + o (µ) (4.9)

as µ→ 0 uniformly on bounded subsets of L1 (Rn).
For k = K,

V µ,ε (K, q) =
〈
q, exp

(µ
ε

Φ
)〉

= 〈q, 1〉+
µ

ε
〈q,Φ〉+ o (µ)

= 〈q, 1〉+
µ

ε
W ε (K, q) + o (µ)

as µ→ 0, uniformly on bounded subsets of L1 (Rn).
Assume now that (4.9) is true for k + 1, . . . ,K. Then

V µ,ε (k, q;u)
:= E

[
V µ,ε

(
k + 1,Σµ,ε

(
u, yεk+1

)
q
)]

=
∫
R
φε (y)V µ,ε (k + 1,Σµ,ε (u, y) q) dy

=
∫
Rn

∫
R

[
φε (y − c (ξ)) exp

(µ
ε
L (ξ, u)

)
× V µ,ε

(
k + 1,

Σµ,ε (u, y) q
〈Σµ,ε (u, y) q, 1〉

)
q (ξ)

]
dξ dy
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=
∫
Rn

∫
R

{
φε (y − c (ξ))

[
1 +

µ

ε
L (ξ, u) + o (µ)

]
×
[
1 +

µ

ε
W ε

(
k + 1,

Σµ,ε (u, y) q
〈Σµ,ε (u, y) q, 1〉

)
+ o (µ)

]
q (ξ)

}
dξ dy

= 〈q, 1〉+
µ

ε

{
〈q, L (· , u)〉

+
∫
Rn

∫
R

[
φε (y − c (ξ))W ε

(
k + 1,

Σε (u, y) q
〈Σε (u, y) q, 1〉

)
× q (ξ)

]
dξ dy

}
+ o (µ)

= 〈q, 1〉+
µ

ε

{
〈q, L (· , u)〉+

∫
R
φε (y)W ε (k + 1,Σε (u, y) q) dy

}
+ o (µ)

as µ → 0 uniformly on bounded subsets of U × L1 (Rn). Thus, using the
continuity of (q, u) 7→ V µ,ε (k, q;u),

V µ,ε (k, q) =
∧
u∈U

V µ,ε (q, k;u)

= 〈q, 1〉+
µ

ε

∧
u∈U

{
〈q, L (· , u)〉

+
∫
R
φε(y)W ε(k + 1,Σε(u, y) q) dy

}
+ o (µ)

= 〈q, 1〉+
µ

ε
W ε (k, q) + o (µ) ,

uniformly on bounded subsets of L1 (Rn), proving (4.9).
2. To complete the proof, note that (4.9) implies

V µ,ε (k, q)
〈q, 1〉 = 1 +

µ

ε

W ε (k, q)
〈q, 1〉 + o (µ)

and hence
ε

µ
log

V µ,ε (k, q)
〈q, 1〉 =

W ε (k, q)
〈q, 1〉 + o (1)

as µ→ 0, uniformly on bounded subsets of L1 (Rn).

Remark 4.5 We conclude from Theorems 4.2 and 4.4 that the small risk
limit of the partially observed stochastic risk-sensitive problem is a partially
observed stochastic risk-neutral problem. 2
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11.5 A Finite-Dimensional Example

In this section we present a discrete-time analogue of Bensoussan and El-
liott (1995). Suppose {Ω,F , P} is a probability space with a complete fil-
tration {Gk}, k ∈ N, on which are given two sequences of independent
random variables xk and yk, having normal densities ψk = N (0, Qk) and
φk = N (0, Rk) where Qk and Rk are n × n and m × m positive definite
matrices for all k ∈ N.

Note that, unlike earlier sections we start with a measure P under which
the xk and yk processes are independent random variables, that is, P is
already playing the role of P . The Λ we define below, therefore, plays the
role of Λ. A measure P u is then defined, so that under P u the xk and yk
processes satisfy the dynamics in (5.1) and (5.2).

Let U be a nonempty subset of Rp. Y0 is the trivial σ-field and for
k ≥ 1 Yk = σ {y`, ` ≤ k} is the complete filtration generated by y. The
admissible controls u are the set of U -valued {Yk}-adapted processes, that
is an admissible control u is a sequence (u0, . . . , uk, . . . ) where uk is Yk
measurable.

Write U (k, `) for the set of such control processes defined on the interval
k, . . . , `.

Consider the following functions

Ak (u) : U × N→ L (Rn,Rn) (the space of n× n matrices)
Bk (u) : U × N→ Rn

Ck (u) : U × N→ L (Rm,Rm) .

In the sequel, for any admissible control u, we shall write Ak (u) for Ak (uk),
and so on.

Define

Λuk+1 = Λk+1

=
k∏
`=0

ψ`+1 (x`+1 −A` (u)x` −B` (u))φ`+1 (y`+1 − C` (u)x`+1 (u))
ψ`+1 (x`+1)φ`+1 (y`+1)

Then Λk is an Gk martingale and E [Λk] = 1. A new probability measure
can be defined by putting

(
dPu/dP

)
|Gk = Λk.

Define the processes vk = vuk and wk = wuk by

vk+1 = xk+1 −Ak (uk) xk −Bk (uk)
wk = yk − Ck (uk)xk

Then under Pu, vk and wk are two sequences of independent, normally dis-
tributed random variables with densities φk and ψk, respectively. Therefore,
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under Pu

xk+1 = Ak (uk)xk +Bk (uk) + vk+1 (5.1)
yk = Ck (uk)xk + wk. (5.2)

Cost

Consider the following mappings

M (.) : U → L (Rn,Rn) (the space of n× n matrices)
m (.) : U → Rn

N (.) : U → R
Φ (.) : Rn → R.

As in Section 2, for any admissible control u and real number θ we consider
the expected exponential risk sensitive cost

V1 (u) = θEuDu
r exp (Φ (xT ))

= θE [ΛTDu
r exp (Φ (xT ))] (5.3)

where

Du
0,k = Du

k = exp

(
θ

k∑
`=1

[〈M (u`−1)x`, x`〉+ 〈m (u`−1) , x`〉+N (u`−1)]

)
(5.4)

To simplify notation, in the sequel we suppress the time index on u.
Note here that θ is playing the role of the µ

ε of Section 4.

Finite-Dimensional Information States

Notation 5.1 For any admissible control u consider the measure

quk (x) dx := E [ ΛukD
u
kI (xk ∈ dx) | Yk ] (5.5)

Then quk satisfies the following forward recursion

quk+1 (x) =
φk+1 (yk+1 − Ck+1 (u)x)

φk+1 (yk+1)
× exp {θ (〈M (u)x, x〉+ 〈m (u) , x〉 +N (u))}

×
∫
Rn
ψk+1 (x−Ak+1 (u) z −Bk+1 (u)) qk (z) dz. (5.6)
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The linearity of the dynamics and the fact that vk and wk are independent
and normally distributed implies that quk (x) is an unnormalized normal
density which we write as

quk (x) = Zk (u) exp
{
− 1

2 (x− x̂k (u))′ Σ−1
k (u) (x− x̂k (u))

}
(5.7)

Σ−1
k (u), x̂k (u) and Zk (u) are given by the following algebraic recursions:(

Σ−1
k+1 (u) x̂k+1 (u)

)
= C′k+1 (u)R−1

k+1yk+1 +Q−1
k+1A

′
k (u) Σk (u)

(
Σ−1
k (u) x̂k (u)

)
+
(
I −Q−1

k+1Ak (u) Σk (u)A′k (u)
)
Q−1
k+1Bk (u) + θm (u)

Σ−1
k+1 (u) = − 2θM (u) + C′k+1 (u)R−1

k+1Ck+1 (u)

+Q−1
k+1

{
I −Ak (u) Σk (u)A′k (u)Q−1

k+1

}
Zk+1 (u) = Zk (u) |Qk+1|− 1

2

∣∣Σk (u)
∣∣1/2

× exp
(
−1

2
{
bk (u)− x̂′k+1 (u) Σ−1

k+1 (u) x̂k+1 (u)
})

.

(5.8)
Here

Σk (u) =
[
A′k (u)Q−1

k+1Ak (u) + Σ−1
k (u)

]−1
, is a symmetric matrix

bk (u) = −2θN (u) +B′k (u)Q−1
k+1

{
I −Ak (u) ΣkA′k (u)Q−1

k+1

}
Bk (u)

+ x̂′k (u) Σ−1
k (u)

{
I − Σk (u)

}
Σ−1
k (u) x̂k

− 2B′k (u)Q−1
k+1Ak (u) Σk (u) Σ−1

k (u) x̂k (u) , is a scalar

so exhibiting the recursive nature of (5.8). The symbol |.| denotes the de-
terminant of a matrix.

The recursions for x̂, Σ and Z are algebraic and involve no integration.
For this partially observed stochastic control problem the information

state quk (x) (which is, in general, a measure-valued process) is determined
by the three finite-dimensional parameters x̂k (u), Σk (u), and Zk (u).
These parameters can be considered as the state ξ of the process:
ξuk = (x̂k (u) ,Σk (u) , Zk (u)), and we can write

quk (x) = qk (ξuk , x) = Zk (u) exp
{
− 1

2 (x− x̂k (u))′Σ−1
k (u) (x− x̂k (u))

}
For integrable f (x) write

〈qk (ξuk ) , f〉 =
∫
Rn
qk (ξuk , x) f (x) dx,

which in fact equals E
[

ΛukD
u
0,kf (xk) | Yk

]
.
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A Separation Principle

For any admissible control u, we saw that the expected total cost is

V1 (u)

= E

[
ΛuT exp

(
θ

{
T∑
k=1

[
〈M (u)xk, xk〉+ 〈m (u) , xk〉+N (u)

]
+ Φ (xT )

})]
= E

[
ΛuTD

u
0,T exp (θΦ (xT ))

]
= E

[
E
[

ΛuTD
u
0,T exp (θΦ (xT )) | YT

]]
= E

[∫
Rn

exp (θΦ (x)) qT (x) dx
]

= E [〈qT (ξuT , x) , exp (θΦ (x))〉] .

Adjoint Process

Now for any k, 0 < k < T write Λk,T =
∏T
k=k λk,

V1 (u)
= E

[
ΛukΛuk+1,TD

u
0,kD

u
k+1,T exp (θΦ (xT ))

]
= E

[
ΛukD

u
0,kE

[
Λuk+1,TD

u
k+1,T exp (θΦ (xT )) | x0, . . . , xk,YT

]
| YT

]
.

Write βuk (xk) = E
[

Λuk+1,TD
u
k+1,T exp (θΦ (xT )) | xk,YT

]
where, using

the Markov property of x, the conditioning involves only xk. Note that
βT (xT ) = exp Φ (xT ). Therefore

V1 (u) = E
[
ΛukD

u
0,kβ

u
k (xk)

]
= E

[
E
[

ΛukD
u
0,kβ

u
k (xk) | Yk

]]
= E [〈qk (ξuk ) , βuk 〉] .

Note this decomposition is independent of k, so

V1 (u) = E [〈π0, β
u
0 〉]

= E [〈qT (ξuT , x) , exp (θΦ (x))〉] .

Lemma 5.2 We have the following backward recursion for the process β

βuk (xk) =
∫
Rn

[
φk+1 (yk+1 − Ck+1 (u)x)

φk+1 (yk+1)
ψk+1 (x−Ak (u)xk −Bk (u))

× βuk+1 (x) exp (θ {x′M (u)x+ 〈m (u) , x〉+N (u)})
]
dx

(5.9)
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Proof

βuk (xk)
= E

[
Λuk+1,TD

u
k+1,T exp θΦ (xT ) | xk,YT

]
= E

[
E

[
φk+1 (yk+1 − Ck+1 (u)xk+1)ψk+1 (xk+1 −Ak (u)xk −Bk (u))

φk+1 (yk+1)ψk+1 (xk+1)
× exp

(
θ
{
x′k+1M (u)xk+1 + 〈m (u) , xk+1〉+ N (u)

})
× Λuk+2,TD

u
k+2,T exp (θΦ (xT ))

∣∣∣ xk, xk+1,YT
] ∣∣∣ xk,YT ]

= E

[
φk+1 (yk+1 − Ck+1 (u)xk+1)ψk+1 (xk+1 − Ak (u)xk −Bk (u))

φk+1 (yk+1)ψk+1 (xk+1)
× βuk+1 (xk+1)

× exp
(
θ
{
x′k+1M (u)xk+1 + 〈m (u) , xk+1〉+N (u)

}) ∣∣∣ xk,YT ]
Integrating with respect to the density of xk+1 and using the independence
assumption under P gives the result.

Consider the unnormalized Gaussian densities β̃uk (x, z) given by

β̃uk (x, z) = Z̃uk exp
(
− 1

2 (x− γk (z))′ S−1
k (x− γk (z))

)
We put β̃uT (x, z) = δ (x− z), ST = 0, and γT = z. Then γk, S−1

k and Z̃k
are given by the following backward recursions.

S−1
k = A′k

[
Q−1
k+1 −Q

−1
k+1Sk+1Q

−1
k+1

]
Ak(

S−1
k γk

)
= A′kQ

−1
k+1Sk+1

[
C′k+1R

−1
k+1yk+1 +Q−1

k+1Bk

+ θm+
(
S−1
k+1γk+1

)
− S−1

k+1Bk

]
Z̃k = Z̃k+1 |Qk+1|−1/2 ∣∣Sk+1

∣∣1/2
× exp

[
− 1

2

{
dk+1 − γ′k+1S

−1
k+1γk+1

}]
.

(5.10)

Here

Sk+1 =
[
C′k+1R

−1
k+1Ck+1 +Q−1

k+1 + S−1
k+1

]−1

dk+1 = 2y′k+1R
−1
k+1Ck+1Sk+1

×
[
C′k+1R

−1
k+1yk+1 +Q−1

k+1Bk + S−1
k+1γk+1 + θm

]
+ 2γ′kΣ−1

k+1Σk+1

[
Q−1
k+1Bk + S−1

k+1γk+1 + θm
]

+B′k
[
Q−1
k+1 +Q−1

k+1Sk+1Q
−1
k+1

]
Bk + θ2m′Sk+1m− 2θN
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again exhibiting the recursive nature of (5.10). Furthermore,

βuk (x) =
∫
Rn
β̃uk (x, z) exp (θΦ (z)) dz.

Remarks 5.3 βuk is the adjoint process and again it is determined by the
finite-dimensional parameters γ, S and Z which satisfy the reverse-time,
algebraic, recursions (5.10). 2

Dynamic Programming

We have noted that the information state qk (x) is determined by the finite
dimensional parameters

ξuk = (x̂k (u) ,Σk (u) , Zk (u)) .

Given ξuk a control uk and the new observation yk+1, the Equations (5.8)
determine the next value

ξuk+1 = ξk+1 (ξuk , uk, yk+1)

Suppose at some intermediate time k, 0 < k < T , the information state ξk
is ξ = (x̂,Σ, Z) .

The value function for this control problem is

V (k, ξ) = inf
u∈U(k,T−1)

E [ 〈quk , βuk 〉 | qk = qk (ξ) ] .

We can now establish the analog of Theorems 2.5 and 2.6

Theorem 5.4 The value function satisfies the recursion:

V (k, ξ) = inf
u∈U(k,k)

E [k + 1, V (ξk+1 (ξ, u, yk+1))] (5.11)

and V (T, ξ) = θ 〈qT (ξ) , exp θΦ〉.
Proof Now

V (k, ξ) = inf
u∈U(k,T−1)

E [ 〈quk (ξ) , βuk 〉 | ξk = ξ ] .

From (5.10) βk is given by a backward recursion from βk+1, that is, we can
write βk = βuk

(
βvk+1

)
. Therefore,

V (k, ξ)
= inf

u∈U(k,k)
inf

v∈U(k+1,T )
E
[ 〈
quk (ξ) , βuk

(
βvk+1

)〉
| ξk = ξ

]
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= inf
u∈U(k,k)

inf
v∈U(k+1,T )

E
[
E
[ 〈
qk+1

(
ξuk+1

)
, βvk+1

〉
| Yk+1, ξk = ξ

]
| ξk = ξ

]
= inf

u∈U(k,k)
E

[
inf

v∈U(k+1,T )
E
[ 〈
qk+1

(
ξuk+1

)
, βvk+1

〉
| Yk+1, ξk = ξ

] ∣∣∣ ξk = ξ

]
= inf

u∈U(k,k)
E [V (k + 1, ξk+1 (ξ, u, yk+1))] .

The interchange of conditional expectation and minimization is justified by
application of the lattice property of the controls (Elliott, 1982b).

Write Us (k, k) for the set of control processes on the time interval k, . . . , k
which are adapted to the filtration σ {ξj : k ≤ j ≤ k}. We call such controls
separated.

Theorem 5.5 (Verification) Suppose u∗ ∈ Us (0, T − 1) is a control
which for each k = 0, . . . , T − 1, u∗k (ξk) achieves the minimum in (5.11).
Then u∗ ∈ U (0, T − 1) and is an optimal control.

Proof Write
V (k, ξ;u) = E [ 〈quk (ξ) , βuk 〉 | ξk = ξ ] .

We shall show that

V (k, ξ) = V (k, ξ;u∗) , for each k = 0, . . . , T. (5.12)

For k = T (5.12) is clearly satisfied. Suppose (5.12) is true for k+ 1, . . . , T .
Then

V (k, ξ;u∗) = E
[
E
[ 〈
qk+1(ξu

∗

k+1), βu
∗

k+1

〉 ∣∣ ξk = ξ,Yk+1

] ∣∣ ξk = ξ
]

= E
[
V
(
ξu
∗

k+1(ξ), k + 1, u∗ ∈ U(k + 1, T − 1)
)]

= E
[
V
(
k + 1, ξu

∗

k+1(ξ)
)]

= V (k, ξ).

This gives (5.12).
Putting k = 0 we see

V (0, ξ;u∗) = V (0, ξ) ≤ V (0, ξ;u)

for any u ∈ U (0, T − 1). That is, u∗ is an optimal control.

Remark 5.6 This result shows the optimal policy u∗ for the risk-sensitive
control problem is a separated policy, in that it is a function of the infor-
mation state ξ. 2
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11.6 Risk-Sensitive LQG Control

In this section we present the case of discrete-time risk-sensitive linear-
quadratic-Gaussian (LQG) control. This is a specialization of the previous
section, to the case where the signal model is linear in both the control
and state variables; further, the quadratic exponential cost is risk sensitive
with weights independent of the control. This is further specialization pre-
sented to achieve a controller that is finite-dimensional in both the dynamic
programming solution as well as the information state. For notational sim-
plicity the signal model and index matrices are assumed time invariant.

As the risk-sensitive parameter θ approaches 0 the problem reduces to
the classical LQG situation.

Measure Change

The situation is a specialization of that of Section 5. We again initially
consider a measure P under which there are two sequences of indepen-
dent random variables, xk and yk. These take values in Rn and Rm, and
have densities φ = N (0, Q) and ψ = N (0, R), respectively. The control
parameter u takes values in the real interval U ⊂ R.

Let A be in Rn × Rn, B be in Rn, and C be in Rm × Rm. Now, for any
control u, define

Λk+1 =
k∏
k=0

ψ (xk+1 −Axk −Buk)φ (yk+1 − Cxk+1)
ψ (xk+1)φ (yk+1)

.

Then Λk is an Bk martingale and E [Λk] = 1. A new probability measure
can be defined by putting

(
dPu/dP

)
|Bk = Λk.

Define the processes vk = vuk and wk = wuk by

vk+1 = xk+1 −Axk −Buk,
wk = yk − Cxk.

Then under P u, vk and wk are two sequences of independent, normally
distributed random variables with densities φ = N (0, Q) and ψ = N (0, R),
respectively. Therefore, under P u, we have the linear system as signal
model.

Signal Model

xk+1 = Axk +Buk + vk+1, (6.1)
yk = Cxk + wk. (6.2)
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Cost

Consider the following specific case of the cost function defined in Sec-
tion 11.5.

V1 (u) = E

[
ΛT exp

{
θ

T∑
k=1

[
x′kMxk +m′xk + u′k−1Nuk−1

]
+ Φ (xT )

}]
(6.3)

Finite-Dimensional Information States

The information state is

quk (x) dx = Zk (u) exp
{
− 1

2 (x− x̂k (u))′Σ−1
k (x− x̂k (u))

}
(6.4)

Theorem 6.1 x̂k (u), Σ−1
k and Zk (u) are given by the following algebraic

recursions:(
Σ−1
k+1x̂k+1 (u)

)
= C′R−1yk+1 + θm+Q−1AΣk

(
Σ−1
k x̂k (u)

)
+
(
I −Q−1AΣkA′

)
Q−1Buk,

Σ−1
k+1 = − 2θM + C′R−1C +

(
I −Q−1AΣkA′

)
Q−1,

Zk+1 (u) = Zk (u) |Q|−1/2 ∣∣Σk∣∣1/2
× exp

(
− 1

2

[
bk (u)− x̂′k+1 (u) Σ−1

k+1x̂k+1 (u)
])
,

(6.5)

where

Σk =
(
A′Q−1A+ Σ−1

k

)−1
,

bk (u) = − 2θu′k
(
N +B′Q−1B

)
uk + x̂′k (u) Σ−1

k x̂k (u)

−
(
u′kB

′Q−1A− x̂′k (u) Σ−1
k

)
Σk
(
u′kB

′Q−1A− x̂′k (u) Σ−1
k

)′
.

Note Σk is independent of u.

Dynamic Programming

Theorem 6.2 The control law minimizing (6.3), for the system (6.1)–
(6.2), is given by the information-state estimate feedback law

u∗k = −Ka
kΣ−1

k x̂k −Kd
k (6.6)



11.6. Risk-Sensitive LQG Control 287

where

Ka
k = σ−1

k

[
h′kS

a
k+1

[
I + fkS

a
k+1

]
−B′

]
dk,

Kd
k = σ−1

k h′k
(
I + Sak+1fk

) (
θSak+1m+ Sb′k+1

)
;

Sak = Σk + d′kS
a
k+1

[
I + fkS

a
k+1

]
dk −Ka′

k σkK
a
k ,

Sdk =
(
θm′Sak+1 + Sdk+1

) [
I + fkS

a
k+1

]
dk −Kb′

k σkK
a
k ,

(6.7)

and

dk = Q−1AΣk,

fk = C′
(
R− CSak+1C

′)−1
C,

hk =
(
I −Q−1AΣkA′

)
Q−1B

σk = 2θN −B′
(
I −Q−1AΣkA′

)
Q−1B + h′k

(
Sak+1

[
I + fkS

a
k+1

])
hk.

Proof Complete the square.

Tracking

In this section we present results for the case of tracking a desired trajectory
ŷ in the risk-sensitive LQG framework. We consider the linear dynamics
given in Section 6, and define a new cost function for the tracking problem:

V1 (u) = E

[
ΛT exp

{
θ

T∑
k=1

[
x′kMxk + (yk − ỹk)′ M̃ (yk − ỹk)

+ u′k−1Nuk−1

]
+ Φ (xT )

}]
(6.8)

The relevant variation of Theorem 6.1 is now:

Theorem 6.3 The parametrizations of the information state (6.8), viz.
x̂k (u), R−1

k and Zk (u) are given by the following algebraic recursions:(
Σ−1
k+1x̂k+1 (u)

)
= C′R−1yk+1 +Q−1AΣk

(
Σ−1
k x̂k (u)

)
+
(
I −Q−1AΣkA′

)
Q−1Buk,

Σ−1
k+1 = − 2θM + C′R−1C +

(
I −Q−1AΣkA′

)
Q−1,

Zk+1 (u) = Zk (u) |Q|−1/2 ∣∣Σk∣∣1/2
× exp

(
−1

2

[
bk (u)− x̂′k+1 (u)−1

k+1 Σ−1
k+1x̂k+1 (u)

])
,

(6.9)
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where

Σk =
(
A′Q−1A+ Σ−1

k

)−1
,

bk (u) = − 2θu′k
(
N +B′Q−1B

)
uk + x̂′k (u) Σ−1

k x̂k (u)

−
(
u′kB

′Q−1A− x̂′k (u) Σ−1
k

)
Σk
(
u′kB

′Q−1A− x̂′k (u) Σ−1
k

)′
− 2θ (yk+1 − ỹk+1)′ M̃ (yk+1 − ỹk+1) .

Dynamic Programming

Theorem 6.4 The control law minimizing (6.8) for the system (6.2) is
given by

u∗k = −Ka
kΣ−1

k x̂k −Kd
k (6.10)

where

Ka
k = σ−1

k

[
h′kS

a
k+1

[
I + fkS

a
k+1

]
−B′

]
dk,

Kd
k = σ−1

k

[
h′k
(
I + Sak+1fk

)
Sb′k+1 − 2θh′kS

a
k+1C

′R−1δ−1
k M̃

]
;

Sak = Σk + d′kS
a
k+1

[
I + fkS

a
k+1

]
dk −Ka′

k σkK
a
k ,

Sdk = Sdk+1

[
I + fkS

a
k+1

]
dk − 2θM̃δ−1

k R−1CSak+1dk −Kb′
k σkK

a
k .

(6.11)
and

dk = Q−1AΣk,

fk = C′
(
Rδ−1

k R
)−1

C,

hk =
(
I −Q−1AΣkA′

)
Q−1B,

σk = 2θN −B′
(
I −Q−1AΣkA′

)
Q−1B

+ h′k
(
Sak+1

[
I + fkS

a
k+1

])
hk,

δk =
(
R−1 −R−1CSak+1C

′R−1 − 2θM̃
)
.

11.7 Problems and Notes

Problems

1. Write the proof of Theorem 2.2.

2. Write the proof of the verification Theorem 2.6.

3. Derive the algebraic forward and backward recursions (5.8) and (5.10).
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4. Work out the results of Section 5 on the finite-dimensional case replacing
the dynamics of x (5.1) by

xk+1 = Ak (u)xk +Bk (u) + wk+1

where w is the noise in the observation process y.

5. Complete the proofs of Theorems 6.2 and 6.4.

Notes

The risk-sensitive problem was first formulated and solved in Jacobson
(1973), in the linear/quadratic context with complete state information.
Also, the connection with dynamic games was made explicit in this pa-
per. The partially observed problem, in the linear/quadratic discrete-time
context, was first solved by Whittle (1981), making use of a certainty
equivalence principle. The continuous-time linear/quadratic partially ob-
served risk-sensitive problem was observed by Bensoussan and van Schup-
pen (1985), using an equivalent problem with complete “state” information
expressed in terms of a Kalman filter, modified to include the cost function.

The nonlinear partially observed risk-sensitive problem was solved by
James (1992). These results form the basis of Sections 1–3. In addition,
a partially observed dynamic game was solved, and related to the risk-
sensitive problem via the asymptotic analysis described in Section 2.

In these papers, a version of “filtering” is developed for partially ob-
served deterministic systems in which the “expectation” operation is re-
placed by a supremum operation. This worst-case, min-max approach can
be interpreted as a dynamic game against “nature.” It provides a natural
framework for robust or H∞ control.

The nonlinear partially observed risk-sensitive problem were also consid-
ered by Whittle (1990a) (and an approximate certainty equivalence prin-
ciple when the noise is small). A good general reference for risk-sensitive
stochastic control is Whittle (1991).

Bensoussan and Elliott (1995) discussed a finite-dimensional risk-sensi-
tive problem with quasi-linear dynamics and cost; the results of Section 5
are a discrete-time version of their results. A specialization of these results
gives the partially observed problem in the linear exponential quadratic
discrete-time context. These results are derived in Collings, Moore and
James (1994) and presented in Section 6 for comparison with the work of
Whittle (1981). Risk-sensitive filtering problems have been studied in Dey
and Moore (1995a), Dey and Moore (1995b), and Moore, Elliott and Dey
(1995).





CHAPTER 12

Continuous-Time
HMM Control

12.1 Introduction

In this chapter the control of HMM in continuous time is discussed. The
first situation considered is that of a continuous-time finite-state Markov
chain which is not observed directly; rather, there is a conditional Poisson
process whose rate, or intensity, is a function of the Markov chain. An
equation for the unnormalized distribution q of the Markov chain, given
the observations, is derived. The control problem is then formulated in
separated form with q as the new state variable. A minimum principle is
obtained.

Secondly, the case when the counting observation process is related to
the jumps of the Markov chain is discussed. In this situation there is non-
zero correlation between jumps in the observation process and jumps of the
Markov chain, so new features arise. However, again a minimum principle
is obtained together with explicit formulae for the adjoint process.

The optimal control of a Markov chain observed in Gaussian noise is
treated in Section 12.3. Equations for the adjoint process are again derived.

The chapter closes with a discussion of the optimal control of a linear
stochastic system whose coefficients are functions of a discrete-state Markov
chain.
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12.2 Counting Observation Process Control

Suppose initially our processes are defined on a probability space (Ω,F , P ).
Consider again a finite-state process {Xt}, 0 ≤ t ≤ T , whose state space S
is the set of unit vectors {e1, . . . , eN} of RN . Write pit = P (Xt = ei) and
suppose there is a time-dependent family of generators A (t, u), which also
depend on the control parameter u ∈ U , such that the probability column
vector pt =

(
p1
t , . . . , p

N
t

)′ satisfies the Kolmogorov forward equation

dpt
dt

= A (t, u) pt.

Here U , the set of control values, is a compact metric space and A is
required to satisfy suitable measurability conditions.

The observation process Ns is a conditional Poisson point process with
intensity c (Xs), with semimartingale representation

Nt =
∫ t

0

c (Xs) ds+Qt.

That is,Nt is a nonnegative integer valued counting process which increases
by one at a sequence of random times T1, T2, . . . , further, it is such that
Qt is a martingale; see Brémaud (1981).

Let Yt be the right-continuous, complete filtration generated by Nt. The
set U of admissible control functions {u} is the set of Y-predictable pro-
cesses with values in U . This means that, if T1, T2, . . . are the jump times
of N , then for Tn < t ≤ Tn+1, u ∈ U is function only of T1, T2, . . . , Tn
and t.

Write {Ft} (resp. {Gt}) for the right-continuous complete filtration gen-
erated by Xs (resp. Xs, Ns) for s ≤ t. For each control function u ∈ U the
process V u is a (P,G) martingale, where, in obvious notation

V ut = Xu
t −Xu

0 −
∫ t

0

A (s, u)Xu
s ds. (2.1)

See Lemma B.1.1.
We assume that, almost surely, Xu (and so V u) has no jumps in common

with N , so [V u,N ] = 0. (See Appendix A.) If ` is a real-valued function on
the state space S then ` can be identified with the vector

(
`1, `2, . . . , `N

)
,

so that for x ∈ RN , ` (x) = 〈`, x〉, where 〈 , 〉 denotes the inner product in
RN . The control problem we wish to consider is that of choosing u ∈ U so
that the expected cost

J (u) = E [〈`,Xu
T 〉]

is minimized (Davis, 1979).
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Remarks 2.1 Suppose on a probability space
(
Ω,Y, P

)
Nt, 0 < t ≤ T , is

a standard Poisson process, X is a Markov chain given the observations.
Then Qt = Nt − t is a Y-martingale under P . 2

Consider the family

Λt =

 ∏
0<r≤t

c (Xr) ∆Nr

 exp
(∫ t

0

(1− c (Xr)) dr
)

Then (Elliott, 1982b) Λ is a
(
G, P

)
martingale and

Λt = 1 +
∫ t

0

Λr− (c (Xr−)− 1) dQr (2.2)

Suppose a new probability measure P is defined by

E

[
dP

dP
| Gt

]
= Λt.

Lemma 2.2 The unnormalized conditional distribution of Xt given Yt is
then given by

qt = E
[

ΛtXt | Yt
]

= q0 +
∫ t

0

A (s, u) qs− ds+
∫ t

0

(B − I) qs− dQs, (2.3)

where B is a diagonal matrix with diagonal entries the c (ei), i = 1, . . . , N
and I is the N ×N identity matrix.

Proof Multiplying (2.1) and (2.2) we have

ΛtXt = X0 +
∫ t

0

A (s, u) Λs−Xs− ds

+
∫ t

0

Λs− dVs +
∫ t

0

Λs−Xs− (c (Xs−)− 1) dQs. (2.4)

Taking the optional projections of both sides of (2.4) and using Wong and
Hajek (1985, Lemma 3.2 of Chapter 7) the result follows.

The Separated Form of the Control Problem

The q defined by (2.3) will depend on the control u ∈ U ; when necessary
this will be denoted by writing qut . Also, the exponential density Λ will
depend on u ∈ U , so we could write Λ

u
.



294 Chapter 12. Continuous-Time HMM Control

Writing E for expectation under P the expected cost if u ∈ U is used is

J(u) = E
[
〈`,Xu

T 〉
]

= E
[
Λ
u

T 〈`,Xu
T 〉
]

= E
[〈
`,Λ

u

TX
u
T

〉]
= E

[〈
`, E

[
Λ
u

TX
u
T | GT

]〉]
= E[〈`, quT 〉].

The control problem can, therefore, be expressed in the following separated
form:

Minimize J (u) = E [〈`, quT 〉] where qut , 0 ≤ t ≤ T , is given by the dynam-
ics (2.3). Note that q0 = p0.

A Minimum Principle

The problem has now been formulated in the form: choose u ∈ U to mini-
mize J (u) = E [〈`, quT 〉] where 0 ≤ t ≤ T

qut = p0 +
∫ t

0

A (s, u) qus ds+
∫ t

0

(B − I) qus− dQs. (2.5)

Under P , N is a standard Poisson process and (2.5) is in the “stochastic
open loop” form discussed by Bismut (1978) and Dupuis and Kushner
(1989). That is, the controls u ∈ U are adapted to the filtration generated
by N (or Q), and are not explicitly functions of the state q. Consequently,
there are no problems concerning the existence of solutions to (2.5) for
u ∈ U . Indeed, the equation is linear in q. For u ∈ U write Φu (t, s) for the
fundamental matrix solution of

dΦu (t, s) = A (t, u) Φu (t, s) dt+ (B − I) Φu (t, s) (dNt − dt) , (2.6)

with initial condition Φu (s, s) = I, the N × N identity matrix. Then the
solution of (2.5) can be expressed as

qut = Φu (t, 0) q0.

If 0 ≤ s ≤ t clearly, by uniqueness, qut = Φu (t, s) qus . The expected cost can
be written

J (u) = E [〈`,Φu (T, 0) q0〉] .
Suppose u∗ ∈ U is an optimal control so that J (u∗) ≤ J (u), for all other
u ∈ U . For a fixed u ∈ U, s and ε, such that 0 ≤ s < s+ ε ≤ T , and A ∈ Gs
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define a strong variation u ∈ U of the optimal control u∗ ∈ U by putting

u (t, ω) = u∗ (t, ω) if (t, ω) /∈ [s, s+ ε]×A,
u (t, ω) = u if (t, ω) ∈ [s, s+ ε]×A.

Now J (u∗) = E
[〈
`,Φu

∗
(T, 0) q0

〉]
and this can be written, with a prime

(′) denoting transpose,

J (u∗) = E
[〈
`,Φu

∗
(T, s+ ε) Φu

∗
(s+ ε, s) Φu

∗
(s, 0) q0

〉]
= E

[〈
Φu
∗

(T, s+ ε)′ `,Φu
∗

(s+ ε, s) qu
∗

s

〉]
.

Similarly,

J (u) = E
[〈

Φu
∗

(T, s+ ε)′ `,Φu (s+ ε, s) qu
∗

0

〉]
.

Now from (2.5)

Φu (s+ ε, s) = I +
∫ s+ε

s

A (r, u) Φu (r, s) dr +
∫ s+ε

s

(B − I) Φu (r, s) dQr,

with a similar equation for Φu
∗

(s+ ε, s). Because u∗ ∈ U is optimal

J (u)− J (u∗) ≥ 0,

so we have

0 ≤ E
[〈

Φu(T, s+ ε)′`,
∫ s+ε

s

(
A(r, u) Φu(r, s)−A(r, u∗) Φu

∗
(r, s)

)
dr qu

∗

s

〉]
+ E

[〈
Φu
∗
(T, s+ ε)′`,

∫ s+ε

s

(B − I)
(
Φu(r, s)− Φu

∗
(r, s)

)
dQr qu

∗

s

〉]
(2.7)

for all s, ε and A ∈ Gs. Write K1 for the first expectation above, K2 for the
second; also write

∆Φr for (B − I)
(

Φu (r, s)− Φu
∗

(r, s)
)
.

The temptation is to argue that

E

[ ∫ s+ε

s

∆Φr dQr
∣∣∣∣ Gs ] = 0; (2.8)

but this cannot be done immediately. Instead, write Γ =
∫ s+ε
s ∆Φr dQr qu

∗

s

so

K2 = E
[〈

Φu
∗
(T, s+ ε)′`,Γ

〉]
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= E
[〈

Φu
∗
(s+ ε, s)′−1Φu

∗
(T, s)′`,Γ

〉]
− E

[〈
Φu
∗
(s+ ε, s)′−1E

[
Φu
∗
(T, s)′`

∣∣ Gs ],Γ〉]
+ E

[〈
Φu
∗
(s+ ε, s)′−1E

[
Φu
∗
(T, s)′`

∣∣ Gs ],Γ〉]
− E

[〈
E
[

Φu
∗
(s+ ε, s)′−1Φu

∗
(T, s)′`

∣∣ Gs ],Γ〉]
+ E

[〈
E
[

Φu
∗
(s+ ε, s)′−1Φu

∗
(T, s)′`

∣∣ Gs ],Γ〉]. (2.9)

If Mr is the martingale E
[

Φu
∗

(T, s)′ ` | Gr
]

for s ≤ r ≤ T then, Ms+ε

has a representation as a stochastic integral Ms +
∫ s+ε
s γr dQr for some

predictable vector integrand γ. Also

dΦu
∗

(r, s)−1 = − Φu
∗

(r, s)−1A (r, u) dr − Φu
∗

(r, s)−1 (B − I) dQr
and

Φu
∗

(r, s) = (I + (B − I) ∆Nr) Φu
∗

(r−, s) ,
so

Φu
∗

(s+ ε, s)′−1 = I −
∫ s+ε

s

A (r, u)′Φu
∗

(r−, s)′−1
dr

+
(
B−1 − I

) ∫ s+ε

s

Φu
∗

(r−, s)′−1
dQr

− (B − I)
(
B−1 − I

) ∫ s+ε

s

Φu
∗

(r−, s)′−1
dr.

Because E [ Γ | Gs ] = 0 the final term in (2.9) is zero. The remaining terms
in (2.9) give rise to inner products of the form

E

[〈∫ s+ε

s

αr dr,Γ
〉]

and

E

[〈∫ s+ε

s

βr dQr,Γ
〉]

,

for some integrands α and β. Now write Γt =
∫ t
s
∆Φr dQr qu

∗

s so Γ = Γs+ε.
Although we are dealing with vector integrals, the inner product of Γ and
these stochastic integrals gives rise to integrals with respect to dQ, which
are martingales, and integrals of the form∫ s+ε

s

αrΓr− dr

and ∫ s+ε

s

βr∆Φr dr · qu
∗

s .
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Taking the E expectation the martingale term gives zero; dividing by
ε > 0 and letting ε→ 0 the dr integrals give terms of the form

E [αsΓs−] and E
[
βs∆Φsqu

∗

s

]
.

However, Γs− = ∆Φs = 0. The limit obtained by dividing (2.7) by ε and
letting ε→ 0 is, therefore,

E
[〈

Φu
∗
(T, s)′`,

(
A(s, u(s, ω))−A(s, u∗(s, ω))qu

∗

s

)〉]
and this is ≥ 0.

(2.10)
However, u(s, ω) = u∗(s, ω) if ω /∈ A ∈ Gs.

Write
pu
∗

s = E
[

Φu
∗

(T, s)′ ` | Gs
]
. (2.11)

Then (2.11) can be written

E
[〈
pu
∗

s , (A (s, u)−A (s, u∗)) qu
∗

s

〉]
≥ 0

for all u ∈ U , s ∈ [0, T ), ε > 0 and A ∈ Gs. That is, the optimal control
u∗ ∈ U satisfies the following minimum principle:〈

A (s, u∗)′ pu
∗

s , q
u∗

s

〉
= min

u∈U

〈
A (s, u)′ pu

∗

s , q
u∗

s

〉
. (2.12)

Here pu
∗

s plays the role of the costate variable; from its definition (2.11) it
is given by the variation in the cost criterion in the sense that ∇〈`, x〉 = `.

An Approximate Minimum Principle

The minimum principle above required the existence of an optimal control
u∗ ∈ U . Using a variational principle of Ekeland (1979) an approximate
minimum principle will now be obtained. Write

J = inf
u∈U

J (u) .

Then for any δ > 0 there is always a control u such that

J ≤ J (u) ≤ J + δ.

For any two admissible controls u1, u2 ∈ U write,

C = {(s, ω) ∈ [0, T ]× Ω : u1 (s, ω) 6= u2 (s, ω)}

and d (u1, u2) for the Lebesgue ×P measure of C. Then, as in Elliott and
Kohlmann (1980), U is a complete metric space under d. Furthermore if,
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for example, the generator A is bounded, J (u) is a continuous function on
(U, d). (See Lemma 2.3 below.) The variational principle of Ekeland (1979)
states that for any δ > 0 there is a vδ ∈ U such that

J ≤ J
(
vδ
)
≤ J + δ

and for any other control u ∈ U

J (u) ≥ J
(
vδ
)
− δd

(
vδ, u

)
.

Write Φδ for Φv
δ

and qδ for qv
δ

= Φδ (t, 0) q0. Again, consider a fixed value
u ∈ U , s ∈ [0, T ), ε > 0, and A ∈ Gs, and define a strong variation u ∈ U
of vδ by putting

u (t, ω) = vδ (t, ω) if (t, ω) /∈ [s, s+ ε]×A,
u (t, ω) = u if (t, ω) ∈ [s, s+ ε]×A.

Then d
(
vδ, u

)
≤ εP (A) ≤ ε, so

J (u)− J
(
vδ
)
≥ −δε. (2.13)

As before,

J
(
vδ
)

= E
[〈

Φδ (T, s+ ε)′ `,Φδ (s+ ε, s) qδs
〉]

and
J (u) = E

[〈
Φδ (T, s+ ε)′ `,Φu (s+ ε, s) qδs

〉]
.

Write pδs = E
[

Φδ (T, s)′ ` | Gs
]
. Substituting in (2.13), dividing by ε, and

letting ε→ 0 we obtain as before that the δ-optimal control vδ satisfies〈
A (s, u)′ pδs, q

δ
s

〉
−
〈
A
(
s, vδ

)′
pδs, q

δ
s

〉
≥ −δ

for all u ∈ U . That is,

〈
A
(
s, vδ

)′
pδs, q

δ
s

〉
≤ min

u∈U

〈
A (s, u)′ pδs, q

δ
s

〉
+ δ, (2.14)

so vδ minimizes to within δ the Hamiltonian at each time s ∈ [0, T ].

Lemma 2.3 Suppose the set of matrices {A (s, u)} is bounded. Consider
the set U of admissible controls with metric d. Then J : U → R is a
continuous function on (U, d).
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Proof Suppose {un} is a sequence in (U, d) which converges to u∗ ∈ U .
Write q∗ for qu

∗
. Then from (2.5)

q∗T = q0 +
∫ T

0

A (s, u∗) q∗s− ds+
∫ T

0

(B − I) q∗s− dQs,

and

qunT = q0 +
∫ T

0

A (s, un) quns− ds+
∫ T

0

(B − I) quns− dQs.

Write q∗s − quns = ∆qn (s) and ‖x‖2 = x2
1 + · · ·+ x2

N for x ∈ RN . Then

∆qn (T )

=
∫ T

0

(
A (s, u∗) q∗s− −A (s, un) quns−

)
ds+

∫ T

0

(B − I) ∆qs (s−)dQs

=
∫ T

0

(A (s, u∗)−A (s, un)) q∗s ds+
∫ T

0

A (s, un) ∆qn (s−) ds

+
∫ T

0

(B − I) ∆qn (s−) dQs,

so for some constant C1

‖∆qn (T )‖2 ≤ C1

(∥∥∥∥∥
∫ T

0

(A (s, u∗)−A (s, un)) q∗s− ds

∥∥∥∥∥
2

+

∥∥∥∥∥
∫ T

0

A (s, un) ∆qn (s−)ds

∥∥∥∥∥
2

+

∥∥∥∥∥(B − I)
∫ T

0

∆qn (s−)dQs

∥∥∥∥∥
2)
.

Therefore, taking expectations under P

E
[
‖∆qn(T )‖2

]
≤ C2

(∫ T

0

E
(
‖A(s, u∗)−A(s, un)‖2‖∆qn(s−)‖2

)
ds

+
∫ T

0

E
(
‖A(s, un)‖2‖∆qn(s−)‖2

)
ds

+ ‖B − I‖2
∫ T

0

E
(
‖∆qn(s−)‖2

)
ds

)
.
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Write

Bn =
∫ T

n

E
(
‖A (s, u∗)−A (s, un)‖2 ‖∆qn (s−)‖2

)
ds,

then Bn ≤ C3d (un, u∗), because A is bounded. By Gronwall’s Inequality
(see Appendix A),

E
(
‖∆qn (T )‖2

)
≤ C4Bn · expC5T.

Therefore, limn→∞ ‖∆qn (T )‖2 = 0. Now J (u∗)−J (un) = E(〈`,∆qn (T )〉)
so |J (u∗)− J (un)| ≤ C6E

(
‖∆qn (T )‖2

)
and limn→∞ J (un) = J (u∗).

12.3 The Dependent Case

Again our processes are assumed to be defined on a probability space
(Ω,F , P ). In this section we discuss a conditional Markov process, X , as de-
fined in Section 1. However, our observations are now given by the process
J which counts the total number of jumps of X . From Appendix B,

Jt =
∫ t

0

c (Xr, u)dr +Qt (3.1)

where c (Xr, u) = −
∑N
i=1 〈Xr, ei〉 aii (r, u).

Here the noises in the signal and observation processes are correlated,
[Xu,J ]t 6= 0. The control problem we wish to consider is that of choosing
u ∈ U so that the expected cost

J (u) = E [〈`,Xu
T 〉]

is minimized. We have, therefore, a signal given by (2.1) and an observation
process given by (3.1). Because the signal and observation processes are cor-
related we shall derive the Zakai equation using semimartingale methods.
Write {Yt} for the right-continuous complete filtration generated by J . If
{φt}, t ≥ 0, is any process write φ̂ for the Y-optional projection of φ. Then
φ̂t = E [φt | Yt ] a.s. Similarly, write φ for the Y-predictable projection of
φ. Then φt = E [φt | Yt− ] a.s. From Elliott (1982b, Theorem 6.48), for
almost all ω, φ̂ = φ except for countably many values of t. Therefore,∫ t

0

c (Xr, u) dr =
∫ t

0

ĉ (Xr, u)dr =
∫ t

0

ĉ (Xr−, u)dr.
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Write p̂t = X̂t = E [Xt | Yt ] so p̂0 = E [X0] = p0 say. Now c (Xr, u) =
〈a (r, u) , Xr〉, where a (r, u) = − (a (r, u)11 , . . . , a (r, u)NN )′, so

ĉ (Xr, u) =
〈
a (r, u) , X̂r

〉
= 〈a (r, u) , p̂r〉 .

For the vector c (Xr, u)Xr = diag (a (r, u))Xr we have ̂c (Xr)Xr =
diag (a (r, u)) p̂r. The innovation process associated with the observations
is

Q̃t = Jt −
∫ t

0

c (Xr, u)dr = Jt −
∫ t

0

ĉ (Xr, u)dr.

See Brémaud (1981). Application of Fubini’s theorem shows that Q̃ is a
{Yt} martingale. Therefore,

Jt =
∫ t

0

ĉ (Xr, u) dr + Q̃t. (3.2)

Similarly, Fubini’s theorem shows that the process

Ṽt := p̂t − p0 −
∫ t

0

A (s, u) p̂r− ds

is a square-integrable {Yt} martingale. Consequently, Ṽ can be represented
as a stochastic integral

Ṽt =
∫ t

0

γr dQ̃r.

Therefore,

p̂t = p0 +
∫ t

0

A (r, u) p̂r− dr +
∫ t

0

γr dQ̃r. (3.3)

The problem now is to find an explicit form for γ.

Theorem 3.1

γr = I (〈p̂r−, a (r, u)〉 6= 0) 〈p̂r−, a (r, u)〉−1

× [diag (a (r, u)) p̂r− − 〈p̂r−, a (r, u)〉+A (r, u) p̂r−] . (3.4)

Proof The product p̂tJt is calculated two ways. First consider, using the
Ito product rule in Appendix A,

XtJt =
∫ t

0

Xr− (dQr + c (Xr−) dr)

+
∫ t

0

Jr− (A (r, u)Xr− + dVr) + [X,J ]t .
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Now X and J jump at the same times, at which ∆J = 1, so

[X,J ]t =
∑

0<r≤t
∆Xr∆Jr =

∑
0<r≤t

∆Xr

= Xt −X0 =
∫ t

0

A (r, u)Xr− dr + Vr .

So

XtJt =
∫ t

0

(Xr−c (Xr−) + Jr−A (r, u)Xr− +A (r, u)Xr−) dr

+ martingale (3.5)

Taking the Y-optional projection of each side of (3.5)

p̂tJt =
∫ t

0

(diag (a (r, u)) p̂r− + Jr−A (r, u) p̂r− +A (r, u) p̂r−) dr

+ martingale (3.6)

However, from (3.2) and (3.3)

p̂tJt =
∫ t

0

p̂r−c (Xr−) dr +
∫ t

0

p̂r− dQ̃r +
∫ t

0

A (r, u) p̂r−Jr− dr

+
∫ t

0

γrJr− dQ̃r + [p̂,J ]t .

Now

[p̂,J ]t =
∑

0<r≤t
∆p̂r∆Jr =

∑
0<r≤t

γr dJr

=
∫ t

0

γr dJr =
∫ t

0

γr dQ̃r +
∫ t

0

γrc (Xr−) dr.

Therefore,

p̂tJt =
∫ t

0

(p̂r−c (Xr−) +A (r, u) p̂r−Jr−) dr + martingale. (3.7)

The bounded variation processes in (3.6) and (3.7) must be equal, so (3.4)
follows.

Note for any set B ∈ Ys, E
[
I (B)

∫ t
s
dJr

]
= E

[
I (B)

∫ t
s
c (Xr−) dr

]
, so

γr can be taken to be 0 on any set where ˆc (Xr−) = 0.



12.3. The Dependent Case 303

Suppose there is a constant α > 0 such that −aii (r, u) > α for all i and
r ≥ 0. Then c (Xr)

−1 = 〈a (r, u) , Xr〉−1
< α−1 for all r ≥ 0. Define the

martingale Λ by

Λt = 1 +
∫ t

0

Λr−
(
c (Xr−)−1 − 1

)
dQr (3.8)

and introduce a new probability measure P on {Ω,G} by E
[
dP/dP | Gt

]
=

Λt.
Then it can be shown that under P the process J is a standard Poisson

process, and in particular Q = Jt − t is a martingale. Conversely we can
define the

(
P ,F

)
martingale

Λt = 1 +
∫ t

0

Λr−
(
c (Xr−)−1 − 1

)
dQr. (3.9)

Then ΛtΛt = 1. To obtain the Zakai equation we take P as the
reference probability measure and compute expectations under P . Write
Π
(
Λt
)

for the Y-optional projection of Λ under P . Then for each
t ≥ 0, Π

(
Λt
)

= E
[

Λt | Yt
]

a.s. It can be shown that Π
(
Λt
)

= 1 +∫ t
0 Π

(
Λr−

)
(ĉ (Xr−)− 1) dQr. By Bayes’ rule, for any Yt-measurable ran-

dom variable φ

p̂t = E [ pt | Yt ] =
E
[

Λtpt | Yt
]

E
[

Λt | Yt
] :=

qt

Π
(
Λt
) .

Calculating the product Π
(
Λt
)
p̂t we obtain the Zakai equation for qt:

qt (u) = p0 +
∫ t

0

Ar (u) qr− (u)du+
∫ t

0

Br (u) qr− (u) dQr (3.10)

where

Bt (u) = (diag (a (t, u))− I +At (u))

=


−1 a01 (t, u) . . . a0N (t, u)

a10 (t, u) −1 . . . a1N (t, u)
...

...
. . .

...
aN0 (t, u) aN1 (t, u) . . . −1

.
The expected cost if u ∈ U is used is

J(u) = E[〈`,Xu
T 〉] = E

[
Λ
u

T 〈`,Xu
T 〉
]

= E
[〈
`,Λ

u

TX
u
T

〉]
= E

[〈
`, E

[
Λ
u

TX
u
T | YT

]〉]
= E[〈`, quT 〉].
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The control problem has, therefore, been formulated in separated form: find
u ∈ U which minimizes

J (u) = E [〈`, quT 〉]

where for 0 ≤ t ≤ T , qt (u) satisfies the dynamics (3.10).

Differentiation

Notation 3.2 For u ∈ U write Φu (t, s) for the fundamental matrix solu-
tion of

dΦu (t, s) = At (u) Φu (t−, s) dt+Bt (u) Φu (t−, s) (dJt − dt) (3.11)

with initial condition Φu (s, s) = I, the N ×N identity matrix.

Note that At (u)−Bt (u) = diag (1 + aii (t, u)) and write

Du (s, t) = diag
(

exp
∫ t

s

(1 + aii (r, u)) dr
)
.

Then if Tn ≤ t < Tn+1,

Φu (t, 0) = Du (t, Tn) (I +BTn (uTn))Du (Tn, Tn−1) (3.12)
×
[(
I +BTn−1

(
uTn−1

))
× · · · × (I +BT1 (uT1))

]
Du (T1, 0) .

The matrices Du (s, t) have inverses

diag
(

exp−
∫ t

s

(1 + aii (r, u)) dr
)

;

we make the following assumption:
For u ∈ U and t ∈ [0, T ] the matrix (I +Bt (ut)) is nonsingular.
The matrix Φ is the analog of the Jacobian in the continuous case. We

now derive the equation satisfied by the inverse Ψ of Φ.

Lemma 3.3 For u ∈ U consider the matrix Ψu defined by the equation

Ψu (t, s) = I −
∫ t

s

Ψu (r−, s)Ar (u)dr −
∫ t

s

Ψu (r−, s)Br (u) dQr

+
∫ t

s

Ψu (r−, s)B2
r (u) (I +Br (u))−1 dJr. (3.13)

Then Ψu (t, s) Φu (t, s) = I for t ≥ s.
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Proof Recall

Φu (t, s) = I +
∫ t

s

Ar (u) Φu (r−, s) dr +
∫ t

s

Br (u) Φu (r−, s) dQr. (3.14)

Then by the product rule

ΨΦ = I +
∫ t

s

ΨAΦ dr +
∫ t

s

ΨBΦ dQr

−
∫ t

s

ΨAΦ dr −
∫ t

s

ΨBΦ dQr +
∫ t

s

ΨB2 (I +B)−1 Φ dJr

−
∫ t

s

ΨB2Φ dJr +
∫ t

s

ΨB2 (I +B)−1
BΦ dJr

= I,

as the integral terms cancel.

We shall suppose there is an optimal control u∗ ∈ U . Write q∗ for qu
∗
, Φ∗

for Φu
∗
, and so on. Consider any other control v ∈ U . Then for θ ∈ [0, 1],

uθ (t) = u∗ (t) + θ (v (t)− u (t)) ∈ U.

Because U ⊂ Rk is compact, the set U of admissible controls can be
considered as a subset of the Hilbert space H = L2

[
Ω× [0, T ] : Rk

]
. Now

J (uθ) ≥ J (u∗) . (3.15)

Therefore, if the Gâteaux derivative J ′ (u∗) of J , as a functional on the
Hilbert space H , is well-defined, differentiating (3.15) in θ, and evaluating
at θ = 0, implies

〈J ′ (u∗) , v (t)− u∗ (t)〉 ≥ 0

for all v ∈ U .

Lemma 3.4 Suppose v ∈ U is such that u∗θ = u∗ + θv ∈ U for θ ∈ [0, α].
Write qt (θ) for the solution qt (u∗θ) of (3.10). Then zt = ∂qt(θ) /∂θ|θ=0

exists and is the unique solution of the equation

zt =
∫ t

0

(
∂A

∂u
(r, u∗)

)
vrq
∗
r− dr +

∫ t

0

Ar (u∗) zr− dr

+
∫ t

0

(
∂B

∂u
(r, u∗)

)
vrq
∗
r− dQr +

∫ t

0

Br (u∗) zr− dQr. (3.16)
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Proof qt (θ) = p0 +
∫ t

0
Ar (u∗ + θv) qr− (θ) dr+

∫ t
0
Br (u∗ + θv) qr− (θ) dQr.

The stochastic integrals are defined pathwise, so differentiating under the
integrals gives the result.

Comparing (3.14) and (3.16) we have the following result by variation of
constants.

Lemma 3.5 Write

η0,t =
∫ t

0

Ψ∗ (r−, 0)
(
∂A

∂u
(r, u∗)

)
vrq
∗
r− dr

+
∫ t

0

Ψ∗ (r−, 0)
(
∂B

∂u
(r, u∗)

)
vrq
∗
r− dQr (3.17)

−
∫ t

0

Ψ∗ (r−, 0) (I +Br (u∗))−1
Br (u∗)

(
∂B

∂u
(r, u∗)

)
vrq
∗
r− dJr.

Then zt = Φ∗ (t, 0) η0,t.

Proof Using the differentiation rule

Φ∗ (t, 0) η0,t =
∫ t

0

Φ∗− · dη +
∫ t

0

dΦ∗η− + [Φ, η]t .

Because Φ∗−Ψ∗− = I, therefore

Φ∗ (t, 0) η0,t =
∫ t

0

(
∂A

∂u
(r, u∗)

)
vrq
∗
r− dr

+
∫ t

0

(
∂B

∂u
(r, u∗)

)
vrq
∗
r− dQr

−
∫ t

0

(I +Br (u∗))−1
Br (u∗)

(
∂B

∂u
(r, u∗)

)
vrq
∗
r− dJr

+
∫ t

0

Ar (u) Φ∗ (r−, 0) η0,r− dr

+
∫ t

0

Br (u) Φ∗ (r−, 0) η0,r− dQr

+
∫ t

0

Br (u)
(
∂B

∂u
(r, u∗)

)
vrq
∗
r− dJr

−
∫ t

0

Br (u) (I +Br(u∗))
−1
Br(u∗)

(
∂B

∂u
(r, u∗)

)
vrq
∗
r− dJr.

Now the dJ integrals sum to 0, showing that Φ∗η satisfies the same Equa-
tion (3.17) as z. Consequently, by uniqueness, the result follows.
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Corollary 3.6

dJ

dθ
(u∗θ)

∣∣∣∣
θ=0

= E [〈`,Φ∗ (T, 0) η0,T 〉] .

Proof J (u∗θ) = E [〈`, qT (θ)〉]. The result follows from Lemmas 3.4 and 3.5.

Write Φ∗ (T, 0)′ for the transpose of Φ∗ (T, 0) and consider the square
integrable, vector martingale

Mt := E
[

Φ∗ (T, 0)′ ` | Yt
]
.

Then Mt has a representation as a stochastic integral

Mt = E
[
Φ∗ (T, 0)′ `

]
+
∫ t

0

γr dQr

where γ is a predictable RN -valued process such that∫ T

0

E
[
γ2
r

]
dr <∞.

Under a Markov hypothesis γ will be explicitly determined below.

Definition 3.7 The adjoint process is

pt := Ψ∗ (t, 0)′Mt.

Theorem 3.8 The derivative at u∗θ of the cost is given by:

dJ (u∗θ)
dθ

∣∣∣∣
θ=0

=
∫ T

0

E

[〈
pr−,

{(
∂A

∂u
(r, u∗)

)
(3.18)

− (I +Br (u∗))−1
Br (u∗)

(
∂B

∂u
(r, u∗)

)}
vrq
∗
r−

〉
+
〈
γr,Ψ∗ (r−, 0) (I +Br (u∗))−1

(
∂B

∂u
(r, u∗)

)
vrq
∗
r−

〉]
dr.

Proof First note that

〈MT , η0,T 〉 (3.19)
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=
∫ T

0

〈
Mr−,Ψ∗ (r−, 0)

(
∂A

∂u
(r, u∗)

)
vrq
∗
r−

〉
dr

+
∫ T

0

〈
Mr−,Ψ∗ (r−, 0)

(
∂B

∂u
(r, u∗)

)
vrq
∗
r−

〉
dQr

−
∫ T

0

〈
Mr−,Ψ∗ (r−, 0)(I + Br(u∗))

−1
Br(u∗)

(
∂B

∂u
(r, u∗)

)
vrq
∗
r−

〉
dJr

+
∫ T

0

〈γr, η0,r−〉 dQr +
∫ T

0

〈
γrΨ∗ (r−, 0)

(
∂B

∂u
(r, u∗)

)
vrq
∗
r−

〉
dJr

−
∫ T

0

〈
γr,Ψ∗ (r−, 0)(I +Br(u∗))

−1
Br(u∗)

(
∂B

∂u
(r, u∗)

)
vrq
∗
r−

〉
dJr .

Taking expectations under P , we have

dJ (u∗θ)
dθ

∣∣∣∣
θ=0

= E [〈`,Φ∗ (T, 0) η0,T 〉]

= E
[〈

Φ∗ (T, 0)′ `, η0,T

〉]
= E [〈MT , η0,T 〉] .

Combining the last two terms in (3.19) and using the fact that Jt − t is a
P martingale, this is

=
∫ T

0

E

[〈
pr−,

(
∂A

∂u
(r, u∗)

)
vrq
∗
r−

〉
−
〈
pr−, (I +Br (u∗))−1Br (u∗)

(
∂B

∂u
(r, u∗)

)
vrq
∗
r−

〉
+
〈
γr,Ψ∗ (r−, 0) (I +Br (u∗))−1

(
∂B

∂u
(r, u∗)

)
vrq
∗
r−

〉]
dr.

Now consider perturbations of u∗ of the form

uθ (t) = u∗ (t) + θ (v (t)− u (t))

for θ ∈ [0, 1] and any v ∈ U . Then as noted above

dJ (uθ)
dθ

∣∣∣∣
θ=0

= 〈J ′ (u∗) , v (t)− u∗ (t)〉 ≥ 0.

Expression (3.18) is, therefore, true when v is replaced by v − u∗ for any
v ∈ U , and we can deduce the following minimum principle:
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Theorem 3.9 Suppose u∗ ∈ U is an optimal control. Then a.s. in w and
a.e. in t 〈

pr−,∆1 (r, u∗) q∗r−
〉

+
〈
γr,∆2 (r, u∗) q∗r−

〉
≥ 0. (3.20)

Here

∆1 (r, u∗) =
{(

∂A

∂u
(r, u∗)

)
− (I +Br (u∗))−1

Br (u∗)
(
∂B

∂u
(r, u∗)

)}
× (vr − u∗r) ,

∆2 (r, u∗) = Ψ∗ (r−, 0) (I +Br (u∗))−1

(
∂B

∂u
(r, u∗)

)
(vr − u∗r)

The Equation for the Adjoint Process

The process p is the adjoint process. However, (3.20) also contains the
integrand γ. In this section we shall obtain a more explicit expression for
γ in the case when u∗ is Markov, and also derive forward and backward
equations satisfied by p.

We assume that the optimal control u∗ is a Markov feedback control.
That is,

u∗ : [0, T ]× RN → U (3.21)

so that u∗
(
s, q∗s−

)
∈ U . Note that if um is a Markov control, with a corre-

sponding solution qt (um) of (3.10), then um can be considered as a stochas-
tic open loop control um (ω) by setting

um (ω) = um
(
s, q∗s− (um) (ω)

)
.

This means the control um “follows” the “left limit” of its original trajectory
qs (um) rather than any new trajectory.

Lemma 3.10 Write δ for the predictable “integrand” such that

∆pt = pt − pt− = δt∆Jt, i.e., pt = pt− + δt∆Jt.

Furthermore, write

qt− = q,

Bt− (u∗ (t−, q)) = B∗ (qt−) = B∗ (q) ,
and

Bt (u∗ (t, qt)) = B∗ (qt) .

Then

δt (q) = (I +B∗ ((I +B∗ (q)) q))−1 pt− ((I +B∗ (q)) q)− pt− (q) . (3.22)
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Proof Let us examine what happens if there is a jump at time t; that is,
suppose ∆Jt = 1. Then from (3.10)

qt = (I +B∗ (q)) q.

By the Markov property and from (3.12) and Definition 3.7,

pt = E
[
D∗ (t, Tk)

(
I +B′Tk (u∗)

)
· · ·D∗ (T, TM) ` | Yt

]
= pt (qt)
= pt ((I +B∗ (q)) q)

=
(
I +B∗ (qt)

′)−1
pt− ((I +B∗ (q)) q) ,

where TM is the last jump time before T . The result follows.

Heuristically, the integrand δ assumes there is a jump at t; the question
of whether there is a jump is determined by the factor ∆Jt.

Theorem 3.11 Under assumption 3.21 and with δt given by (3.22)

γr = Φ∗ (r−, 0)′ ((I +B′r (u∗)) δr +B′r (u∗) pr−) . (3.23)

Proof Φ∗ (t, 0)′ pt = Mt = E
[

Φ∗ (T, 0)′ ` | Yt
]

= E
[
Φ∗ (T, 0)′ `

]
+∫ t

0
γr dQr. However, if u∗ is Markov the process q∗ is Markov, and, writing

q = q∗t , Φ = Φ∗ (t, 0),

E
[

Φ∗ (T, 0)′ ` | Yt
]

= E
[

Φ′Φ∗ (T, t)′ ` | q,Φ
]

= Φ′E
[

Φ∗ (T, t)′ ` | q
]
.

Consequently, pt = E
[

Φ∗ (T, t)′ ` | q
]

is a function only of q, so by the
differentiation rule:

pt = p0 +
∫ t

0

∂pr−
∂q

(
Aqr− dr +Bqr− dQr

)
+
∫ t

0

∂pr−
∂r

dr

+
∑

0<r≤t

(
pr − pr− −

∂pr−
∂q

Bqr−∆Jr
)

= p0 +
∫ t

0

[
∂pr−
∂q

(Aqr− −Bqr−) + δr

]
dr +

∫ t

0

δr dQr +
∫ t

0

∂pr−
∂r

dr.
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Evaluating the product:

Mt = Φ∗ (t, 0)′ pt

= p0 +
∫ t

0

Φ∗ (r−, 0)′
[
∂pr−
∂q

(Aqr− −Bqr−) + δr

]
dr

+
∫ t

0

Φ∗ (r−, 0)′
∂pr−
∂r

dr +
∫ t

0

Φ∗ (r−, 0)′ δr dQr

+
∫ t

0

Φ∗ (r−, 0)′A′pr− dr +
∫ t

0

Φ∗ (r−, 0)′B′pr− dQr

+
∫ t

0

Φ∗ (r−, 0)′B′δr dQr +
∫ t

0

Φ∗ (r−, 0)′B′δr dr. (3.24)

However,Mt is a martingale, so the sum of the dr integrals in (3.24) must
be 0, and

γr = Φ∗ (r−, 0)′ (δr +B′r (u∗r) δr +B′r (u∗r) pr−) .

Theorem 3.12 Suppose the optimal control u∗ is Markov. Then a.s. in ω
and a.e. in t, u∗ satisfies the minimum principle〈

pr−,
∂A

∂u
(r, u∗) (vr − u∗r) q∗r−

〉
+
〈
δr,

∂B

∂u
(r, u∗) (vr − u∗r) q∗r−

〉
≥ 0.

(3.25)

Proof Substituting γ from (3.23) into (3.20), and noting B (I +B)−1 −
(I +B)−1

B = 0, the result follows. (Substituting for B and δ gives an
alternative form.)

We now derive a forward equation satisfied by the adjoint process p:

Theorem 3.13 With δ given by (3.22)

pt = E
[
Φ∗ (T, 0)′ `

]
−
∫ t

0

A′r (u∗r) pr− dr−
∫ t

0

(I +B′r (u∗r)) δr dr+
∫ t

0

δr dJr.
(3.26)

Proof pt = Ψ∗ (t, 0)′Mt and from (3.13) this is

= E
[
Φ∗ (T, 0)′ `

]
−
∫ t

0

A′Ψ∗′M dr −
∫ t

0

B′Ψ∗′M dQr

+
∫ t

0

(I +B′)−1
B′2Ψ∗′M dJr +

∫ t

0

Ψ∗′γrdQr

−
∫ t

0

B′Ψ∗′γr dJr +
∫ t

0

(I +B′)−1
B′2Ψ∗′γr dJr
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= E
[
Φ∗ (T, 0)′ `

]
−
∫ t

0

A′pr− dr −
∫ t

0

B′pr− dQr

+
∫ t

0

(I +B′)−1
B′2pr− dJr

+
∫ t

0

((I +B′) δr +B′pr−) dQr

−
∫ t

0

(I +B′)−1
B′ ((I +B′) δr +B′pr−) dJr

= E
[
Φ∗ (T, 0)′ `

]
−
∫ t

0

A′pr− dr +
∫ t

0

(I +B′) δr dQr −
∫ t

0

B′δr dJr

and the result follows.

However, an alternative backward equation for the adjoint process p is
obtained from the observation that the sum of the bounded variation terms
in (3.24) must be identically zero. Therefore, we have the following result:

Theorem 3.14 With δ given by (3.22) the Markov adjoint process pt (q)
is given by the backward equation

∂pt
∂t

+
∂pt
∂q
·
(
A∗ (q)′ −B∗ (q)′

)
q +A∗ (q)′ pt +

(
I +B∗ (q)′

)
δt = 0

(3.27)
with the terminal condition

pT = `.

12.4 HMM Control in Gaussian Noise

Introduction

Again our processes are assumed to be defined initially on a probability
space (Ω,F , P ). A conditional Markov process X as in Section 1 is consid-
ered. Without loss of generality the state space of X can be taken to be the
set of unit basis vectors in RN . We suppose such a process Xt, 0 ≤ t ≤ T ,
is observed through the noisy process y, where

yt =
∫ t

0

c (Xs) ds+ wt. (4.1)

Here w is a Brownian motion independent of X .
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For simplicity a terminal cost of the form 〈`,XT 〉 is considered and,
following Davis (1977b), the control problem is formulated in separated
form by considering an unnormalized conditional distribution of Xt. An
adjoint process is introduced and shown to satisfy forward and backward
equations.

The System

Suppose yt is a Brownian motion process on (Ω, F, P ) independent of Xt

and write Yt for the right-continuous, complete filtration generated by y.
The set U of admissible controls will be the set of Y-predictable functions
with values in a compact, convex set U ⊂ Rk. Suppose c is a real-valued
function on S [so c is just given by a vector c = (c (e1) , . . . , c (eN ))]. For
u ∈ U write Λ

u

s,t = exp
{∫ t

s
c (Xu

r ) dyr − 1
2

∫ t
s
|c (Xu

r )|2 dr
}

and define a new
probability measure P u by

dP
u

dP

∣∣∣∣∣
GT

= Λ
u

0,T . (4.2)

Then according to Girsanov’s Theorem, P
u

is a probability measure, and
under P

u
the process Wt is a Brownian motion, where Wt is defined by

yt =
∫ t

0

c (Xu
s ) ds+Wt. (4.3)

Also {Xt} and {Wt} are independent, and {Xt} has the same distribution
as under measure P . Note that under P

u
the process y represents a noisy

observation of
∫ t

0 c (Xu
s ) ds as in (4.1).

Writing qt = σ (Xt) for the unnormalized conditional density of Xt given
Yt Equation (8.4.1) shows that

dqt = At (u) qt dt+ Cqt dyt. (4.4)

The cost function will be

J(u) = E
u
[〈`,Xu

T 〉] = E
[
Λ
u

0,T 〈`,Xu
T 〉
]

= E
[〈
`,Λ

u

TX
u
T

〉]
= E

[〈
`, E

[
Λ
u

TX
u
T | Yt

]〉]
= E[〈`, quT 〉].

The control problem has, therefore, been formulated in separated form:
find u ∈ U which minimizes

J (u) = E [〈`, quT 〉] (4.5)

where q is given by (4.4).
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Differentiation

For u ∈ U write Φu (t, s) for the fundamental matrix solution of

dΦu (t, s) = At (u) Φu (t, s) dt+ CΦu (t, s) dyt (4.6)

with initial condition Φu (s, s) = I, the N ×N identity matrix.

Lemma 4.1 For u ∈ U , consider the matrix Ψu defined by the equation

Ψu (t, s) = I −
∫ t

s

Ψu (r, s)Ar (u) dr

−
∫ t

s

ΨuC dyr +
∫ t

s

ΨuC2 dr. (4.7)

Then ΨuΦu = I for t ≥ s.

Proof Using the Itô Rule we see d (ΨΦ) = 0, Ψ (s, s) Φ (s, s) = I.

We shall suppose there is an optimal control u∗ ∈ U . Write q∗ for qu
∗
,

Φ∗ for Φu
∗

etc. Consider any other control v ∈ U . Then for θ ∈ [0, 1],
uθ (t) = u∗ (t) + θ (v (t)− u∗ (t)) ∈ U .

Now
J (uθ) ≥ J (u∗) . (4.8)

Therefore, if the Gâteaux derivative J ′ (u∗) of J , as a functional on the
Hilbert space C = L2

[
Ω× [0, T ] ,Rk

]
, is well defined, differentiating (4.8)

in θ and letting θ = 0, we have

〈J ′ (u∗) , v (t)− u∗ (t)〉 ≥ 0 (4.9)

for all v ∈ U .

Lemma 4.2 Suppose v ∈ U is such that u∗θ = u∗ + θv ∈ U for θ ∈ [0, α].
Write qt (θ) for the solution qt (u∗θ) of (4.4). Then zt = ∂qt(θ) /∂θ|θ=0 exists
and is the unique solution of the equation

zt =
∫ t

0

(
∂A

∂u
(u∗)

)
vrq
∗
r dr +

∫ t

0

A (u∗r) zr dr +
∫ t

0

Czr dyr. (4.10)

Proof Differentiating under the integrals gives the result. This is justified
by the result of Blagovescenskii and Freidlin (1961).
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Lemma 4.3 Write

η0,t =
∫ t

0

Ψ∗ (r, 0)
(
∂A

∂u
(u∗)

)
vrq
∗
r dr. (4.11)

Then zt = Φ∗ (t, 0) η0,t.

Proof By Itô’s Rule we see Φ∗ (t, 0) η0,t satisfies the equation (4.10).

Corollary 4.4 Because J(u∗θ) = E
[〈
`, q

u∗θ
T

〉]
we see

∂J

∂θ
(u∗θ)

∣∣∣∣
θ=0

= E [〈`,Φ∗ (T, 0) η0,T 〉] . (4.12)

Write Mt = E
[

Φ∗ (T, 0)′ ` | Yt
]
. Then Mt is a square integrable mar-

tingale on the Y-filtration; hence (Elliott, 1982b),Mt has representation

Mt = E
[
Φ∗ (T, 0)′ `

]
+
∫ t

0

γr dyr (4.13)

where γ is a {Yt} predictable process, such that∫ T

0

E
∣∣γ2
r

∣∣ dr <∞.
Definition 4.5 The adjoint process is

pt := Ψ∗ (t, 0)′Mt

where the prime (′) denotes the transpose of the matrix.

Theorem 4.6

∂J (u∗θ)
∂θ

∣∣∣∣
θ=0

=
∫ T

0

E

[〈
pr,

∂A

∂u
(u∗) vrq∗r

〉]
dr. (4.14)

Proof Using (4.11) and (4.13)

〈MT , η0,T 〉 =
∫ T

0

〈
Mr,Ψ∗ (r, 0)

∂A

∂u
(u∗) vrq∗r

〉
dr +

∫ T

0

〈γr, η0,r〉 dyr.

From (4.12)
∂J (u∗θ)
∂θ

∣∣∣∣
θ=0

= E [〈MT , η0,T 〉] ,
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so the result follows.

Under integrability conditions J ′ is in C, and so has a Gâteaux derivative.
Now consider perturbations of u∗ of the form uθ (t) = u∗ (t) +

θ (v (t)− u∗ (t)) for θ ∈ [0, 1], and any v ∈ U . Then

∂J (uθ)
∂θ

∣∣∣∣
θ=0

= 〈J ′ (u∗) , v − u∗〉 ≥ 0.

for all v ∈ U . So we have the following

Theorem 4.7 Suppose u∗ ∈ U is an optimal control. Then a.s. in ω and
a.e. in t 〈

pt,
∂A

∂u
(u∗) (vt − u∗t ) q∗t

〉
≥ 0. (4.15)

Equations for the Adjoint Process

Suppose the optimal control u∗ is a Markov, feedback control in the state
variable q.

We have the following expression for the integrand in (4.13).

Lemma 4.8

γr = Φ∗ (r, 0)′
∂pr
∂q

Cqr + Φ∗ (r, 0)′ Cpr. (4.16)

Proof Φ∗ (t, 0)′ pt =Mt = E
[
Φ∗ (T, 0)′ `

]
+
∫ t

0 γr dyr. If u∗ is Markov, q∗ is
also Markov. Write q = q∗t , Φ = Φ∗ (t, 0), then by the Markov property

E
[

Φ∗ (T, 0)′ ` | Yt
]

= E
[

Φ′Φ∗ (T, t)′ ` | q,Φ
]

= Φ′E
[

Φ∗ (T, t)′ ` | q
]
.

So pt = E
[

Φ∗ (T, t)′ ` | q
]

is a function of q only. Therefore,

pt = p0 +
∫ t

0

∂p

∂q
(Aqr dr + Cqr dyr)

+
∫ t

0

∂pr
∂r

dr +
1
2

N∑
i,j=1

∫ t

0

∂2pr
∂qi∂qj

c (ei) c (ej) qirq
j
r dr

= p0 +
∫ t

0

∂pr
∂q

Aqr +
1
2

N∑
i,j=1

∂2pr
∂qi∂qj

c (ei) c (ej) qirq
j
r +

∂pr
∂r

 dr
+
∫ t

0

∂pr
∂q

Cqr dyr.
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Then

Mt = Φ∗(t, 0)′ pt

= p0 +
∫ t

0

Φ∗(r, 0)′
∂pr
∂q

Aqr +
1
2

N∑
ij=1

∂2pr

∂qir∂q
j
r

c(ei) c(ej) qirq
j
r +

∂pr
∂r

dr
+
∫ t

0

Φ∗(r, 0)′
∂pr
∂q

Cqr dyr +
∫ t

0

Φ∗(r, 0)′ A(u)′ pr dr

+
∫ t

0

Φ∗(r, 0)′ Cpr dyr +
∫ t

0

Φ∗′C
∂pr
∂q

Cqr dr. (4.17)

Since Mt is a Martingale the sum of the dr integrals in (4.17) must be 0,
and, therefore,

γr = Φ∗ (r, 0)′
∂pr
∂q

Cqr + Φ∗ (r, 0)′ Cpr.

Theorem 4.9

pt = E
[
Φ∗ (T, 0)′ `

]
+
∫ t

0

∂pr
∂q

Cqr dyr−
∫ t

0

(
A′pr + C

∂pr
∂q

Cqr

)
dr. (4.18)

Proof

pt = Ψ∗ (t, 0)′Mt = E
[
Φ∗ (T, 0)′ `

]
+
∫ t

0

Ψ∗′
(

Φ∗′
∂pr
∂q

Cqr + Φ∗′Cpr

)
dyr

−
∫ t

0

A′Ψ∗′Mr dr −
∫ t

0

CΨ∗′Mr dyr

+
∫ t

0

C2Ψ∗′Mr dr −
∫ t

0

CΨ∗′
(

Φ∗′
∂pr
∂q

Cqr + Φ∗′Cpr

)
dr

= E
[
Φ∗ (T, 0)′ `

]
+
∫ t

0

(
∂pr
∂q

Cqr + Cpr

)
dyr

−
∫ t

0

A′pr dr −
∫ t

0

Cpr dyr +
∫ t

0

C2pr dr

−
∫ t

0

(
C
∂pr
∂q

Cqr + C2pr

)
dr.

So

pt = E
[
Φ∗ (T, 0)′ `

]
+
∫ t

0

∂pr
∂q

Cqr dyr −
∫ t

0

(
A′pr + C

∂pr
∂q

Cqr

)
dr.
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From (4.17), equating the dr integrals to zero we also obtain the following
result.

Theorem 4.10 pt satisfies the backward parabolic system

∂pt
∂t

+
∂pt
∂q

Aqt + C
∂pt
∂q

Cqt

+
1
2

N∑
ij=1

∂2pt
∂qi∂qj

c (ei) c (ej) qitq
j
t +A (u∗)′ pt = 0.

(4.19)

with terminal condition
pT = `.

12.5 Hybrid Conditionally Linear Process

Introduction

The filtering problem, where the state and observation processes are linear
equations with Gaussian noise, has as its solution the celebrated result
of Kalman and Bucy. For the related partially observed, linear quadratic
control problem the separation principle applies, and the optimal control
can be described explicitly as a function of the filtered state estimate.

Suppose, however, the coefficients in the linear dynamics of the state
process are functions of a noisily observed Markov chain. Both the filtering
problem and the related quadratic control problem are now nonlinear, and
explicit solutions are either difficult to find or of little practical use. The
approximation proposed below is to consider the coefficients in the linear
dynamics to be functions of the filtered estimate of the Markov chain. In
this way a conditional Kalman filter can be written down. These dynamics
lead us to consider a conditionally linear, Gaussian control problem. By
adapting techniques of Bensoussan (1982), a minimum principle and a new
equation for the adjoint process are obtained.

Dynamics

Consider again a system whose state is described by two quantities, a vector
x ∈ Rd and a component σ which can take a finite number of values from a
set S = {s1, s2, . . . , sN}. (The value x can be thought of as describing the
location, velocity, etc., of an object; σ might then describe its orientation
or some other operating characteristic.)
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If σ evolves as a Markov process on S we can, without loss of generality,
consider the corresponding process described by X evolving on the set
{e1, . . . , eN}. Write Xt for the state of this process at time t and pt =
E [Xt]. Suppose the generator of the Markov chain is the Q matrix Q (t) =
(qij (t)), 1 ≤ i, j ≤ N , so that pt satisfies the forward equation

dpt
dt

= Q (t) pt. (5.1)

It follows from (5.1) that on the family of σ-fields generated by Xt the
process Vt is a martingale, where

Vt = Xt −X0 −
∫ t

0

Q (s)Xs ds. (5.2)

Suppose X is observed only through the noisy process z, where

zt =
∫ t

0

Γ (s,Xs) ds+ νt. (5.3)

Here ν is a Brownian motion independent of V . Write {Zt} for the right-
continuous complete family of σ-fields generated by z and X̂t for the Z-
optional projection of X , so that

X̂t = E [Xt | Zt ] a.s.

Write ∆ (s) for the vector (Γ (s, e1) , . . . ,Γ (s, eN )) and diag ∆ (s) for the
diagonal matrix with diagonal ∆ (s).

With an innovation process ν̂t given by dν̂t = dzt −
〈
∆ (t) , X̂t

〉
dt it is

shown in, for example Elliott (1982b), that the equation for the filtered
estimate X̂ is

X̂t = X̂0 +
∫ t

0

Q(s)X̂s ds+
∫ t

0

(
diag ∆(s)−

〈
∆(s), X̂s

〉
I
)
X̂s dν̂s. (5.4)

Here 〈 , 〉 denotes the inner product in RN and I is the N × N identity
matrix. Equation (5.4) provides a recursive expression for the best least
squares estimate X̂ of X given the observations z.

Suppose now the x component of the state is described by the equation

dxt = A (Xt)xt dt+ ρtdXt +B (Xt) dwt. (5.5)

Here x ∈ Rd, wt =
(
w1
t , . . . , w

n
t

)
is an n-dimensional Brownian motion

independent of V and ν, and A (Xt), B (Xt) and ρt are, respectively, d×d,
d× n, and d×N matrices.
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Suppose the x process is observed through the observations of y, where

dyt = Hxt dt+Gdβt. (5.6)

Here y ∈ Rp, βt =
(
β1
t , . . . , β

m
t

)
is an m-dimensional Brownian motion

independent of V , ν and w and H , (resp. G), is a p× d (resp. nonsingular
p×m) matrix.

Now the y observations also provide information about X , so that alto-
gether we have the states x and X given by (5.5) and

Xt = X0 +
∫ t

0

Q (s)Xs ds+ Vt, (5.7)

with observations given by (5.3) and (5.6). Write
{
Yt
}

for the right con-
tinuous, complete filtration generated by y and z, and denote by a bar the
Y-optional projection of a process so that, for example,

Xt = E
[
Xt | Y t

]
a.s.

Define the innovation processes ν∗, β∗ by

dν∗t = dzt −
〈
∆ (t) , Xt

〉
dt

dβ∗t = G−1 (dyt −Hxt dt) .

For vectors x = (x1, . . . , xd)
′ ∈ Rd and y = (y1, . . . , yn)′ ∈ Rn, write xy′

for the d×n matrix (aij), aij = xiyj. Then the filtered estimate of
(
xt
Xt

)
is

given by

d

(
xt

Xt

)
=

(
A(Xt) xt
QtXt

)
dt+

(
ρtQtXt

0

)
dt

+
(

(xt, Xt)
′ (Hxt, 〈∆ (t) , Xt〉)′

−
(
xt, Xt

)′ (
Hxt,

〈
∆ (t) , Xt

〉)′)( G−1 0
0 I

)(
dβ∗t
dν∗t

)
.

This is a nonlinear equation. However, the approximation we shall make
is to suppose that most of our information about X comes from the obser-
vations of z and that we can replace X by X̂ in (5.5), where X̂ is given by
(5.4). Note that X̂ is independent of w and β. We can, therefore, state the
following result:

Lemma 5.1 Suppose the state xt is approximated by x̃t where

dx̃t = A (X̂t)x̃t dt+ ρt dX̂t +B (X̂t)dwt. (5.8)
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Here X̂ is given by (5.4). Suppose x̃ is observed through the process ỹ where

dỹt = Hx̃t dt+Gdβt. (5.9)

Write {Yt} for the right-continuous, complete filtration generated by ỹ and
x̂ for the Y-optional projection of x, so that x̂t = E [xt | Yt ] a.s. Then

dx̂t = A (X̂t)x̂t dt+ ρt dX̂t + PtH (GG′)−1
dβ̂t

x̂0 = Ex0

(5.10)

where
G · dβ̂t = dyt −Hx̂t dt (5.11)

and Pt is the matrix solution of the Riccati equation

Ṗt = B (X̂t)B (X̂t)′ − PtH ′ (GG′)−1
HPt +A (X̂t)Pt + PtA (X̂t)

P0 = cov x0.

(5.12)

Proof The proof is left as an exercise. Kalman filter formula applies.

Equations (5.4), (5.10), (5.11), and (5.12) therefore give a finite-dimen-
sional filter for x̂t, which is a conditionally Gaussian random variable given
X̂ and Yt.

Note that

A (X̂t) =
N∑
i=1

A (ei) 〈ei, X̂t〉

B (X̂t) =
N∑
i=1

B (ei) 〈ei, X̂t〉.

Remark 5.2

d(xt − x̂t) =
(
A(Xt)xt −A (X̂t)x̂t

)
dt+ ρtQt(Xt − X̂t)dt

+
(
x(Hx)′ − x(Hx)′

)
G−1dβ∗t

+
(
x〈∆(t), Xt〉′ − x〈∆(t), Xt〉′

)
dν∗t + PtH(GG′)−1dβ̂t.

Therefore, with tr denoting the trace of a matrix

d(xt − x̂t)2

= 2(xt − x̂t)d(x̂t − x̂t)
+ tr

(
x(Hx)′ − x(Hx)′

)
(G′G)−1(Hxx′ −Hxx′)dt

+ tr
(
〈∆(t), X〉x′ − 〈∆(t), X〉x′

)(
x〈∆(t), X〉′ − x〈∆(t), X〉′

)
dt

+ trPtH(GG′)−2H ′P ′t · dt
+ trPtH(GG′)−1 ·G′

(
x(Hx)′ − x(Hx)′

)
dt.
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Taking expectations the martingale terms disappear and, under integrabil-
ity or boundedness conditions on the coefficient matrices, an estimate of
order o (t) for E (xt − x̂t)2 can be obtained. However, this does not appear
too useful. 2

Hybrid Control

Suppose the state equation for x now contains a control term, so that

dxt = A (Xt)xt dt+ ρtdXt + Ctu (t) dt+B (Xt) dwt. (5.13)
The observation process is again y, where

dyt = Hxt dt+Gdβt. (5.14)

Assume the control parameter u takes values in some space Rk and the
admissible control functions are those which are predictable with respect
to the right-continuous, complete filtration generated by y and X̂. Ct is a
d× k matrix.

Suppose the control {ut} is to be chosen to minimize the cost

V1 (u) = E

[∫ T

0

(x′tDtxt + u′tRtut) dt+ x′TFxT

]
. (5.15)

Here Qt, Rt, and F are matrices of appropriate dimensions and Rt is non-
singular. Then (5.3), (5.7), (5.13), (5.14), and (5.15) describe a nonlinear
partially observed stochastic control problem whose solution is in general
difficult. To obtain a related completely observed problem the approxima-
tion we propose is that Xt is replaced by its filtered estimate X̂t in (5.13)
giving a process x̃, where

dx̃t = A (X̂t)x̃t dt+ ρt dX̂t + Ctu (t) dt+B (X̂t)dwt. (5.16)
The observation process is now ỹ, where

dỹt = Hx̃t dt+G · dβt (5.17)

and the admissible controls are the predictable functions with respect to
the right-continuous, complete filtrations generated by ỹ and z.

The cost is taken to be

J (u) = E

[∫ T

0

(x̃′tDtx̃t + u′tRtut) dt+ x̃′TF x̃T

]
. (5.18)

Equations (5.16), (5.17), and (5.18) describe a partially observed, lin-
ear, quadratic Gaussian control problem which is parametrized by X̂t, a



12.5. Hybrid Conditionally Linear Process 323

process which is independent of w and β. However, we cannot apply the
separation principle, as in Davis (1977a), because the coefficients in (5.16)
are functions of X̂ . The usual form of the separation principle involves the
solution of a Riccati equation solved backward from the final time T , and
we do not know the future values of X . We therefore proceed as follows to
derive a minimum principle satisfied by an optimal control. We are in ef-
fect considering a completely observed optimal control problem with state
variables X̂ and x̂, where X̂ is given by

X̂t = X̂0 +
∫ t

0

Q (s) X̂ (s) ds+
∫ t

0

Π (s) X̂ (s) dν̂s (5.19)

and

x̂t = m0 +
∫ t

0

A
(
X̂s

)
x̂s ds+

∫ t

0

ρs dX̂s +
∫ t

0

Csus ds+
∫ t

0

PsH (GG′)−1
dβ̂s.

(5.20)

Here Π (s) = diag ∆ (s) −
〈
∆ (s) , X̂s

〉
I and m0 = Ex0. Note from (5.12)

that the covariance Pt depends on X̂. In terms of x̂ and P the cost corre-
sponding to control {ut} is (Davis, 1977a),

J (u)

= E

[∫ T

0

(x̂′tDtx̂t + u′tRtut) dt+ x̂′TF x̂T +
∫ T

0

tr (PtDt) dt+ tr (PTF )

]
.

The last two terms do not depend on the control, so we shall consider a
problem with dynamics given by (5.19) and (5.20), and a cost corresponding
to a control u given by

J (u) = E

[∫ T

0

(x̂′tDtx̂t + u′tRtut) dt+ x̂′TF x̂T

]
. (5.21)

Write
{
Ỹt
}

for the right-continuous filtration generated by ỹ and z. Write
L2
Y [0, T ] =

{
u (t, ω) ∈ L2

(
[0, T ]× Ω; dt× dP,Rk

)
such that for a.e. t,

u (t, ·) ∈ L2
(
Ω, Ỹt, P,Rk

)}
. Assume U is a compact, convex subset of Rk.

Then the set of admissible controls is the set

U =
{
u ∈ L2

Y [0, T ] : u (t, ω) ∈ U a.e. a.s.
}
.

Suppose there is an optimal control u∗. We shall consider perturbations
of u∗ of the form uθ (t) = u∗ (t) + θ (v (t)− u∗ (t)) where v is any other
admissible control and θ ∈ [0, 1]. Then

J (uθ) ≥ J (u∗) .
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Following and simplifying techniques of Bensoussan (1982), our mini-
mum principle is obtained by investigating the Gateaux derivative of J
as a functional on the Hilbert space L2

Y [0, T ]. Write x̂∗ for the trajectory
corresponding to the optimal u∗. Then

dx̂∗t = A (X̂t)x̂∗t dt+ ρtdX̂t + Ctu
∗
t dt+ PtH (GG′)−1

dβ̂t.

Given any sample path X̂ , X̂t will be considered as a time-varying param-
eter. Write Φ (X̂, t, s) for the matrix solution of the equation

d

dt
Φ (X̂, t, s) = A (X̂t)Φ (X̂, t, s)dt

with initial condition Φ (X, s, s) = I.

Lemma 5.3 Suppose v ∈ U is such that u∗θ = u∗ + θv ∈ U for θ ∈
[0, α]. Write x̂θ for the solution of (5.20) associated with u∗θ. Then ψt =
∂x̂θ0,t/∂θ|θ=0 exists a.s. and

ψt = Φ (X̂, t, 0)
∫ t

0

Φ (X̂, s, 0)−1Csvs ds. (5.22)

Proof The estimated state is given by

x̂θ0,t = x0 +
∫ t

0

A (X̂s)x̂θs ds+
∫ t

0

ρs dX̂s

+
∫ t

0

Cs (u∗s + θvs) ds+
∫ t

0

PsH (GG′)−1
dβ̂s. (5.23)

From the result of Blagovescenskii and Freidlin (1961), on the differen-
tiability of solutions of stochastic differential equations with respect to a
parameter, (5.23) can be differentiated to give

ψt =
∫ t

0

A (X̂s)zs ds+
∫ t

0

Csvs ds. (5.24)

The solution of (5.24) is then given by (5.22).

Notation 5.4 Consider the martingale

Mt = E

[
2
∫ T

0

x̂∗′s DsΦ (X̂, s, 0)ds+ 2x̂∗′T FΦ (X̂, T, 0) | Yt

]
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and write

ξt =Mt − 2
∫ t

0

x̂∗′s DsΦ (X̂, s, 0)ds

pt = ξt · Φ (X̂, s, 0)−1 (5.25)

η0,t =
∫ t

0

Φ (X̂, s, 0)−1Csvs ds.

Then there are square-integrable processes γ and λ such that the martingale
M has a representation as a stochastic integral

Mt = E

[
2
∫ T

0

x̂∗′s DsΦ (X̂, s, 0)ds+ 2x̂∗′T FΦ (X̂, T, 0)

]

+
∫ t

0

γs dβ̂s +
∫ t

0

λs dν̂s.

Lemma 5.5 The derivative of the cost is given by

dJ (u∗θ)
dθ

∣∣∣∣
θ=0

= E

[∫ T

0

(psCsvs + 2u∗′s Rsvs) ds

]
.

Proof From (5.21) the cost is

J (u∗θ) = E

[∫ T

0

(
x̂θ′s Dsx̂

θ
s + u∗′θsRsu

∗
θs

)
ds+ x̂θ′T F x̂

θ
T

]
.

Therefore, differentiating we see

dJ (u∗θ)
dθ

∣∣∣∣
θ=0

= E

[
2
∫ T

0

(x̂∗′s Dszs + u∗′s Rsvs) ds+ 2x̂∗′T FzT

]
. (5.26)

Using the above notation

ψt = Φ (X̂, t, 0)η0,t

ξT = 2x̂∗′T FΦ (X̂, T, 0)

so

ξT η0,T = 2x̂∗′T FψT

=
∫ T

0

ξsΦ (X̂, s, 0)−1Csvs ds− 2
∫ T

0

x̂∗′s DsΦ (X̂, s, 0)η0,s ds

+
∫ T

0

γsη0,s dβ̂s +
∫ T

0

λsη0,s dν̂s.
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Substituting in (5.26)

dJ (u∗θ)
dθ

∣∣∣∣
θ=0

= E

[
ξT η0,T + 2

∫ T

0

x̂∗′s DsΦ (X̂, s, 0)η0,s ds+ 2
∫ T

0

u∗′s Rsvs ds

]

= E

[∫ T

0

ξsΦ (X̂, s, 0)−1Csvs ds+ 2
∫ T

0

u∗′s Rsvs ds

]

= E

[∫ T

0

(psCsvs + 2u∗′s Rsvs) ds

]
.

Now take v to be of the form v − u∗ so that uθ = u∗ + θ (v − u∗) ∈ U .
Applying Proposition 5.5 to J (uθ) we have the following result.

Corollary 5.6 The optimal control satisfies the minimum principle

psCsu
∗
s + 2u∗′s Rsu

∗
s = min

v∈U
(psCsv + 2u∗′s Rsv) a.e. a.s. (5.27)

Proof u∗ is optimal so dJ(uθ) /dθ|θ=0 ≥ 0, that is for any other admissible
control v

E

[∫ T

0

(psCs (u∗s − vs) + 2u∗′s Rs (u∗s − vs)) ds
]
≥ 0.

v can equal u∗ except on an arbitrary set of the form A× [s, s+ h], A ∈ Fs.
Therefore, a.e. dt and a.s. dP ,

psCs (u∗s − vs) + 2u∗′s Rs (u∗s − vs) ≥ 0,

where the adjoint variable p is given by (5.26).

Remark 5.7 From Haussmann (1981) we know the optimal control u∗

is feedback, in the sense that at time t it is a function of the states x̂t
and X̂t. However, to avoid derivatives of u∗ we suppose u∗ always follows
the trajectories of x̂∗ and X̂, even if these trajectories are perturbed. By
the Markov property we, therefore, have that pt is a function of x = x̂t and
φ = X̂t. Writing Φ = Φ

(
X̂, t, 0

)
and y = 2

∫ t
0
x̂∗′s DsΦ

(
X̂, s, 0

)
ds we have

that Ψ (t, x, y,Φ) = pt (x, φ) · Φ + y =Mt, a martingale. 2

If we write down the Ito expansion of Ψ the sum of the terms integrated
with respect to time must be zero. After division by Φ we have the following
equation satisfied by the adjoint process p = p (t, x, φ).
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Lemma 5.8 Denote the Hessian of p with respect to x [resp. X] by ∂2p/∂x2

[resp. ∂2p/∂φ2] and write

Γt = ptH (GG′)−1 + ρtΠ (t) X̂t

Λt = Π (t) X̂t.

and tr
(
Γ′t
(
∂2p/∂x2

)
Γt
)

[resp. tr
(
Λ′t
(
∂2p/∂φ2

)
Λt
)
] for the vector with com-

ponents tr
(
Γ′t
(
∂2pi/∂x

2
)
Γt
)

[resp. tr
(
Λ′t
(
∂2pi/∂φ

2
)
Λt
)
].

Then

∂p

∂t
+ pA (X̂t) +

〈
∂p

∂x
,
(
A (X̂t)x̂t

〉
ρtQX̂t + Ctu

∗
t

)
+〈

∂p

∂φ
,QX̂t

〉
+

1
2
tr

(
Γ′t
∂2p

∂x2
Γt

)
+

1
2
tr

(
Λ′t
∂2p

∂φ2
Λt

)
= 0,

(5.28)

with terminal condition p (T, x, φ) = 2xF .

12.6 Problems and Notes

Problems

1. Fill in the details in the derivation of the stochastic differential Equation
(2.3).

2. Show that under the probability measure P defined in Section 12.2 the
process J which counts the number of jumps of the Markov chain is a
standard Poisson process (see Appendix A).

3. Derive the unnormalized conditional density given by (4.4).

4. Using the innovations approach derive the filtered estimate (5.4).

5. Derive the Kalman filter and the Riccati equation given by (5.10) and
(5.12).

Notes

Equation (4.19) is a backward parabolic equation. Bismut (1978) considers
a forward equation, with a terminal condition, for the adjoint process.

Other work discussing similar situations to that of Section 5 includes
Fragoso (1988), Yang and Mariton (1991), and Mariton (1990).





APPENDIX A

Basic Probability
Concepts

Definitions

Let Ω be a set of points. A nonempty class B of subsets of Ω is called a
σ-field if B is closed under complementation and countable unions. The
sets B ∈ B are said to be measurable.

A function P : B → [0, 1] is called a probability measure

1. If P (Ω) = 1;

2. if Bk is a countable sequence of disjoint sets in B, then P (
⋃
Bk) =∑

P (Bk).

The triple (Ω,B, P ) is called a probability space. A set B ∈ B is sometimes
referred to as an event.

If X : Ω → R is a function we let σ (X) = σ
(
{ω | X (ω) ≤ x } ,

x ∈ R
)
. This is the smallest σ-field containing all subsets of the form

{ω : X (ω) ≤ x}. If X is B-measurable, that is, if σ (X) is in B, then we call
X a random variable.

For C ∈ B we define I (C), the indicator function of C, as follows

I (C) (ω) = 1 if ω ∈ C
= 0 otherwise.

A random variable is called simple if there are finitely many real numbers
x1, . . . , xk such that

∑
P (X = xi) = 1. Then Bi = {ω : X (ω) = xi} ∈ B

and X =
∑k

i=1 xiI (Bi).
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The integral of a simple random variable is defined as∫
X dP =

∑
i

xiP (X = xi) =
∑

xiP (Bi) .

If X is a nonnegative random variable, its integral is defined as∫
X dP = lim

k→∞

∫
Xk dP

where {Xk} is a sequence of simple random variables which increases point-
wise to X . The existence of such an increasing sequence of functions is es-
tablished in, for example, Shiryayev (1986). Furthermore, the limit of the
sequence of integrals is independent of the increasing sequence of functions.
If the above limit is finite, X is said to be integrable. If both its positive and
negative parts, X+ = XI (X ≥ 0) and X− = −XI (X < 0) are integrable,
X is said to be integrable and we define∫

X dP =
∫
X+ dP −

∫
X− dP.

The expected value of X is written E (X), and is by definition

E (X) =
∫

Ω

X dP =
∫
R
xdF (x) .

Here F (x) = P (X ≤ x) is the usual cumulative distribution function of
X . For a simple random variable X , then

E (X) =
∑
i

xiP (X = xi)

For C ∈ B, we write ∫
C

X dP =
∫
I (C)X dP.

A sequence of random variables {Xk} is said to converge almost surely (a.s)
if

P
[

lim
k→∞

Xk (ω) exists and is finite
]

= 1.

The value {Xk} converges to X in L1 if E [|Xk −X |]→ 0 as k →∞. The
value {Xk} converges to X in probability if for each ε > 0 the sequence

P [|Xk −X | > ε]→ 0 as k →∞.
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Theorem 1.1 (Radon-Nikodym) If P and P are two probability measures
on (Ω,B) such that for each B ∈ B, P (B) = 0 implies P (B) = 0, then
there exists a nonnegative random variable Λ, such that P (C) =

∫
C Λ dP

for all C ∈ B. We write dP/dP |B = Λ.

For a proof see Wong and Hajek (1985). The value Λ is the density of P with
respect to P . When Ω is a finite, or discrete, sample space Λ (ω) = P/P .

If A, B are two events, then we define the probability of A given B as

P (A | B ) =
P (A and B)

P (B)
,

provided P (B) > 0. Otherwise P (A | B ) is left undefined. More generally
we have the concept of conditional expectation which we now define.

Let X ∈ L1 and A be a sub-σ-field of B. If X is nonnegative and
integrable we can use the Radon-Nikodym theorem to deduce the exis-
tence of an A-measurable random variable, denoted by E (X | A ), which
is uniquely determined except on an event of probability zero, such that∫

A

X dP =
∫
A

E [X | A ] dP (1.1)

for all A ∈ A. For a general integrable random variable X we define
E [X | A ] as E [X+ | A ] − E [X− | A ]. E (X | A ) is called the condi-
tional expectation of X given A. If A is an event, then we write P (A | A )
as shorthand for E ( I (A) | A ).

The following is a list of classical results. If A1 and A2 are two sub-σ-
fields of B such that A1 ⊂ A2, then

E (E (X | A1 ) | A2 ) = E (E (X | A2 ) | A1 ) = E (X | A1 ) . (1.2)

If X , Y , XY ∈ L1, and Y is A-measurable, then

E (XY | A ) = Y E (X | A ) . (1.3)

If X and Y are independent, then

E (X | σ (Y ) ) = E (X) . (1.4)

A stochastic process is a mathematical model for any phenomenon evolv-
ing or varying in time (or space, etc.) subject to random influences (e.g., the
stock market price of a commodity observed in time, the distribution of col-
ors or shades in a noisy picture observed in an unordered two-dimensional
lattice, etc.) To capture this randomness we list all outcomes into a mea-
surable space (Ω,B) usually called the sample space on which probability
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measures can be placed. Thus a stochastic process is a mapping X(index) (ω)
from Ω × {index space} into a second measurable space, called the state
space or the range space.

For a fixed simple outcome ω, X(.) (ω) is a deterministic function de-
scribing one possible trajectory or path followed by the process starting
from some possible initial position.

If the time index is frozen at t, say, then we have a usual random variable
Xt (.).

Theorem 1.2 (Kolmogorov’s Extension Theorem) For all τ1, . . . , τk, k ∈
N and τ in the time index, let Pτ1,...,τk be probability measures on Rnk such
that

Pτσ(1),...,τσ(k) (F1 × · · · × Fk) = Pτ1,...,τk
(
Fσ−1(1) × · · · × Fσ−1(k)

)
for all permutations σ on {1, 2, . . . , k} and

Pτ1,...,τk (F1 × · · · × Fk)
= Pτ1,...,τk,τk+1,...,τk+m (F1 × · · · × Fk × Rn × · · · × Rn)

for all m ∈ N, and the set on the right-hand side has a total of k + m
factors. Then there exists a probability space (Ω,F , P ) and a stochastic
process {Xτ} on Ω into Rn such that

Pτ1,...,τk (F1 × · · · × Fk) = P [Xτ1 ∈ F1, . . . , Xτk ∈ Fk] ,

for all τi in the time set k ∈ N and all Borel sets Fi.

Suppose, from now on that the index space is either R+ or N. To keep track,
to record, and to benefit from the flow of information accumulating in time
and to give a mathematical meaning to the notions of past, present, and
future the concept of filtration is introduced. For this we equip our sample
space (Ω,B) with a nondecreasing family {Bτ , τ ≥ 0} of sub-σ-fields of B
such that Bτ ⊂ Bτ ′ whenever τ ≤ τ ′. We define B∞ = σ

(⋃
τ≥0 Bτ

)
.

When the time index τ is in R we are led naturally to introduce the
concepts of right-continuity and left-continuity of a filtration. A filtration
{Bτ , τ ≥ 0} is right-continuous if Bτ contains events immediately after τ ,
that is Bτ =

⋂
ε>0 Bτ+ε.

The stochastic process X is adapted to the filtration {Bτ , τ ≥ 0} if for
each τ ≥ 0 Xτ is a Bτ -measurable random variable.

Roughly speaking, a stochastic process X is predictable if knowledge
about the behavior of the process is left-continuous, or, more precisely, if
it is measurable with respect to the σ-field generated by the family of all
left-continuous adapted stochastic processes. The concept of predictability
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is more easily understood in the discrete-time situation where Xk is Bk-
predictable if Xk is Bk−1-measurable. A stochastic process X is optional
if it is measurable with respect to the σ-field on Ω× {time set} generated
by the family of all right continuous adapted stochastic processes which
have left limits. Note the concepts of optional and predictable σ-fields on
Ω× {time set} involve measurability concepts in both ω and τ .

The stochastic process X is a martingale with respect to the filtration
{Bτ} if it is Bτ -adapted, E [|Xτ |] <∞ for all τ and E [Xτ | Bτ ′ ] = Xτ ′ for
all τ ′ ≤ τ .

The variation of a real-valued f over an interval [a, b] is∫ b

a

|df | 4= sup
π

n−1∑
k=0

|f (tk+1)− f (tk)|

where π is the set of all partitions of the interval [a, b].
A stochastic process X is of integrable variation if

E

[∫ ∞
0

|dXs|
]
<∞.

Given an adapted stochastic process X , if there exists a right-continuous
predictable process with finite variation and left limits A such that Xt−At
is a martingale, then A is called the compensator of X .

A special semimartingale is, roughly speaking, the sum of a martingale
and a predictable process of bounded variation.

Theorem 1.3 (Girsanov) Suppose Wt, t ∈ [0, T ], is an m-dimensional
Brownian motion on a filtered space {Ω,B,Bt, P}. Let f : Ω× [0, T ]→ Rm
be a predictable process such that∫ T

0

|ft|2 dt <∞ a.s.

Write

ξt0 (f) = exp

[
m∑
i=1

∫ t

0

f isdW
i
s −

1
2

∫ t

0

|fs|2 ds
]

and suppose
E
[
ξT0 (f)

]
= 1.

If P is the probability measure on {Ω,B} defined by dP/dP = ξT0 (f), then
W̃t is an m-dimensional Brownian motion on

{
Ω,B,Bt, P

}
, where

W̃ i
t = W i

t −
∫ t

0

f isds.
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For a proof see Elliott (1982b).
Consider a process Xτ , τ ≥ 0, which takes its values in some measurable

space {E, E} and which remains at its initial value z0 ∈ E until a random
time T , when it jumps to a random position z. The underlying probability
space can be taken to be

Ω = [0,∞]× E.

Write
PAt = P [T > t and z ∈ A] , Pt = P [T > t] ;

then clearly, if Pt (C) = 0, then PAt (C) = 0 for any C ⊂ [0,∞] so that
there is a Radon-Nikodym derivative λ (A, s) such that

PAt − PA0 =
∫

]0,t[

λ (A, s) dPs.

Write

Λ (t) = −
∫

]0,t[

dPs
Ps−

.

The pair (λ,Λ) is the Lévy system for the jump process. Roughly, dΛ (t) =
−dPt/Pt− is the probability that the jump occurs at time t, given it has not
happened so far, and λ (dx, s) is the conditional distribution of the jump
position z given the jump happens at time s.

For two semimartingalesXt and Yt, the Ito product rule gives the product
as

XtYt =
∫ t

0

Xs−dYs +
∫ t

0

Ys−dXs + [X,Y ]t

where

[X,Y ]t = lim (in prob.)
n→∞

{
X0Y0 +

∑
0≤k<2n

[(
Xt(k+1)2−n −Xtk2−n

)
×
(
Yt(k+1)2−n − Ytk2−n

)]}

is the quadratic variation of X and Y .
If the process [X,Y ]t has a compensator, this is denoted by 〈X,Y 〉t

and called the predictable quadratic variation of X and Y . If the martin-
gale part of the semimartingale is discontinuous, then [X,Y ]t = X0Y0 +∑

0<s≤t ∆Xs∆Ys.
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Theorem 1.4 (The Ito Rule) Let f be a twice continuously differentiable
function on R and let X be a real semimartingale. Then f (Xt) is also a
semimartingale and

f (Xt) = f (X0) +
∫ t

0

f ′ (Xs−) dXs

+
∑

0<s≤t
(f (Xs)− f (Xs−)− f ′ (Xs−) ∆Xs)

+
1
2

∫ t

0

f ′′ (Xs) d [X,X ]cs .

Theorem 1.5 (The Gronwall Inequality) Suppose that the continuous
function g (t) satisfies

0 ≤ g (t) ≤ α (t) + β

∫ t

0

g (s) ds, 0 ≤ t ≤ T,

with β ≥ 0 and α : [0, T ]→ R integrable. Then

g (t) ≤ α (t) + β

∫ t

0

α (s) exp (β (t− s)) , 0 ≤ t ≤ T.

A proof can be found in Elliott (1982b).

Theorem 1.6 (Jensen’s Inequality) Let φ : R→ R be convex and let X be
an integrable random variable such that φ (X) is integrable. Then for the
probability space (Ω,B, P ) if A is a subfield of B,

φ (E [X | A ]) ≤ E [φ (X) | A ] .

A proof can be found in Elliott (1982b).

Theorem 1.7 (Fubini) Let (Ω1,B1, P1), (Ω2,B2, P2) be two complete
probability spaces, and let f ∈ L1 (Ω1 × Ω2,A1 ×A2, P1 × P2). Then for
A1 ∈ A1, A2 ∈ A2,∫

A1×A2

fd (P1 × P2) =
∫
A1

(∫
A2

f dP2

)
dP1 =

∫
A2

(∫
A1

f dP1

)
dP2.

(For simple random variables this theorem specializes to the familiar re-
sult that expectations and summations can be interchanged.)

A proof can be found in Loève (1978)





APPENDIX B

Continuous-Time
Martingale
Representation

For 0 ≤ i ≤ N write ei = (0, . . . , 1, . . . , 0)′ for the ith unit (column) vector
in RN . Consider the Markov process {Xt}, t ≥ 0, defined on a probability
space (Ω, F, P ), whose state space is the set

S = {e1, . . . , eN} .
Write pit = P (Xt = ei), 0 ≤ i ≤ N . We shall suppose that for some family
of matrices At, pt =

(
p1
t , . . . , p

N
t

)′ satisfies the forward Kolmogorov equa-
tion

dpt
dt

= Atpt. (1.1)

At = (aij (t)), t ≥ 0, is, therefore, the family of so-called Q-matrices of the
process. Because At is a Q-matrix

aii (t) = −
∑
j 6=i

aji (t) . (1.2)

The fundamental transition matrix associated with A will be denoted by
Φ (t, s), so with I the N ×N identity matrix

dΦ (t, s)
dt

= AtΦ (t, s) , Φ (s, s) = I, (1.3)

dΦ (t, s)
ds

= − Φ (t, s)As, Φ (t, t) = I. (1.4)
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[If At is constant Φ (t, s) = exp (t− s)A.]
Consider the process in state x ∈ S at time s and write Xs,t (x) for

its state at the later time t ≥ s. Then E [Xs,t (x)] = Es,x [Xt] = Φ (t, s)x.
Write Fst for the right-continuous, complete filtration generated by
σ {Xr : s ≤ r ≤ t}, and Ft = F0

t . A basic result is the following:

Lemma 1.1 Vt := Xt −X0 −
∫ t

0 ArXr− dr is an {Ft} martingale.

Proof Suppose 0 ≤ s ≤ t. Then

E [Vt − Vs | Fs ] = E

[
Xt −Xs −

∫ t

s

ArXr− dr
∣∣∣ Fs ]

= E

[
Xt −Xs −

∫ t

s

ArXr− dr
∣∣∣ Xs

]
= E

[
Xt −Xs −

∫ t

s

ArXr dr
∣∣∣ Xs

]
,

because Xr = Xr− = limε>0,ε→0Xr−ε for each ω ∈ Ω, except for countably
many r this is

= E [Xt | Xs ]−Xs −
∫ t

s

ArE [Xr | Xs ] dr

= Φ (t, s)Xs −Xs −
∫ t

s

ArΦ (r, s)Xs dr = 0

by (1.3). Therefore,

Xt = X0 +
∫ t

0

ArXr dr + Vt (1.5)

= X0 +
∫ t

0

ArXr− dr + Vt.

We now give a martingale representation result.

Lemma 1.2

Xt = Φ (t, 0)
(
X0 +

∫ t

0

Φ (r, 0)−1
dVr

)
. (1.6)

Proof The proof follows from (1.5) by variation of constants. Alternatively,
differentiate (1.6).

If x, y are (column) vectors in RN we shall write 〈x, y〉 = x′y for their
scalar (inner) product. Consider 0 ≤ i, j ≤ N with i 6= j. Then

〈Xs− , ei〉 e′j dXs = 〈Xs− , ei〉 e′j∆Xs

= 〈Xs− , ei〉 e′j (Xs −Xs−) = I (Xs− = ei, Xs = ej) .
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Define the martingale

V ijt :=
∫ t

0

〈Xs− , ei〉 e′j dVs.

(Note the integrand is predictable.) Then

V ijt =
∫ t

0

〈Xs− , ei〉 e′j dXs −
∫ t

0

〈Xs− , ei〉 e′jAsXs− ds

and, writing J ijt for the number of jumps of the process X from ei to ej
up to time t, this is

= J ijt −
∫ t

0

〈Xs− , ei〉 aji (s) ds

= J ijt −
∫ t

0

〈Xs, ei〉 aji (s) ds,

because Xs = Xs− for each ω, except for countably many s. That is, for
i 6= j,

J ijt =
∫ t

0

〈Xs, ei〉 aji (s) ds+ V ijt .

For a fixed j, 0 ≤ j ≤ N , write J jt for the number of jumps into state ej
up to time t. Then

J jt =
N∑
i=1

J ijt =
N∑
i=1

∫ t

0

〈Xs, ei〉 aji (s) ds+ V jt

where V jt is the martingale
∑N

i=1 V
ij
t . Finally, write Jt for the total number

of jumps (of all kinds) of the process X up to time t. Then

Jt =
N∑
j=1

J jt =
N∑

i,j=1

∫ t

0

〈Xs, ei〉 aji (s) ds+Qt

where Qt is the martingale
∑N

j=1 V
j
t . However, from (1.2)

aii (s) = −
N∑
j=1

aji (s)

so

Jt = −
N∑
i=1

∫ t

0

〈Xs, ei〉 aii (s) ds+Qt. (1.7)



340 Appendix B. Continuous-Time Martingale Representation

Lemma 1.3

〈V, V 〉t = diag
∫ t

0

ArXr− dr −
∫ t

0

(diagXr−)A′r dr −
∫ t

0

Ar (diagXr−) dr.

Proof Recall Xt ∈ S is one of the unit vectors ei. Therefore,

XtX
′
t = diagXt. (1.8)

Now by the product rule

XtX
′
t = X0X

′
0 +

∫ t

0

Xr− (ArXr−)′ dr

+
∫ t

0

Xr− dV
′
r +

∫ t

0

(ArXr−)X ′r− dr

+
∫ t

0

dVr X
′
r− + 〈V, V 〉t + ([V, V ]t − 〈V, V 〉t)

where [V, V ]t−〈V, V 〉t is an {Ft} martingale. However, a simple calculation
shows

Xr− (ArXr−)′ = (diagXr−)A′r

and

(ArXr−)X ′r− = Ar (diagXr−)′ .

Therefore,

XtX
′
t = X0X

′
0 +

∫ t

0

(diagXr−)A′r dr

+
∫ t

0

Ar (diagXr−) dr + 〈V, V 〉t + martingale. (1.9)

Also, from (1.8)

XtX
′
t = diagXt = diagX0 + diag

∫ t

0

ArXr− dr + diagVt. (1.10)

The semimartingale decompositions (1.9) and (1.10) must be the same, so
equating the predictable terms

〈V, V 〉t = diag
∫ t

0

ArXr− dr −
∫ t

0

(diagXr−)A′r dr −
∫ t

0

Ar (diagXr−) dr.

We next note the following representation result:
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Remark 1.4 A function of Xt ∈ S can be represented by a vector

f (t) = (f1 (t) , . . . , fN (t))′ ∈ RN

so that f (t,Xt) = f (t)′Xt = 〈f (t) , Xt〉 where 〈 , 〉 denotes the inner prod-
uct in RN . 2

We therefore have the following differentiation rule and representation
result:

Lemma 1.5 Suppose the components of f (t) are differentiable in t. Then

f (t,Xt) = f (0, X0) +
∫ t

0

〈f ′ (r) , Xr〉 dr +
∫ t

0

〈f (r) , ArXr−〉 dr

+
∫ t

0

〈f (r) , dVr〉 . (1.11)

Here,
∫ t

0
〈f (r) , dVr〉 is an Ft-martingale. Also,

f (t,Xt) = 〈f (t) ,Φ (t, 0)X0〉+
∫ t

0

〈f (t) ,Φ (t, r) dVr〉 . (1.12)

This gives the martingale representation of f (t,Xt).
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