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Preface to the Fourth Edition

This book originated as notes used in teaching communications at a technical college in Sydney, Australia.
Al that tirne, textbooks written at this level were not available. As demand for this course grew, an Austratian
text was published. Soon afterward, this text, aimed primarily at American students, was published in the
United States.

The text Is designed for cominunications students at the advanced level, and it presents information about
the basic philosophies, processes, circuits, and other building blocks of communications systems. 1t is intended
for use as text material, but for greatest effect is should be backed up by demonstrations and practical work
in which students participate directly.

In this edition of the text, chapter objectives have been added and student exercises increazed in number to
reinforce the theory in each chapter, Further, a new chapter on fiber optic theory has been added.

The mathematical prerequisites are an understauding of the j operator, trigonomeiric formulas of the praduct-
of-two-sines form, very basic differentiation and integration, and hinary arithmetic.

The basic electrical-electronic prerequisite is a2 knowledge of some cireuit theory and common active
circuits, This involves familiarity with de and ac circuit theory, including resonance, filters, mutually coupled
circuits and transformers, and the operation of common solid-state devices, Some knowledge of thermionic
devices and electron ballistics is helpful in the understanding of microwave tubes. Finally, comtmunications
prerequisites are restricted to a working knowledge of tuned voltage and power amplifiers, oscillators, flop-
flops, and gates.

The authors are indebted to the following people for providing matetials for this text: Noel T. Smith of
Ceniral Texas College: Robert Leacock, Test and Measurement Group, Tektronix; James E. Groat, Philps
Dodge: International Corporation; and David Rebar, AMP Incorporated. We would also like to thank the
reviewers, Clifford Clark for ITT Technical Institute, Milton Kcnnedy, and Richard Zboray, for their input
to this edition.

George Kennedy

Bernard Davis









Preface to the Adapled Edifion xvii

Chapter 6 is a new chapter on digital modulation techniques. This chapter describes the basic digital modu-
lation teclmiques including amplitude shift keying, frequency shift keying and phase shift keying. The
variants of basic digital modulation techniques termed M-ary techniques like M-ary PSK, M-ary FSK
and M-ary QAM are also discussed. In view of this chapter, Chapter 14 on digital communications in
the fourth edition, containing inostly obsolete material, has been removed.

Chapter 7 is on radio transmitters and receivers. This is a significantly revised version of the carlier Chapter
6 on radio receivers in the fourth edition. Two new sections, namely, introduction to radio communication
and radio transmitters have been added. Existing material on radio receivers has been thoroughly revised
after removing the obsolete data. '

Chapter 8 is on television broadcasting. This is 2 minor revised version of the carlicr Chapter 17 on television
fundamentals in the fourth edition,

Chapter 9 is on transmission lines. This is a minor revised version of the earlier Chapter 7 with the same
name in the fourth edition.

Chapter 1) is on radiation and propagation of waves. This is a minor revised version of the earlier Chapter
& of the fourth edition.

Chapter 11 is on antennas and is a minor revised version of Chapter 9 of the fourth edition.

Chapter 12 is on waveguides, resonators and components, and is a minor revised version of Chapter 10 of
the fourth edition.

Chapter 13 is on microwave tubes and circuits. It iz & minor revised version of Chapter 11 of the fourth
edition.

Chapter 14 is on semiconductor microwave devices and circuits. It is a2 minor revised version ol Chapter 12
of the fourth edition.

Chapter 15 is on radar system and is a minor revised version of Chapter 16 of the fourth edition,

Chapter 16 is on broadband communication system and is a minor revised version of Chapter 15 of the
fourth edition.

Chapter 17 is on introduction to fiber optic technology and is a minor revised version of Chapter 18 of the
fourth edition.

Chapter 18 is on information theory, coding and data comniunication. The material in this chapter is taken
from chapters 13 and 14 of the fourth edition. Since there are two separate chapters on pulse modutation
techniques and digital modulation techniques in the adapted version, the chapter name is as mentioned
above. The content of this chapter is essentially an introduction to some terminologies used in the infor-
mation theory, coding and data communication topics.

The primary readers of this book are engineering students of degree and diploma courses, hailing from
different clectrical engineering streams and having a one-semester course on communication systems.
The material described here aims at giving them a first-hand feel of different communication concepts and
systems. The secondary readers of this book are communication engineers for whom this book will serve as
a ready reference.

There are several organizations possible for the material presented in the adapted edition. The first eight
chapters is predominantly the material required for the tarpet one-semester course. Selected chapters from 910 18
may be used as parts of the aforemettioned course or may altogether be clubbed for a subsequent course.

As described above, the main motivation behind this adaptation is to provide the right path [or the study
of electronic eommunication systems as it stands today. In my view, an Indian adaptation of this book was



Preface to the Adapted Edition

I was motivated o acecpt this work of adapting this hallmark book by Kennedy and Davis primarily due 1o
the wonderful experience [ had in reading from this book during my initial days of exposurc to the area of
electronic communication. It wouldn't, therefore, be an overstatement to say that [ have a special attachment
towards this book, All during my student life and early career, | repeatedly came back 1o this book whenever
I had to study cornmunication sysiems and faced problems in getting a hold on some basic principles.

The main merit of this book is its lucid and simple way of explaining the basic principles of operation behind
different communication systerns, without dwelling mueh into the mathematical aspects of the same. Of course,
the rigorous mathematical treatment iz an integral component of any communication systern, However, there
are several good books available in the market providing the same for different communication systems.

Among the nuincrons books on comnunication systems available in the market, this book has created a
distinet place for itself. That is, il is a book. which explains the basic cornmunication concapts and principles
ol operation of different communicalion systems in nonprofessional terms, [ believe that this may be the reason
for the enormous success of this book. Therefore, while updating this edition, | have deeided to continue the
legacy of the original authors. | have tried to come up with a thorough revision of several chapters to climinate
obsnlete material and add new ones, in order to provide a unified view, wherever necessaty.

As a part of this, the total number of chapters in the adapted version is also 18, as in the fourth edition,
However, the organization of the chaplers is renewed. [ have attempied to explain the rationale behind the
proposed adaptation. To summarize, [ have attempted to present Kennedy's Electronic Cormmunication Sys-
tems with the latest trends incorporated and with a modern perspective. [ hope that even afier this adaptation,
the book continues 1o give the same cornfort to budding communication engineers in the years to come, as it
has in the past.

Chapter 1 inttoduces the reader to the fascinating subject of communication systems. This chapter is a thorough
revision of Chapter | ofthe fourth edition. The revisions include adding additional material at appropriate
places throughout the chapier for better understanding of the concepts. The electromagnetic speetrum and
terminologics in communicatiun systerms are the two new topics added to the chapter.

Chapter 2 is on hoise fundumentals. Most of the matcrial rernains same as in the fourth edition, except removal
of the section on noise figure measurement.

Chapter 3 is a now chapter in the adapted version. The material for this chapter is drawn from Chapiers 3 and
4 of the fourth edition. However, the treatment is new to provide a unified view. This chapter discusses all
the different amplitude modulation techniques in practice and hence the name of the chapter,

Chapter 4 is a thorough revision of Chapter 5 of the fourth edition. Even though most of the material in the
chapter iz on frequency medulation. the necessary discussion with respect to phase modulation is also
added. Henee, the name of the chapter is angle modulation technigues, to refleet both.

Chapter 5 is a new chapter on pulse modulation techniques. This chapter discusses the theory behind unalog
and digital pulse modulation techniques. The pulsc analog modulation part describes pulse amplitude,
width and position modulation teehniques. The pulse digital modulation part explains pulse code, delta
and differentia! pulse code modulation techniques. In view of this chapter. Chapter 13, on pulsc com-
munications. of the fourth edition stands deleted.
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Introduction to Communication Systems 5

The purpose of receiver and form of output display influence its construction as rmuch as the type of modu-
lation system used. Accordingly the receiver can be a very simple crystal receiver, with headphones, to a far
more complex radar receiver, with its involved antenna arrangements and visual display system. The output
of a receiver may be fed to a loud speaker, video display unit, teletypewriter, various radar displays, television
picture tube, pen recorder or computer, In each instance different arranpements must be made, each affecting the
receiver design, Note that the transmitter and receiver must be in agreement with modulation methods used.

Y

RF stage

Intermediate Audio voitage
fraquancy = Demodulator — and —fq
amplifier powar arpliflers

Local oscllator

Fig. 1.3 Elock diggram of an AM superheterodyne receiver.

1.2.5 Destination

The destinarion is the final block in the communication system which receives the message signal and pro-
cesses it to comprehend the information present in it. Usually, humans will be the destination block. The
incorning rmessage signal via speech mode is processed by the speech perception system to comprehend the
information. Similarly, the message signal via video or visual scene and written script is processed by the
visual perception system to comprehend the information. Even though there are several theories put forward
about the eomprehension of the information from the message signal, the robustness exhibited by the hu-
man system in extracting informatien even under very noisy condition infers that, the entire sequence is less
understood as of now. This may also be due the fact that human brain is the least understood part of human
body in terms of itg functional ability.

1.3 NEED FOR MODULATION

The term modulate means regudate. The process of regulating is modulation. Thus, for regulation we need
onc physical quantity which is to be regulated and another physical quantity which dictates regulation. In
electrical communication, the signal to be regulated is termed as earrier. The signal which dictates regulation
is termed as modulating signal. Messape acts as modulating signal. The modulation process is the most
important opetation in the modern communication systems. Hence before studying the modulation and its
types, it is essential to know the need for modulation.

The following example may help to better understand the need for modulation. Assume that there is a spe-
cial and rare cultural event from a reputed artist organized at a far distant place (destination city) from your
geographical location (source city). It is too far to reach the destination eity by walking, However, you have
decided to attend the event and enjoy the live performance. Then what will you do? The obvious choice is you
will take the help of transportation vehicle to carry you from the source city to the destination city. Thus there
are two important aspects to be observed in this example. The first one is you because you are the message









B Kennedy's Electronic Communtication Systems

Wavoelength Wavelength {A} is yet another fundamenial quantity used as an alternative to frequency for
distinguishing communication signals, Wavelenglh is defined as the distance travelled by an EM wave during
the time of one cycle. EM waves travel at the speed ol light in atmosphere or vacuunm, that is, 3 X 10% m/s,

The wavelength of a signal can then be Tound by using the relation A=¢/ f=3 % 10%/ /. For instance, if the
frequeney of a given signal {s 30 MHz, then its wavelength is A=10m,

Spectriin The frequency domain representation of the given signal.

Bandwidth Bandwidth (8, ) is that portion of the EM spectrum occupied by a signal. More specifically it
is the range of trequencies over which the information is present in the original signal and hence it may also
be termed as signal bandwidth.

Chamnel Bandwidfh  The range of frequencics requited for the transmission of modulated signal.

Modulation o terms of signal and channel bandwidths, modulation is 2 process of transforming signal
from signal bandwidth to channel bandwidth.

Demodulation  On the similar lings, demodulation is the reverse proeess of modulation, that is, transform-
ing signal from channel bandwidth to signal bandwidth.

Baseband Signal Message signal in its original frequency range.
Baseband Transmission 'Transmission of message signal in its original froquency range.
Broadband Signal  Message signal in its modulated frequency range.

Broadband Trangmission Transmission of message signal in the modulated frequency range,

1.6 BASICS OF SIGNAL REPRESENTATION AND ANALYSIS

It is reasonable to expect that the frequency range (i.e., bandwidth) required for a given transmission should
depend on the bandwidth occupied by the modulating signals themselves. A high-fidelity audio signal requires
a range of 50 to 15000 Hz, but a bandwidth of 300 1 3300 Hz is adequate for a telephone conversation and
is termed as narrowband speech. For wideband speech the frequency runge is from 0 to 8000 Hz. When a
carrier has been simnilarly modulated with each, 2 greater bandwidth will be required for the high-fidelity
(hi-fi} transmission. At this point, it {s worth noting that the transmitted bandwidth need not be exactly the
same as the bandwidth of the original signal, for reasons connected with the propertics of the modulating
systems. This will be made clear in Chapters 3 and 4.

Before trying to estimate the bandwidth of a modulated transmission, it is essential know the bandwidth
occupied by the modulating sigmal itself. If this consists of sinusoidal signals, then there 1s no problem, and
the oceupied bandwidth will simply be the freguency range between the lowest and the highest sine wave
signal. However, if the modulating signals are nonsinuseoidal, a much more complex situation results. Since
such nonsinusoidal waves oceur very frequently as modulating signals in communications, their frequency
requirements will be discussed in Section 1.6.2.

1.6.1 Sine Wave and Foutier Series Review

It is very important in communications to lrave & basic undersianding of a sine wave signal. Deseribed
mathematically in the time domain and in the frequency domain, this signal may be represented as follows:
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v(N=FE sin(2ufi+ @)=L sin(wr ¢) {1.1}
where v (#) = voltage as a function of time
E_ = peak voltage
sin = triponometric sine function
= frequeney in hertz
w = radian frequeney (w = 2z/)
{ = time
¢ = phase angle

If the voliage wavelorm described by this expression were applied to the vertical input of an oscilloscope,
a gine wave would be displayed on the CRT screen.

The symibo! fin Equation (1.1) represents the frequency of the sine wave signal. Next we will revicw the
Fourier series, which is used to express periodic time functions in the frequency domain, and the Fourier
transform, which is used to express nonperiodic time domain functions in the frequency domain,

A periodic waveform has amplitude and repeats itself during 1 specific time period 7. Some examples of
waveforins are sine, square, rectangular, triangular, and sawtooth. Figure 1.4 is an example of a rectangular
wave, where 4 designates amplitude, T represents time, and T indicates pulse width. This simplified Teview
of the Fourier serics is meant 1o reacquaint the student with the basics.

The form (or the Fourier series is as follows:

& 27nt | 2mnt
f(t)z%”+2[a,,cus( ’;"' ]+b"5m(%):| (12)

=1

()

Fig. 1.4 Reciangultr wave,

Each term is a simple mathematical symbol and shall be explained as follows:

oo

Z = the sum of # termms, in this case from 1 o infinity, where # takes on values of 1,2, 3,4 ...
n=1

ag a, b - the Fourier coefficients, determined by the type of waveform

0’
T = the period of the wave
[ () = an indication that the Fourier series is a function of time

The expression will become clearer when the first four lerms are illustrated:
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o {e ool anl () o)
oo 8} 5]

If we substitute w, for 22/ (w, =2, = 2/T) in Equation (1.4), we can rewrite the Fourier scries in radian
ferms:

fihy= [ :I + Lo cos wyt + B sinwyf]

+ [y cos 2upt + B sin 2wyt + [a; cos 3wyt + by sin3wupi]) + (1.4)

Equation (1.4) supports the staternent: The makeup of a square or rectangular wave is the sum af (harmoriics)
the sine wave components af various amplitudes.
The Fourier coefficients for the rectangular waveform in Fig, 1.4 are:

24t
T
. 24t sin(ant/T)
" T(rnt!T)
h, = 0 because ¢ = 0 (waveform is symmetrical)
The first four terms of this series for the rectangular waveform are:

P Ar 24c sin(ae/T) (2 ) || 24 sinne/T) (¢
T (xt/T) T T (2m1/T) r

[EAT sin(27zr/T) { smﬂ
+| T o8| — |+ (1.5)

an=

T  (Brt/T) T

Example 1.1 should simplify and enhanec students’ understanding of this review material.

Example 1.1

Compute the first four terms in the Fourier series for a 1-kHz rectangular waveform with a pulse width of
500 psec and an amplitude of 10 V.
Solution

T=time=1x 10 =1/lkHz

T = pulse width = 500 > 10+

A=10V

500% 108

T
L —0s
T 1x 107}
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Refer i Equation (1.5) to solve the problem.

£ = 100© 57+ 1200) 0.5 T cos(amx 107

" [{2)(10) (0.5) 55 cos(ar x 10%)]

+[(2)(10) (0.5)(MJ cos(6x 103:)]
1.5z

{10-m;)

COSAT % 1031J
T

fin= [5]+|:% COS 2T X 103I:|+{
o 89 e x 10%
.57
£ =[5+ [6.366 cos (2 % 10%) + [0] + [-2.122 cos (67 X 10%)]
Because this waveform is a symmetrical square waveform, it has components at (dn) DC, and at (4#,) | kHz

and {dn.) 3 kHz points, and at odd multiples thereafter. Sine in radians, m=1n= 0, ", = —1 (see Fig. 1.5).

1 M

11
051
2
U Il
W
=14

1.51m

Fig. 1.5 Sine in radians.

The Fourier transform review material is included here because not all waveforms are periodic and
information concerning these nonperiodic waveforms are of great interest in the study of communications. A
complete study and derivation of the series and transform are beyond the scope of this text, but the student
may find this review helpful in understanding these concepts.

a4

4
Ia ,

Fig. 1.6  Single nonrepetitive pulse.

Figure 1.6 illustrates a single nonrepetitive pulse. The transform for this pulse is:

Arsin (wr/2)

(1.6)
(wt/2)

Fw)y=
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d. allow the use of practicable antennas 7. Indicate the rrue statement. The process of sending
. Indicate the fufve statement. From the transmitter and receiving started as early as

the signal deterioration becayse of noise is usu- a. the middle 19305

ally b. 1850

a. unwanted energy ¢. the beginning of the twentieth century

b. predictable in character d. the 13405

c, present in the transmitter 8. Which of the following steps is not included in

d. due to any cause the process of reception?
. Indicate the true statement. Most receivers con- a. decoding

form to the b- encoding

C. storage

a. amplitude-modulated group

b. frequency-modulated group d. interpretation

c. superhetrodyne group 9. The acoustic channel i¢ used for which of the
d. tuned radio frequency receiver group tfollowing?
. Indieate the false statement. The need for modula- a. UHF co.mmunications .
tion can best be exemplified by the following. b. single-sideband communications
a. Antenna lengths will be approximately /4 ¢ television communications .
long d. person-to-pcrson voice communications
b. Anantenna in the standard broadcast AM band 10, Amplitude modulation is the process of
is 16,000 ft a. superimposing a low frequency on a high
c. All sound 15 concentrated from 20 Hz to frequency
20 kHz b. superimposing a high frequency on a low
d. Amessage is composed of unpredictable varia- frequency
tions in both amplitude and frequency ¢. carrier interruption

d. frequency shift and phase shift

Review Questions

1. Mention the elements of a communication system. Deseribe their functionality.

(=]

oo ~J oL B

. Explain the need for modulation.
. Write the typical frequency ranges for the following classification of EM spectrum: MF, HF, VHF and

UHF

- The carrier performs certain functions in radio communications. What are they?

- Define noise. Where is it most likely to affect the signal?

- What does modulation actually do to 2 message and carrier?

. List the basic functions of a radio transmitter and the corresponding functions of the receiver.

. lgnoring the constant relative amplitude companent, plot and add the appropriate sine waves graphically, in

each case using the first four components, so as to synthesize () a square wave, (5) a suwiooth wave,
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can become significant. The noise received is called thermal (or black-body) noise and is distributed fairly
uniformly over the entire sky. We also receive noise from the center of our own galaxy (the Milky Way), from
other galaxics, and from other virtual point sources such as “quasars” and “pulsars.” This galactic noise is
very intense, but it comes from sources which are only points in the sky.

Summary Space noise is observable at frequencies in the range from about 8 MHz to somewhat above
1.43 gigahertz (1.43 GHz), the latter frequency corresponding to the 21-cm hydrogen “line.” Apart {rom
man-made noise it is the strongest component over the range of about 20 to 120 MHz. Not very much of it
below 20 MHz penetrates down through the ionosphere, while its eventual disappearance at frequencies in
excess of 1.5 GHz is probably governed by the mechanisms generating it, and its absorption by hydrogen in
interstellar space.

2.1.3 Industrial Noise

Between the frequencies of 1 to 600 MHz (in urban, suburban and other industrial areas) the intensity of noise
made by hutnans easily outstrips that created by any other source, internal or external to the receiver. Under this
heading, sources such as automobile and airerafl ignition, electric motors and switching equipment, leakage
from high-voltage hnes and a multitude of other heavy electric machines are all included. Fluorescent lights
are another powerful source of such noise and therefore should not be used where sensitive receiver reception
or testing is being conducied. The noise is produced by the are discharge present in all these operations, and
under these circumstances it is not surprising that this noise should be most intense in industrial and densely
populated areas.

The nature of industrial noise is so variable that it is difficult to analyze it on any basis other than the sta-
tistical. Tt does, however, obey the general principle that received noise increases as the receiver bandwidth
ig increased (Section 2.2.1).

2.2 INTERNAL NOISE

Under the heading of internal noise, we discuss noise created by any of the active or passive devices found in
receivers. Such noise is generally random, impossible to treat on an individual voltage basis i.¢., instantaneous
value basis, but casy to observe and describe statistically. Because the noise is randomly distributed over the
entire radio spectrum there is, on the average, as much of it at one frequency as at any other. Random noise
power is proportional to the bandwidth over which it is measured.

22,1 Thermal Agitation Noise

The noise generated in 2 registatiee or the resistive component is random and is referred to as therma, agitation,
white ar Juhnson noise. Tt is due to the rapid and random motion of the molecules (atoms and electrons) inside
the component itself.

In thermodynarnics, kinetic theory shows that the temperature of a particle s a way of expressing its internal
kinetic energy. Thus the “temperature™ of a body is the statistical root mean square (rms) value of the veloe-
ity of motion of the particles in the body. As the theory states, the kinetic energy of these particles becomes
approximately zero (i.e., their motion ceases) at the temperature of absolute zero, which is 0 K (kelvins, for-
merly called degrees Kelvin) and very nearly equals =273°C. It becomes apparent that the noise generated by
a resistor is proportional to its absolute temperature, in addition to being proportional to the bandwidth over
which the noise is to be measured.
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nevertheless accur, Shot noise behaves in a similar manner to thermal agitation noise, apart from the fact that
it has a different source.

Many vaniables are involved in the generation of this noise in the various amplifying devices, and so it
is custormnary to use approximate equations for it. In addition, shot-noise current ig a little difficult to add
to thermal-noise voltage in caleulations, so that for all devices with the exception of the dinde, shot-noise
formulag used are generally simplified.

The most convenient method of dealing with shot noise is to find the value or formula for an equivalent
input-noise resister. This precedes the device, which is now assumed to be noiseless, and has a value such that
the same amount of noise is present at the output of the equivalent system as in the practical amplifier. The
noise current has heen replaced by a resistance so that it is now easier to add shot noise to thermal noise. It
has also been referred to the input of the amplifier, which is a much more convenient place, as will be seen.

The value of the equivalent shot-noise resistance R, of a device is generally quoted in the manufacturer’s
specifications. Approximate formulas for equivalent shot- noise resistances are alse available. They all show
that such noise is inversely proportional to transconductance and also directly proportional to oulput current.
So far as the use of R__ is concerned, the important thing to ralize is that itis a completely fictitious resistance,
whose sole function is to simplify calculations involving shot noise. For noise only, this resistance is treated
as though it were an ordinary noisc-creating resistor, at the same temperature as all the other resistors, and
located in series with the input electrode of the device,

2.2.3 Transit-Time Noise

Ifthe time taken by an electron to travel from the emitter to the collector of a transistor becormes significant to
the periad of the signal being amplified, i.c., at frequencies in the upper VHF range and beyond, the so-called
transit-time effect takes place, and the noise input admittance of the transistor inereases. The minute currents
induced in the input of the device by random fluctuations in the output current become of great importance at
such frequencies and create random noise (frequency distortion),

Once this high-frequency noise makes its presence felt, it goes on increasing with frequency at a rate
that soon approaches 6 decibels (6 dB) per octave, and this random noise then quickly predominates over
the other forms. The result of all this is that it i preferable to measure noise at such high frequencies, instead
of trying to calculate an input equivalent noise resistance for it. RF transistors are remarkably low-noise.
A noise figure (sce Scetion 2.4) as low as | dB is possible with transistor amplifiers well into the UHF
range.

2.3 NOISE CALCULATIONS

23,1 Addition of Noise due to Several Sources

Let's assume there are two sources of thermal agitation noise generators in series: ¥, = JATAf R and
Vo= ,}4,1;1"[3{ R, . The sum of two such mms voltages in series is given by the square root of the sum of their
squarcs, so that we have

Vo = VA + ¥ = JOKT AR, 1 4KT &f Ry
= JAKTAf (R + Ry) = JAATAf Ry

(2.3)
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Ry =R+ Ry
Ry Ry
= Ry+—2% (2.6)
AF AtAg

It is possible to extend Equation (2.6) by induction to apply to an n-stage caseaded amplifier, but this is not
normally necessary. As Example 2.4 will show. the noise resistance located at the input of the first stage is by
far the greatest contributor to the total noise, and only in broadband, i.c., low-gain amplifiers it is necessary
to consider a resistor past the output of the second stage,

Example 2.4

The first stage of a two-stage amplifier has a voltage gain of 10, a 600-Q input resistor, a 1600-8) equivalent
noise resistance and a 27-k(} output resistor. For the second stage, these values are 25. 81 kQ, 10k and 1
megachm (1 MY, respectively. Calculate the equivalent input-noise resistance of tHhis two-stage amplifier.

Solution

£ =600+ 1600 = 2200 {2

_ 27x8l
2727481
Ry=1M{}  (asgiven)

+10=202+10=302k{)

20 0
R, =2200+ 20200 LOOLOOD o5 4 3024 16
107 10°% 282

=25i80

Note: that the 1-MS) output resistor has the same noise effect as a 16-{) resistor at the input.

2.3.3 Noise in Reactive Circuits

Ifa resistance is followed by a tuned circuit which is theoretically noiseless, then the presence of the tuned circuit
does not affect the noise generated by the resistance at the resonant frequency. To either side of resonance the
presence of the tuned circuit affects noise in just the same way as any other voltage, so that the tuned circuit
limits the bandwidth of the noise source by not passing noise outside its own bandpass. The more interesting
case is a tuned circuit which is not ideal, i.e., one in which the inductance has a resistive component, which
naturally penerates noise,

In the preceding sections dealing with noise calculations, an input (noise) resistance has been used. it must
be stressed here that this need not necessarily be an actual resistor. if all the resistors shown in Fig. 2.2 had
been tuned eircuits with equivalent paraltel resistances equalio R, R,, and R, respectively, the results obtained
would have been identical. Consider Fig. 2.3, which shows a parallel-tuned circuit. The series resistance of
the coil, which is the noise source here, is shown as a resistor in series with a noige generator and with the
coil. Tt is required to determine the notse voltage across the capacitor, i.e., at the input to the amplifier. This
will allow us to calculate the resistance which may be said to be generating the noise.
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not excessive. In the second instance, and also when eguivalent noise resistance is difficult to obtain, the
signal-to-noise ratio (S/N) is very ofien used. It is defined as the ratio of signal power to noise power at the
same point, Therefore

s X Pf;"/R_[ﬂ]z § = signal power

N - Xn - VJ;ZIR B Vn (2-9)

N = noise power

Equation (2.9) is a simplification that applies whenever the resistance across which the noise is developed is
the same as the resistance across which signal is developed, and this is almost invariable, An cffort is naturaily
made to keep the signal-to-noise ratio as high as practicable under a given set of conditions.

242 Definition of Noise Figure

For comparison of receivers or amplifiers working at different impedance levels the use of the equivalent
noise resistance is misleading. For example, it is hard to determine at a glance whether a receiver with an
input impedance of 50 () and R_ =90 £) is better, from the point of view of naise, than another receiver whose
input impedance is 300 {3 and ch =400 {). As a matter of fact, the second recciver is the better one, as will be
seen. Instead of equivalent noise resistance, a quantity known as noise figure, sometimes catted noise faciar,
is defincd and used. The noise figure £ is defined as the ratio of the signal-to-noise power supplied to the input
terminals of a receiver or amplifier to the signal-ta-noisc power supplied to the output or load resistor. Thus

_ input §/N

- output §/N (2.10)

It can be scen immediately that a practical receiver will gencrate some noise, and the $/V will deteriorate
as one moves toward the output. Consequently, in a practical receiver, the output S/N will be lower than the
input value, and so the noise figure will exceed 1. However, the noise figure will be | for an ideal receiver,
which introduces no noise of its own. Henee, we have the alternative definition of noise figure, which states
that F is equal to the SN of an ideal system divided by the /N at the output of the receiver or amplifier under
test, both working at the same temperature over the same bandwidth and fed from the same source. In addi-
tion, hoth must be lincar. The noise figure may be expressed as an actual ratio or in decibels. The noise figure
of practical receivers can be kept to below a couple of deeibels up to frequencics in the lower gigahertz range
by a suitable choice of the first transistor, combined with proper circuit design and low-noisc resistors. At
frequencies higher than that, equally low-noise figures may be achicved (lower, in fact) by devices which use
the transit- lime effect or are relatively independent of iL.

243 Calculation of Noise Figure

Noise figure may be calculated for an amplifier or receiver in the same way by treating either as a whole. Each
is treated as a four-terminal network having an input impedance R,, an output impedance R, and an overall
voltage gain 4. It is fed from a source (antenna) of intemnal impedance R, which may or may not be equal to
R as the circumstances warrant. A block diagram of such a four-terminal network (with the source feeding
it) is shown in Fig. 2.4,
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Generator Amplifier
{antenna) \ i (receiver)

Ry |
Voltage

Vi R gain=a Ll Ve
vﬂ va -

Fig. 2.4 Block diagram for noise figure caleulation.
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The calculation procedure may be broken down into a number of general steps. Each is now shown, fol-
lowed by the number of the corresponding equation(s) to follow:

L betm‘minu the signal input power P, (2.11, 2.12).

. Determine the noise input power P (2.13,2.14).

Calculate the input signal-to-noise ratio 8/N,, from the ratio of P and P, (2.15).

- Determine the signal output power P_(2.16).

Write P, for the noise output power to be determined later (2.17).

. Calculale the output sighal-to-noise ratio 5/N  frorn the ratio of P and £ _(2.18).
Calenlate the generalized form of noise figure from steps 3 and 6 (2.19).

- Calculate P from R, if possible (2.20, 2.21), and substitute into the general equation for F to obtain the
actual formula (2.22, 2,23),

It is scen from Fig. 2.4 that the signal input voltage and power will be

VR

R - SN TS N TCRP

P, = it ]
““RIR (21D
2
P =£’i=[ﬂ] 1__WBR @.12)
R, \R+R ) R (R+RY :
Similarty, the noise input voltage and power will be
R.R
Vi=4kT Af —21
A= of e 2.13)
V2 R,R 1 4T AR
P,=-E =47 = :
n=T Af R+RER  RAR (2.14)
The input signal-to-noise ratio will be
S_Ri_ VR _UTNR V2R,
N, Pi (R+RY R +R 4T AfR,(R,+R) (2.13)

The output signal power will be

A _any

o) RL RL



Noise 27

2
_(AVR Y L AVRE
= - (2.16)

R,+R | R, (R,+R)R,
The noise output power may be difficult to calculate. For the time being, it may simply be written as
P = noise output power 217
The output signal-to-noise ratio will be
S B __ AVIRL

Nu E‘m (Rg + RI )2 RL Rm
Finally, the general expression for the noise figure is

(2.18)

_8IN; V2R, A2V2R?
T S/N,  4kT Af R,(R, +R) (R,+RY¥R.P,
_RP(R+R)Y

 4kT Af A*R,R,

(2.1%)

Note that Equation (2.19) is an intermediate result only. An actual formula for F may now be obtained by
substitution for the output noise power, or from a knowledge of the equivalent noise resistance, or from
measurement.

2.44 Noise Figure from Equivalent Noise Resistance

As derived in Equation (2.6), the equivalent noise resistance of an amplifier or receiver is the sum of the input
terminating resistance and the equivalent noise (esistance of the first stage, together with the noise resistances
of the previous stages referred to the input. Putting it another way, we see that all these rcsistances are added
to R, giving a lumped resistance which is then said to concentrate all the “noise making” of the receiver.
The rest of it is now assumed to be noiseless. All this applies hcre, with the minor exception that these noise
resistances must now be added to the parallel combination of R and R . In order to correlate noise figure and
equivalent noise resistance. It is convenient to define R[, , which is a noise resisiance that does not incorporate
R and which is given by

, —
ch - ch - RJ'
The total cquivalent noise resistance for this receiver will now be

RaR,
R=Rl +—
Rat R oR, 220

The equivalent noise voltage generated ai the input of the receiver will be

Vii=J4KT &f R

Since the amplifier has an overall voltage gain A and may now be treated as though it were noiseless, the
noize output will be

Ve _(AVy) _ AT AfR

Pp=
Ry Ry Ry

(2.21)
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P =kTAf
=P + P =KkT, Af+ kT, Af
kT Af = kT, Af + kT, Af
I=T+T, (2.24)

where £ and F, = two individual noise powers (e.g., received by the antenna and generated by the antenna,
respectively) and P, is their sum

T, and 7, = the individual noise temperatures
T = the “total” noise temperature

Another advantage of the use of noise temperature for low noise levels is that it shows a greater varia-
tion for any given noise-level change than does the noise figure, so changes are easier to grasp in their troe
perspeetive.

It will be recalled that the equivalent noisc resistance introduced in Section 2.3 is quite fictitious, but it
is often employed beeause of its convenience. Similarly, ch, the equivalent noise temperature, may zlso be
utilized if it proves convenient. In defining the eguivalent noise temperature of a receiver or amplifier, it is
assumed that R.‘_:q = Ra. If this is to lead to the correct value of noise cutput power, then obviously R;1 must be
at a temperature other than the standard one at which all the components (including R ) are assumed to be. It
is then possible to use Equation (2.23) to equate noise figure and equivalent noise temperature, as follows:

F=1 4_&1 =14 KT By
R, kTHAf R,
T,
=1+?“;L (2.25)

where R:q = R, as postulated in the definition of Tm
7,=17°C=290K
.= equivalent noise temperature of the amplifier or receiver whose noise figure is £

Mote that F here 15 a ratio and is not expressed in decibels. Also, T“l may be infiuenced by (but is certainly
not equal to) the actual ambient temperature of the receiver or amplifier. [t must be repeated that the equiva-
lent noise temperature is just a convenient fiction. Tf all the noise of the receiver were generated by R, its
temperature would have to be 7_. Finally we have, from Equation (2.25),

TF=T,+T,
T, = T(F-1) (2.26)

Once noise figure is known, equivalent noise temperature may be calculated from Equation (2.26).

Example 2.6

A receiver connected to an antenna whose veststance is 50 §) has an equivalent notse resistance of 30 £,
Caleulate the recefver’s noise figure in decibels and its equivalent noise temperature.
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Solutlon

R

Fe=l+ _ﬂ=l+§9—=l+0.6=l,6
R, 50

=10logl.6=10x0.204 = 2.04dB

Teq=TalF = 1)=290(1.6 ~ 1) =290 % 0.6

= 174K

Multiple-Choice Questions

Each aof the following multiple-choice questions
consists of an incomplete statement followed by four
choives {a, b, ¢, and d). Circle the letter preceding the
fine that correctly completes each sentence.

1. One of the following types of noise becomes of

great importance at high frequencies, It is the
a. shot npise

b. random noise

c. impulse noise

d. transit-time noisc

2. lndicate the false staternent.

8. HF mixers are generally noisier than HF armnpii-
fiers.

b. Tmpulse noise voltage is independent of band
width.

. Thermal noise is independent of the frequency
at which it is measured.

d. Industrial noise is vsually of the impulse

type.

3. The value of a resistor creating thermal noise is

doubled. The noise power generated is therefore
a. halved

b. quadrupled

c. doubled

d. unchanged

4. One of the following is net a useful quantity for

comparing the noise performance of receivers:
a. Input noise voltage

b. Equivalent noise resistance

c. Noise temperature

d. Moise figure

5.

Indicate the noise whose source is in a category
different from that of the other three,

a. Solar noise

b. Cosmic noige

¢. Atmospheric noise

d. Galactic noise

Indicate the false statement. The square of the
thenmal noise voltage generated by a resistor is
proportional to

a. its resistance

b. its temperature

c. Boltzmann’s constant

d. the bandwidth over which it is measured

. Which two broad classifications of noise are the

most difficult to treat?

a. noise generated in the receiver

b. noise gencrated in the transmitter
c. externally generated noise

d. internally generated noise

. Space noise generally covers a wide frequency

spectrum, but the strongest interference occurs
a. between 8 MHz and 1.43 GHz

b. below 20 MHz

c. between 20 to 120 MHz

d. above 1.5 GH=z

. When dealing with random noise calculations it

must be remembered that

a. all calculations are based on peak to peak
values,

b. calculations are based on peak values.

calculations are based on averape values.

d. calenlations are based on RMS values.

Lo
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Which of the following is the most reliable mea- a. Random noise power is inversely proportional
surement for comparing amplifier noise charae- to bandwidth.

teristics? b. Flieker is sometimes called demodulation
a. signal-to-noise ratio noise.

b. noise factor . c. MNoisein mixers is caused by inadequate image
. shot notse frequency rejection.

d. thermal agitation noise d. A random voltage across a resistance cannot
Which of the following statemnents is true? be caleulated.

Review Problems

. An amplifier operating over the frequency range of 455 to 460 kHz has a 200-k(} input resislor. What is

the rms noise voltage at the input to this amplifier if the ambient temperature is 17°C?

The noise ouiput of a resistor is amplified by a neiseless amplifier having a gain of 60 and a bandwidth
of 20 kHz. A meter connected to the output of the amplifier reads 1 mV rms. (2) The bandwidth of the
amplifier is reduced to 5 kHz, its gain remaining constant. What does the meter read now? () If the resis-
tor is operated at 80°C, what is its resistance?

A parallel-iuned circuit, having a @ of 20, is resonated to 200 MHz with a 10-picafarad (10-pF) capacitor.
If this circuit is maintained at 17°C, what noise voltage will a wideband voltmeter mensure when placed
across it?

The front end of a television receiver, having a bandwidth of 7 MHz and operating at a temperature of
27°C, consists of an amplifier having a gain of 15 followed by a mixer whose gain is 20. The amplifier
has a 300-{2 input resistor and a shot-noise equivalent resistance of 500 £); for the converter, these valucs
are 2.2 and 13.5 k€1, respectively, and the mixer load resistance is 470 k(). Calculate R, for this television
receiver.

Caleulate the minimum signal voltage that the receiver of Problem 2.4 can handle for good reception,
given that the input signal-to-noise ratio must be not less than 300/,

The RF amplifier of a receiver hag an input resistance of 1000 {1, and equivalent shot-noise resistance
of 2000 £}, a gain of 25, and a load resistance of 125 k{}. Given that the bandwidth is 1.0 MHz and the
temperature is 20°C, ¢calculate the equivalent noise voltage at the input to this RF amplifier, I this receiver
is connected to an antenna with an impedance of 75 (1, calculate the noise figure.

Review Questions

. List, separately, the various sources of random noise and impulse noise external to a receiver, How can

some of them be aveided or minimized? What is the sirongest source of extraterrestrial noise?

. Discuss the types, causes and effects of the various forms of noise which may be created within a rectiver

or an amplifier.
Describe briefly the forms of noise to which a transistor is prone.

Define signal-te-noise ratio and noise figure of a receiver. When might the latter be a more suitable piece
of information than the equivalent noise resistance?
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. A recciver has an overall gain 4, an output resistance R, a bandwidth Afand an absolute operating tem-

perature 7. [f the receiver’s input resistance is equal to the antenna resistance R , derive a formula for the
nuise figure of this reeciver. One of the terms of this formula will be the noise output power. Describe
briefly how this can be measured using the diode generator,

Write the refation for maxitnum noise power output of & resisior,

Write the expression for the rms noise voltage,

What is transit-time cffect? How it is gencrated?

What i5 ideal and practical values of noise figure? Why they are so explain.

. What is noise temperature”? How iz it related to noise figure?
. Derive the relation between noise figure and temperature.
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3.1 ELEMENTS OF ANALOG COMMUNICATION

The basic elements of analog communication system that make them to distinguish from the digital
cammunication system are shown in the block diagram given in Fig. 3.1. This block diagram is
drawn by referring to the communication system block diagram given in Fig. 1.} of Chapter 1.
The information source that produces message is analog in nature, i.c., the output of the information

Transmitter Recalver
Analog i
Information .| Analog Communication | Analog | Destination
P modulation channs| dermodulation
Analog carrler
source

Fig. 3.1 Block dingram representation of the elements of an analog communication syste,

source js a continuous signal. The continuous message signal is subjected to analog modulation with the help
of a sine wave carrier at the transmitter. This results in the modulated signal which is also analog in nature.
‘The analog modulated signal is transmitted via the commuication channel towards the receiver, after adding
the requisite power levels.

At the receiver the incoming modulated signal i passed through an analog demodulation process which
extracts out the analog message signal. The analog message is passed onto the final destination. As described
above, the nature of signal starting from the information source till the final destination is analeg and hence
the name analog communication system. This chapter deals with various amplitude modulation techniques
employed in analog modulation block shown in Fig. 3.1.

32 THEORY OF AMPLITUDE MODULATION TECHNIQUES

3.2.1 Amplitude Modulation (AM) Technique

The basic version of the amplitude modulation is also termed as double sideband full carrier (DSBFC) tech-
nigue. The nomenclature DSBFC for the basic AM wave is to distiguish itself from its vanants, as will be
described later, Hence in this section and later, if the abbreviation AM is used, unless specified, it refers to
DSBFC technique.

In amplitude modulation, the amplitude of a carrier signal is varied by the modulating voltage, whose fre-
quency is invariably Jower than that of the carrier. In practice, the carrier may be high frequency (HF) while
the modulation is audio. Formally, AM is defined as a system of modulation in which the amplitude of the
carrier is made proportional to the instantaneous amplitude of the modulating voltage.

Let the carrier valtage and the modulating voltage, v_and v , respectively, be represented by

v.= V. sin @ 3.hH

v =¥ sinmf (3.2)

Note that phase angle has been ignored in both expressions since it is unchanged by the amplitude modulation
process. Its inclusion here would merely complicate the proceedings, without affecting the result.
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From the definition of AM, you can see that the (maximum) amplitude V_ of the unmodulated carrier will
have to be made proportional to the instantanecus modulating voltage ¥, sin @, 2 when the carricr is amplitude
modulated,

Frequency Spectrum of the AM Wave We shall show mathematically that the {requencies present in the
AM wave are the carrier frequency and the first pair of sideband frequencies, where a sideband frequency is
defined as

‘fSH = -fu T ”-fm (3'3)

and in the first pair, # = 1.

When a carrier is amplitude modulated, the proportionality constant is made equal to unity, and the
instantaneous modulating voltage variations are superimposed onto the carrier amplitude. Thus when there
is temporarily no modulation, the amplitude of the carrier is equal to its unmodulated value. When modula-
tion is present, the amplitude of the carrier is varied by its instantaneous value. The situation is illustrated
in Fig. 3.2, which shows how the maximum amplitude of the amplitude modufated voltage is made 1o vary
with changes in the modulating voltage. Figure 3.2 also shows that something unusual (distortion) will
oceur if ¥, s greater than ¥ . This, and the fact that the ratio ¥ /V, often occurs, {eads to the definition of the
modulation index given by

v
=.m 3.4
m= (3.4)

The modulation index is a number lying between 0 and 1, and it is often expressed as a percentage and
called the percentage modulation. From Fig. 3.2 and Equation (3.4), it is possible to write an equation for the
amplitude of the amplitude modulated voltage. We have

A=V +v =V +V sina =V +mV_sina s
=V ([ +msina ) (3.5)
The instantaneous voltage of the resulting amplitude modutated wave is
v =Asin@=Asinar="V (1 +msinwysinas (3.6)

v

Fig. 3.2 Amplitude of mn AM wave,

Equation (3.6) may be expanded, by means of the trigonometric rclation
sinx sin p = 1/2 {cos {(x — ¥) — eos {x + )9}, to give

mv, mV,
£ cus(mn — Wy, )f - :

vy, = Vsinas + cos(m,+ w, ) amn
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Time Domain Representation of the AM Wave The appearance of the AM wave is of great interest,
and it is shown in Fig. 3.4 for one cycle of the modulating sine wave. 1t is derived from Fig. 3.2, which
showed the amplitude, or what may now be called the top envelope of the AM wave, given by the relation
A=V +V¥ sinw ¢ The maximum negative amplitude. or bottomn envelope, is given by -4 =~V _+ I, sin
© 1). The modulated wave extends between these two limiting envelopes and has a repetition rate equal to the
unmoduldted carmicr frequency. Tt will be recalled that ¥, = m ¥, and it is now possible to use this refation to
calgulate the index (or percent) of modulation from the waveform of Fig. 3.4 as follows:

, =l toin (3.9)
and
V=¥ —F- Vnm . me - Vmi - anx + IVrnin (3.1
) ma% m 2 2
+
Ve
i

=(V + Vi 8In st

Fig. 3.4 Time domain represeittation of the AM wave,

Dividing the equation of ¥ by the equation of ¥, we have

m="to - Vow = Voin @.11)
Vf Vrnuk + Vmin

Equation(3.11) is the standard method of evaluating the modulation index when calculating from a waveform
such as may be seen on an oscilloscope, i.e., when both the carrier and the modulating voltages are known,
[t may not be used in any other situation. When only the root mean square (rms) values of the carrier and the
modulated voltape or current are knowi, or when the unmodulated and modulated output powers are given,
it is necessary to understand and use the power relations in the AM wave.

Power Relations in the AM Wape [t has been shown that the carrier component of the modulated wave
has the same amplitude as the unmodulated carrier. That is, the amplitude of the carrier is unchanged; energy
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is neither added nor subtracted. The modulated wave contains extra energy in the two sideband components.
Therefore, the modulated wave contains more power than the carrier had before the modulation took place.
Since amplitude of the sidebands depends on the modulation index ¥ /V, it is anticipated that the total power
in the modulated wave will depend on the modulation index also. This relation may now be derived.

The total power in the modulated wave will be

1 2 1 '
P = fam Visa + Visa (3.12)

AN ) R R
where all three voltages are root mean square (rms) values and can be expressed in terms of their peak values
using wﬁ faetor, and R is the resistance, (e.g., antenna resistance), in which the power is dissipated. The first
tetm of Equation (3.12) is unmodulated camer power and s given by

R

v f
p = Lewr _ =le 3.13
‘ R R 2R (3.13)
Similarly,
V2 mb. 12 mFr mt v
P‘ =pF =£= L i =t = € 314
158 [217.] R ( _JE ) SR 4 2R ( )
Substituting Equations.(3.13) and (3.14) in (3.12), we have
V2 m V2 om?p?
p o= L e 315
WR 4 2R 4 2R (3.13)
2
L 11RO (3.16)

Equation (3. 16) relates the total power in the amplitude modulated wave to the unmodulated carrier power.
It is interesting to know from Equation (3.16) that the maximum power in the AM wave is P, = 1.5P, when
m= 1. This is important, because it is the maximum power that relevant amplifiers must be capable of handling

without distortion,

Example 3.2

A 400-watt (400-W) carrier is modulated to a depth of 75 percent. Calculate the total power in the modulated
wave.

Solution

AAl ?

2 2
P = e[n%]:auo(uo';s ]:.400><1.231

=5125W
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Example 3.3

A brondeast radio transmitter radiates 10 kilowatts (10 kW) when the modulation percentage is 60. How
much of this is carrier power?

Solution
B 10 10
P = { =—— =847 kW
: ]+m2f2 1+0.62/2 1.18

Current Relations in the AM Wave The situation which very often arises in AM is that the modu-
lated and unmodulated currents are easily measurable, and it is then necessary to calculate the modula-
tion index frorn them., This cccurs when the antenna current of the transmitter is metered, and the prob-
lem may be resolved as follows. Let /, be the unmodulated current and J, the total, or modulated current
of an AM transmitter, both being rms values. If & is the resistance in which these currents flow, then

PA.H — Iz 'ln' 2 2
Tc_ﬂ_( ) _HT (3.17)
2
;—'= 1+ 2 (3.18)
'
fﬂz
L= Lfl+ = (3.19)

Example 3.4

The antenna current of an AM transmitter is 8 amperes (8 A) when only the carrier is sent, but it increases
to 8.93 A when the carrier is modulated by a single sine wave. Find the percentage modulation. Determine
the antenna current when the percent of modulation changes to 0.8.

Solutlon

(3.16)

Here
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= J201.246-1) = J0.492 = 0.701 = 70.1%

For the second part we have

2 2
I=1 Ji+i=8\jl+£ =3\/|+w
YT 2 2

= BJI32 =8x1.140=9,194

Modulation by Several Sine Waves In practice, modulation of a carrier by scveral sine waves simul-
taneously is the rule rather than the exception. Accordingly, a way has to be found to ealculate the resulting
power conditions. The procedure consists of calculating the total modulation index and then substinuting it
into Equation (3.16) of total power relations, from which the total power may be calculated as before. There
are two methods of calculating the total modulation index.

Let V. I, I, ctc., be the simuftaneous modulation voltages. Then the total modulating voltage ¥, will be
cqual to the square root of the sum of the squarcs of the individual voltages: that is,

V= PR+ Vit (3.20)

Dividing both sides by I, we get

¥ V:'. 2 2
_r=J_1+fz_+fa_+ (3.21)

v, \wrowroprm
that is,

m = Jmf’* + w3+ g+ (3.22)

Equation (3.16) may be rewritten 1o crmphasize that the total power in an AM wave consists of carrier
power and sideband power. This yields

2 P
Pl.u = P‘.{i f 1"2_ )= P: + D;n = F. t P.‘\'H (321)
where £ is the total sideband power und is given by
P 2
= —‘;H (3.24)

If several sine waves simultaneously modulate the carrier, the carrier power will be unaffected, but the total
sideband power will now be the sum of individual sideband powers. We have
Pt _£ mi Pms PEng
2 2 2 2

(3.25)

m o= b mE o+ (3.26)

[ the square root of both sides is now taken, Equation (3.22) will once again be the result, It is seen that
there are two approaches, hoth yield the same result. To caleulate the total modulation index, take the square


















46 Kennedy's Electronic Communication Systems

Alternatively, if USB is chosen for transmission, then

¥,
=—”’2‘ cos(@ 1 @ ) (3.44)

v-".SE
Compared to AM and DSBSC, S8B signficantly saves power, since carrier and onc sideband are suppressed
and saves bandwidth, since only one sideband is chosen for transmission. Then the next question iz why not
use only S8BY The answer is same as in the case of existence of AM, even after the development of DSBSC
technique. The 8SB technique further complicates the receiver structure to recover message. As will be
explained later, an equally important limitation of 8$B is the practical difficulty in suppressing the unwanted
sideband, since it lies close to the wanted sideband. Therefore still all the three versions of AM, namely, AM,
DSBSC and S5B coexist in the analog communication field.

Frequency Spectrunt of the SSB Wave One way of viewing SSB is DSBSC follawed by bandpass fil-
tering, as illustrated in Fig. 3.8. The mathematical treatment here follows this assumption. The situation of
instantaneous value of SSB wave is same as in DSB, itlustrated in Fig. 3.5, which shows how the DSBSC
modulated voltage is made to vary with modulating voltage changes, From Fig. 3.5 it is possible to write an
equation for the amplitude of the DSBSC medulated voltage.

DSBEsC Bandpass
Pm modulation ] i fliter ]
T DEBSC 55B
Pg

Fig. 3.8 Block diagram represenlation of 358 generation by bandpass filtering,

We have

v
Vosase = mTV‘" cos(, — @ ) — m—z‘"— cos(e + w ) {3.45)

Now for generating the S3B, the DSBSC is passed through the bandpass filter. Depending on the cut-off

frequencies, either LSB or USB comes out of the bandpass filter. If the cut-off frequencies are (f — 1) and 7,
then L3B is chosen for transmission and instantancous voltage of SSB signal is given by

Ve = m;‘ : cm(wf - mm)r (3.46)

Alternatively, if the cut-off frequencies are £ and (£, + ), the instantaneous voltage of the USB chosen
for transmission is given by

mV,

[2

s T - cos(@ + @) (3.47)

v =
Ht

It has thus been shown that the equation of $8B wave contains one term, that is, either LSB or USB. The
bandwidth required for 35B is the frequency of the modulating signal. That is,

BSSH = U.: +-‘fl-ﬂ) _-‘f.- =.f:- - (f; _-frlu) =jr.n (3'48)

The frequency spectrum of S$B wave is shown in Fig. 3.9 using the equations of 8B, As illustrated, SSB
consists of one discrete frequency either atf, — £ oratf +f.
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558 = 3B
fo— I I, fot Fm
{a)
S5B =LSB
fom fa fot fm

{b)

Fig. 3.9 Frequency spectrum of the 55B wawe, Spectrum for (a) 55B = USB, and (b) 558 = L5B.

Time Domain Representation of the 558 Wave Figure 3.10 shows the time domain representation of
538 wave for one cycle of message signal. The modulated wave will have ouly one sine wave, The only
wave to distinguish is to cormnpare with carrier signal. lts frequency will be either lower or more than carrier
frequency by an amount of modulating signal frequency. The envelope of 55B does not contain message and
hence a simple envelope detector circuit is not useful for recovering the message, This is the price we pay
by suppressing the earder and one of the sidebands. OF course, here also, there are ways to overcome this

problem to recover message.
N 3

Um

AR AR AR S
VYUY VY YUY VYY)

T
IV

SOV s
............ RVAVAVAVAV:

___|.____

Fig. 3.10 Time domain representation of the 55B wave.

Power Relations in the S5B Wave It has been shown that the carrier component and one sideband are
suppressed in the 55B wave. The modulated wave contains energy only due to one sideband component.
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technigue. VSBSC is more commonly termed as VSB representing vestigial sideband and supressed carrier
as implied. This book also follows the same convention.
The DSBSC signal is given by

mV,

mb,
Vissse = o COS(@ @) - cos(m_+ @ M {3.33)

If LSB is wanted sideband in case of V3B, the instantancous voltage of the V5B signal may be expressed

ag
¥
Vien = f.’,’?;_fg cos(@ —m y+ F (— %-E cos(iw, + o, )t) (3.34)
Alternatively, if USB is wanted sideband, the instantaneous voltage of VSB may be given by
v v
Vyey = — mz < cos{m, — @ )+ F( '"2 £ cos(mw, — u, )t) {3.55)

where F represents the fraction. The power und bandwidth requirements in case of V3B will be slightly more
than S8B, but less than DSB.

Frequency Spectrum of the VSB Wave One way of viewing VSB is DSBSC followed by bandpass filter-
ing, as illustrated in Fig. 3.8. The only difference between 58B and V5B will be in the cut-off frequencies.
The situation of instantaneows value of V5B wave is same as in DSBSC, illustrated in Fig. 3.5, which shows
how the DSB modulated voltage is made to vary with modulating volage changes.

From Fig. 3.5 it is possible 1o write un equation for the amplitude of the DSBSC modulated voltage. We
have

; Ve cos(a, - @ )i - % cos(e + o )i (3.56)

Ll =
INESC 2 [

Now for generating the 888, the DSBSC is passed through the bandpass filter. Depending on the cut-off
frequencies, either LB or USB comes out of the bandpasss filter, along with the vestige of the other. If the
cut-off frequencies are (f, -f ) and (£ + f), where / is the vestige component trequency, then LSB and vestige
of USRH are chasen for transmission, then

Vign = _;:H cos(@ — o )+ F(— ﬁgi‘l cos(w, + o, )z‘) (3.57)
Alternatively, if the cut-off frequencies are (f, - /) and (£ + £,), the USB and vestige of LSB are chosen
for trapstnisaton, then '
¥, .
View = - —”-f-z_‘ cos(a + @ )+ F(—’%—fh cos(i, — w,,,)r) {3.58)

It has thus been shown that the equation of VSB wave contains two terms, one comiplete sideband and trace
of other sideband, The bandwidih required for VSB is the frequency of the modulating signal plus vestiage
band. That is,

B =0 AL~ D= +N-G-1)=U, 1) (3.59)

The frequency speetrum of VSB wave is shown in Fig, 3.11 using V3B equations. As illustrated, V5B
consista of two discrete frequencics either at (£ — 1), (£ + f ) orat ((f_ + £, {£. = ).
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where ¢ = ¢RV .. The above equation has the standard AM signal components. In this way we can generate
the AM signal with the help of device that exibhits nonlinear resistance property.

3.3.2 Generation of DSBSC Signal

Using Analog Multiplier The conceptual way to realize the generation of DSBSC signal is with the help
of an analog multiplier as shown in Fig. 3.15,

The output of the analog wmultiplier is given by

. . mb, V.
v=y v =F sina ¥V sinms= -T‘ cos(w — @ ) - mT‘ cos(w + @ W (3.77)
Thus at the output of the analog multiplier we have the DSBSC signal.
Analog -
m multipliar VS Vm e
Ty

Fig. 3.15 Block diagram representation of generation of DSBSC signal nsing analog muitiplier,

- Using a Balanced Modulator A balanced modulator can be constructed using the non-lincar devices
like dipdes and transistors, The balanced modulator using the diodes is given in Fig, 3.16. The diodes use
the nonlinear resistance property for generating modulated signals. Both the diodes reccive the carmicr volt-
age in phase; whercas the modulating voltage appears 1807 out of phase at the input of diodes, since they
are at the opposite ends of a center-tapped transformer. The modulated output currents of the two diodes are
cormbined in the center-tapped primary of the output transformer. They therefore subtract, as indicated by the
direction of the arrows in the Fig. 3.16, If this system iy made completely symmmaetrical, the carrier {requency
will be completely canceled. No system can of course be perfectly symmetrieal in practice, so that the carmier
will be heavily supressed rather than completely removed. The output of the balanced modulator contains
the two sidebands and some of the miscellaneous components which are taken care of by tuning the output
tranformer’s secondary winding, The final output consists only of sidebands.

As indicated, the input voltage will be (v, + v } at the input of diede [, and (v - v ) at the input of diede
L. If perfect symmetry is assumed, the proportionality constants will be the samc for

2
e -

-1

Um tig

Un

Fig. 316 Generafion of DSBSC signal using balanced modulator
based on nonlineqr resistance characteristics of diode.



56 Kennedy's Electronic Communication Systems

both diodes and may be called a, b, and ¢ as before. The two diode output currents will be

Ia=a+blv+v)+te(u +v ) (3.78)
i,=a+hvt+by +eviteov it oy v (3.79
ip=ath(v.—v)+ev, v) (3.80)
ip=al by —bv +cvitey  -2evy, (3.81)

As previously indicated, the primary current is given by the difference between the individual diode output
currents. Thus

f=i,—ip=2bv 4 dev v (3.82)

1 il

Substituting for v_and v_and simplifying we get

ml,

i, =2bV sine  + dc

7t

cos(w — ¢ ) — 4.:'"'—!;—;£ cos(w + @ )t (3.83)

L m

The output voltage v, is proportional to this primary current. Let the constant of proportionalily be o then

v, = o = 2baV sinm ¢+ 4acmTV" cos(w_— @ ) - 4o mTV‘ cos(c, ) {3.84)
Let P=20b¥, and 0 = 2ac ’”; <, Then
v, = Psin@, 1 + 20cos(@ — o ) — 20cos(@, + @ 1 (3.33)

This equation shows that the carricr has been canceled out, leaving only the two sidebands and the modutating
frequencies. The tning of the output transformer will remove the modulating frequencies from the output.

v, = 20 cos{@ — @, ) — 20 cos{a + @, ) (3.80)

m

3.3.3 Generation of S5B Signal

Using Analog Multiplier The conceptual way to realize the generation of $5B signal is with the holp of
an analog multiplier followed by a bandpass filter as shown in Fig. 3.17.

Analog Bandpass
o multiplier U filter v
U

Fig. 3.17 Block-diagram representation of gencration of S58 signal using analog nultiphier,

The output of the analog multiplicr is given by

. . my mV,
v'=v v =V sing tVsnws= --2J— cos(ar — ) — —2—‘ cos{eg + @ M (3.87)

"ot i o

Thus at the ontput of the analog multiplier we have the DSBSC signal. This signal is passed through a
4
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bandpass filter which, depending on the cut-off frequencies, will attenvate one sideband and allows the other
1o pass through, If the lower sideband is passed out then the output of the bandpass filter will be

¥
ve P costw —w ), (3.88)

H

Alternatively. if upper sideband is passed out, then the output of the bandpass filter will be

mV,

. PO (3.89)
This results in the generation of S3B signal.

Using the Filter Method The basis for the filter methad is that after the batanced modulator the unwanted
sideband is removed by a filter. The block diagram for the filter method of 88B peneration is given in Fig.
3.18. The balanced modulator generates the DEBSC signal and the sideband suppression filler supresses the
unwanted sideband and allows the wanted sideband,

Az derived in the previous section, the output of the balanced modulator is

v'=2aeV V(costw, - @ ¥ —cos{e, + w M) (3.90)

The sideband suppression filter iz basically a bandpass filter that has a flat bandpass and extremely high
attenuation mutside the bandpass. Depending on the cut-off frequency values we can represent the output of
the Rlter as

v=2gcl V. ocos(w, — @M (3.91)
or
v==2acl ¥ cos(w, + @ ) {3.92)
Sideband
.| Balanced suppression L
T modulator N filter v
-

T

Ug
Fig. 3.18 Hlock dingram representation of geweration of 558 signal using filter method.

In this way 53B is generated in case of filter method.

Lising the Phase Shift Method The phase shift method avoids filters and some of their inherent disad-
vantages, and instead makes use of two balanced modulators and two phase shifting networks, as shown in
Fig. 3.19. One of the balanced modulators, M|, reccives the 00° phase shifted carrier and in phase message
signal, whereas the other, AM,, is fed with the Y0° phase shifted message and in phase carmier signal. Both the
modulators produce the two sidebands. One of the sidebands, namely, the upper sideband will be in phase in
both the modulators, whereas, the lower sideband will be out of phase. Thus by suitable polarity for M, outpw
and adding with A/, output results in suppressing one of the sidebands.

Letv, =¥ sin @ be the message and v, = V_sin e be the carrier. The 90° phase shifted versions of them
are V_cos w ! and ¥ cos @t respectively.

The output of the balanced modulator M, is given by
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Vb e

v, ¥ Vsing tcos@t = (sin{en_ + o Y +sin(w — @ W) (3.93)

L

Balanced
moduiaior
M,

(0

890° phase
shifter
Ty —— Adder —_—

Carrler +=
source

. Balanced
an h}IJI!t'IESB modulator
5 ar M2 L)

Fig. 3.19 Block diagram representation of generation of S5B signal using phase shift method.

The output of the balanced modulator M, is given by

"

v, =V, Vcose, fsinw (= % (sin(@, + o )¢ —sin(w_ - @ )f) (3.94)
The output of the adder is
v=v Ey, (3.95)
In one case we have
v=V V. sin(w, + @) (3.96)
In the othercase we have

p=V Vsin(w — o) (3.97)

Hy

Thus resulting in the generation of 55B signal.

Using the Third Method The third method of generating SSB was developed by Weaver as a means of
retaining the advantages of the phase shift method, such as its ability to generate S8B at any frequency and
use of low audio frequencies, without the associated disadvantage of an audio frequency phase shift network
required to operate over a large range of audio frequencies.

The block diagram of the third method is shown in Fig, 3,20, We can see that the later part of this circuit
is identical to that of the phase shifl method, but the way in which appropriate voltapes are fed to the last two
balanced modulators (M, and M) has been changed. Tnstead of trying to phase shift the whole range of audio
frequencies, this method combines them with an audio frequency carrier g, which is a fixed frequency in the
middle of andio frequency band. A phase shift is then applied to this frequency only, and after the resulting
voltages have been applied to the first pair of balanced modulators (M, and M,), the low pass filters whose
cut-off frequency is @, ensure that the input to the last pair of balanced modulators resuits in proper eventual
sideband suppression. :
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3.3.4 Generation of VSB Signal

Using Analog Multiplier The conceptual way to realize the generation of VSB signal is with the help of
an analog muttiplier followed by a bandpass filter as shown in Fig. 3.17. Thus the basic blocks remain same
as in the case of 35B generation and the only difference is in the cut-off frequency values of the bandpass
filter.

The output of the analog multiplier 15 given by

m

, . ; mV. ¥
v'=w v =V sinm tVsinayr= 2" cos(w - w ) - 3%& cos(@ + @ ) {(3.107

Thus at the output of the analog multiplier we have the DSBSC signal, This signal is passed through a
bandpass filter which, depending on the cut-off frequencies, will pass one sideband complelely and a vestige
of the other sideband, 1f the lower sideband and vestige of upper sideband are passed out, then the output of
the bandpass filter will be

_ mF,

5
cos(@ @) — F(fl’zli cos(e, — w, ) (3.108)

H

Alternatively, if upper sideband is passed out, then the output of the bandpass filter will be

¥,
p=- ’"Zf cos(@ + ) | F(i":?’fa eos(w, — w,, 1) (3.109)
This results in the generation of V5B signal.

Using the Filter Method  The basis for the filter method is, after the balanced modulator the unwanted
sideband is removed by a filter. The block diagram for the filter method of VSB generation wll also remain
same as that of S3B case given in Fig. 3,18, The balanced modulator generates the DSBSC signal and the
sideband suppression filter supresses most of the unwanted sideband and allows a vestige of it along with the
other sideband.

As derived in the previous section, the output of the balanced modulator is

v’ = 2acl V(cos(w — w ) - cox(w + e ). (3.110)

The sidchand suppression filter is basically a bandpass filter that has a flat bandpass and extremely high
" attenuation outside the bandpass. Depnding on the cut-off frequency values we can represent the output of
the: filter as.

v 2ol Vocos(e -w Y FQacl Y cos(a + @ )) (311
or

v==20cl V cos(w + o W+ FQRoel V cos{m — o)1) {3.112)

"

In this way V3B is gencerated in case of filter method.

34 SUMMARY

This chapter began with the definition of analog and digital communication. The block diagram description
of analog communication sysiem was described next to illustrate the (act that the signal at 'l stages will be
analog in nature, The theory of basie amplitude modylation and its variants together DSBSC, 55B and VSB
was presented next. The study of all the amplitude modulation techniques gives 1 better understanding about
their nature in time and frequency domains, and power and bandwidth requi. ments. The basic technique.
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. The expression for total modulation index in case

of modulation by several sine waves is given by

8 m,= \/mlz +md + o+

= A
b. m = \/’"I
\/’”l LR T

+ i+t

c. m=
d. = m s + o+
The instantaneous voltage of DSBSC can be

related to that of AM by

B Vigpsc = Vo VoSN 01

b. Viwase ™ ¥ anr
C. Voense = V., Sin @t
d. Yosase = V. sin wl ¥, sin w !
. The peak amplitude of the DSBSC wave is given
by
g V
b. ¥V
e. Vosineay
d. ¥ sina ¢
. The instantanezous voltage of the DSBSC wave
18
a. V::+ V;n
b. ¥ sinm¢

c. ¥ sinwt+V sina t

d. mV sinw fsin ¢

The DEBSC wave will have

a. carrfer, LSB and USB

b. L3B and USB

¢. LEB or USB

d. one stdeband and vestige of other

. The bandwidth of DSBSC wave is given by

a fr+f
b. f—f

. ¥, and ¥, are the peak amplitudes of LSB and

USB, then the relation amnong them in DSBSC
is

AnTw
A
I

19. /== f , the frequency of DSBSC wave can be

20,

21,

22,

23

24.

25.

apporximated by
g f

b. [
c. (f—/ )2

d. (£ +f )2

The expression for total power in DSBSC wave
is

a. Pm*8

b. P m'/4

c. P2

d. Puni2

The maximum power of DSBSC wave under
distortionless condition is

a. L3P

b. P/2

c. 2P/3

d. P/3

Tfv, is the instantaneons voltage of one sideband,
then the instantaneous voltage of SSB can be
related to that of DSBSC by

B Veon ™ Vosmse ~ Vg

h. v

e, v

sase = ¥ nguse: + Ve
d. v

DERSe” = V;' Si'n mc.’ l;"I.-ﬂ.'l
The instantaneous voltage of the SSB=USB wave
18
a —mV 2 cos(m + o )t
b. —m?V /2 cos(w, + @ )t
c. —ml /dcos(w, + a )
d. —mV 2 cos(w + o )
The instantaneous voltage of the S5B=L5B wave
i
a, m¥ /2cos(w — e it
b. m?¥ /2 cos( — @ )
c. ml /dcos(@ - @ )
d. m¥ /2 cos(ew, — e )
The S3B wave will have
a. carrier, LSB and USB
b. LSB and USB
c. L3Bor USB
d. one sideband and veatige of other

DSASC V.u.a'ﬂsc'
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27.

28

29.

30.

3L

32.

33

A

The bandwidth of 35B wave is given by
B [+,

b. 1.~ 4,
c. [,

d. f.

the frequency of 35B wave can be
approximated by

d (f +f "2
The expression for total power in 888 wave is
a. Pmi8

4

b, Pmi/d

c. Pl

d. Pmil

The maximum power of 85B wave under distor-
tionless condition is

a. 1.5P

b. P /2

c. P/4

d. £/3

If F{vg) is the instantaneous voltage of vestiage

of one slde.band then the instantaneous voltage
of VB c.,ae be related to that of 58B by

B Vi = Voo, — Flvgy)
b. v, =
€ Ve ™ S.SB+F (Ve)

d v S MBF( ua)
The instantangous voltage of the VSB wave

having 58 as wanted sideband is

a. —ntV 2 cos(@, + @ )+ FmtV, f2 cos(r — @2, )f)
b. —mV, 7 cns(cu )t + FmV.12 cos(m — w3, 1)
c. — mgV /4c.os(cu + @ )t+ F(mV fMcos(w — o, ))

d. —mV22 cos(w + w)t+ F(mVl/z u)s(m @)
The instantancous voltage of the V5B wave hav-
ing LSB as wanted sideband i=

8. mV /2 cos(e — o )+ FntV [2 cos(a + @, ))
b. mV 2cos(ew, — @, ) + F(mV 2cos(@ + @ )

. mV fAcos(@ — @, ) + F{mV [4cos(m + w, i)

d. mV22cos(@, — w )+ F(mb *f2cos(w, + @ )
The VSB wave will have

a. carrier, LSB and USB

b. LSB and USB

¢. LSB or USB

d. onesideband and vestige of other
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If f, is the vestige [requency, the bandwidth of
VSB wave is given by

j the frequency of VEB wave can bg
oximated by

0 oom

(]‘; -f 2

d (f+f)2

The expression for total power in VSB wave is
a. P/8 + F(P m'/8)

b, Pai/d+ F(P.nif4)

c. Pmi2 + F(P ni*/2)

d. Pmi2+ F(P mil}

The maximum power of V8B wave under distor-
tionless condition is

a, L5P_+ F(1.5P)

b, P2+ F(P/2)

c. Plat F(P/4)

d. FP/3 1 F(F/3)

The output of analog multiplicr is
a. AM

b, DSBSC

¢, SEB

d. V5B

The output current of a nonlinear resistor can be
related to its input voltage by

a f=a+iv+od

b. i=bhv

c. i=ev

d. i=a+bv

The balanced modulator can be used for the gen-
eration of

a. DSBSC

b. 55B

c. VEB

d. all of the above

The basic working principle of a balanced modu-

lator is to

a. generate two DSBEC waves in a balanced way
and surn them

b, generate two AM waves and sum themn to
cancel carrier component
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c. generate two S5B waves and then add them d. generation of two DSBSC waves using mes-
to get DSBSC wave sape and carrier having no phase shift and
d. gencrate rtwo AM waves and multiply them to combining them
cancel carrier component 43, The basie working principle of third method for
The basic working principle of phase shift method S5B generation is
for 85B generation is a. phase shift only the audio carrier and use it for
a. generalion of two DXSBEC waves using phase V5B generation
shified versions of mcessage and catrier and h. phase shift the entire message and use it for
combining them VSB generation
h. generation of two DSBSC waves using input c. phase shift only half the mossage and use it
message without phase shitt and carrier with for VSB generation
phase shifi and combining them d. phase shift only the high frequency carrier
¢. generation of two DSBSC wave using carrier and message and audio carrier without phase
without phase shift and message with phase shifi

shift and combining them

Review Problems

. A 1000-kHz carrier is situltaneously modulated with 300-Hz, 800-1z and 2-kHz audio sine waves, What

will be the frequencies present in the output?

A broadcast AM transmitter radiates 50 kW of carrier power. What will be the radiated power at 85 percent
modulatiom?

. When the modulation pereentage is 73, an AM transmitter produces 10 kW, How much of this is carrier

power? What would be the percentage power saving if the carer and one of the sidebands were sup-
presscd before transmission took place?

A 360-W carmier is simultaneously modutated by two audio waves with modulation percentages of 55 and
65, respactively, What is the total sideband power radiated?

A transistor class C amplifier has maximum permissible collector dissipation of 20 W and a coliector
efficiency of 75 percent. [t is to be collector-modulated to a depth of 90 percent, (a) Calculate (i) the
maximum unmodulated carrier power and (ii) the sideband power generated. {(b) If the meaximm depth
of modulation is now restricted to 70 percent, catoulate the new maximum sideband power pencrated.

When a broadeast AM transinitter is 50 percent modulated, its antenna current is 12 A. What will the
current be when the modulation depth is increased to 0.97

. The output current of a 6{) percent modulated AM generator is 1.5 A. To what value will this current rise

if the generator is modulated additionally by another audio wave, whose modulation index is 0.7? What
will be the percentage power saving if the carricr and one of the sidebands ate now suppressed?



e o

o o o Lt Lb Ld Pd T R B3 BRI ORI BRI BRI B b e e e e e e e

Review Questions

How do you distinguish between analog and digital communication?
Define amplitude modulation?

Write the expression for the peak amplitude of the AM wave?

Write the expression for the instantaneous voltage of AM wave?
Define modulation index of amplitude modulation?

Mention the different components of AM wave?

How much is the bandwidth of AM wave?

Iff. == f, then what is the approximate frequency of AM wave?
Derive the expression for the instantaneous voltage of AM wave?
Derive the expression for the total power in case of AM wave?

. Derive the expression for the total current in case of AM wave?

. Write the expression (or the instantaneous voltage of DSBSC wave?
. Mention the different components of DSBSC wave?

. How much is the bandwidth of DEBEC wave?

. Iff == _ then what is the approximate frequency of DSBEC wave?
. Derive the expression for the instantaneous voltage of DSBSC wave?
. Derive the expression for the total power in case ol DSBSC wave?

. What is the differcnee between 53B and DEBEC wave?

. Write the expression for the instantancous voltage of 55B wave?

. Mention the diffcrent components of 558 wave?

. How much is the bandwidth of S3B wave?

. [ff.»=f  then what is the approximate frequency of S5B wave?

. Derive the expression for the instantaneous voltage of 5518 wave?

. Derive the expression for the total power in casc of 5B wave?

. What is the difference between S5B and VEB wave?

. Write the expression for the instantaneous voltape of V5B wave?

. Mention the different components ol VEB wave?

. How much is the bandwidth of VEB wave?

. Iff == £, then what is the approximate frequency of VEB wave?

. Derive the expression for the instantaneous voltage of VSB wave?

. Derive the expression for the total power in case of V5B wave?

. Deseribe the AM wave gencration process using analog multiplier?

Amplitude Modulation

. Derive the cxpression for the total modulation index in casc of modulation by several sine waves?
. What i the difference between AM and DSBSC wave?
. Write the expression for the peak amplitude of the DSBSC wave?

65
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Describe the AM wave generation process using diode as nonlinear resistor?
Describe the DSBEC wave generation process using anatog multiplier?
Deseribe the DSBSC wave generation process using balaneed modulator?
Describe the generation of 33B wave using analog multiplier?

Describe the generation of 85B wave using frequency discrimination method?
Describe the generation of S5B wave using phase shift method?

Describe the generation of 85B wave using third method?

Describe the generation of VSB wave using analog multiplier and frequency discrimination
methods?
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Obj ectives Upon completing the iwterial in Chapter 4, the student wiff be able 1o:

Deseribe the theory of angle modulation techniques

Draw FM and PM waves

Determine by calculation, the modulation index

Analyze the frequency spectrum using Bessel functions
Understand the differences between AM, FM and PM
Explain the effect of noize on a frequency modultated wave
Define and explain pre-cmphasis and de-cmphasis
Understand the theory of sterco FM

Describe the various methods of generation of FM

WoW W W YW YW v

4.1 THEORY OF ANGLE MODULATION TECHNIQUES

4.1.1 Frequency Modulation

Frequency modulation is a system in which the amplitude of the modulated carrier is kept constant, while its
frequency and rate of change are varied by the modulating signal.
Let the message signal be given by

v =V, sinfwt+¢) (4.1)
The general equation of an unmoedulated carrier may be written as

v.=Vsin(ws+ @) 4.2)
where v = instantaneous value (of voltage or current)
¥_= (maximum) amplitude
w = angular velocity, radians per second (rac/s)
¢_= phase angle, rad
Note that e ¢ represents an angle in radians.

If any one of these parameters is varied in accordance with another signal, normally of a lower frequency,
then the second signal is called the modulating, and the first is said to be modulated by the second. Amplitude
modulation, already discussed, is achieved when the amplitude ¥ is varied. Alteration of the phase angle ¢_
will yield phase modulation, [f'the frequency of the carrier e is made to vary, frequency modulated wave is
obtained.

ft is assumed that the modulating signal is sinusoidal. This signal has two important parameters which
must be represented by the modulation process without distortion, specifically, its amplitede and frequency.
1t is understood that the phase relations of a complex modulation signal will be preserved. By the definition
of frequency modulatior, the amount by which the carrier frequency is varied from its unmodulated value,
called the fiequency deviation, is made proportional to the instantaneous amplitude of the modulating velt-
age, The rate at which this frequency variation takes place is equal to the modulating frequency. The sitnation
is illustrated in Fig. 4.1. which shows the modulating voltage and the resulting frequency modulated wave.
Figure 4.1 also shows the frequency variation with time, which can be seen to be identical to the variation
with time of the modulating voltage. The result of using that modulating voltage to produce AM is also shown
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for comparison. In FM, all components of the modulating signal having the same amplitude will deviate the
carrier frequency by the sarme amount, no matter what their frequencies. Similarly, all components of the
modulating signal of the same frequency, will deviate the carrier at the same rate, no matter what their indi-
vidual amplitades. The amplitude of the frequency modulared wave remains constuni at afl times. This is the
greatest single advantage of FM. -

/N /N

| l ' -: I (b}
{c)
(d)
()

Fig. 41 AM and FM Signals. (a) Message, (b) Carrier, (c) Frequency deviation, (d) FM and (e) AM.

Mathematical Representation of FM  From Fig, 4.ic. it is seen that the instantancous frequency fof the
frequency modulated wave is given by

f=f+kV sinw/ : 4.3

where f is unmodulated (or average) carrier frequency, &, is proportionality constant expressed in Hz/voltand
Y sin o is instantaneous modulating voltage.

The maximum deviation for this signal will occur when the sine term has its maximum value, %1, Under
these conditions, the instantancous frequency will be
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=j..: * kam‘ (4‘4_)
50 that the maximum deviation &, will be given by
&=kV,. (4.5)

The instantuneous amplitude of the FM signal will be given by a formula of the form
Ve, = Vosin[f{@m.w )] =¥ sin 6 {4.6}

where (@, @) is some function of the carrier and modulating frequencics. This function represents an
angle and will be called & for convenience, The problem now is to determine the instantaneous value (i.e..
formula) for this angle.

As Fip. 4.2 shows, @15 the angle traced by the vector F_in time f=f
. If F_were rotating with a constant angular velocity, for example,
p, this angle 0 would be given by pr {in radians). In this instanee, [
the angular velocity is anything but constant. Tt is govemned by the
formula for wobtained from Equation (4,3), that is,

w=m + mecf ¥ sina ¢ .7 =0

In order to find &, e must be integrated with respect to time, Thus
Fig. 4.2  Frequency modulnted vectars,

a= J'cudt J.(m + 27k ¥, sin w, f)dr

2k f‘V;n Lo mmt

8= wc1‘+
[

»t

)
g= wi+ L cos !

O m

8,
g =W+ —~—cosw,f (4.8)
o M
The deviation utilized, in turn. the fact that @ is constant, the formula | cosmxdy =sin nx/ n and Equation
(4.5). Equation (4.8) may now be substituted mto Equation (4.6) to give the instaniancous value of the FM
voltage; therefore
A8
Ve = Vosin| et + —cosw,/ (4.9}
m

The modulation index for FM, ", is defined as

(.mwcimum) Jregquency deviation  § ;

m,= = = (4.10)
madulating frequency F
Substituting Equation (4.10) into (4.9), we obtain
Vi =V SIn(@ 1 + it cosew 1) (4.11)

It is interesting to note that as the modulating frequency decreases and the modulating voltage amplitude
retnains constant, the modulation index increases. This will be the basis for distinguishing frequency modula-
tion from phase modulation. Note that m,, which is the ratio of two frequencies, is a dimensionless quantity
in case of FM,
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+1. Under these conditions, the instantancous phase will be
‘;b - ¢.-ikam (4'13)
go that the maximum deviation 5:' wili be given by

§=kV (4.14)

H oM

The instantaneons amplitude of the PM signal will be given by a formula of the form
Vo =V sinLes + K, ¢ )] = ¥ sin@ (4.15)

where f{(¢, ¢ ) is some function of the carrier and modulating phase valves, This function along with @.f
represents an angte and will be called @ for convenience. The problem now is to determine the instantancous
value (i.c., formula) for this angle. It is govercned by the formula for ¢ obtained from Equation (4.12) and

ean be directly wnitten,
Therefore #1is given by

G=wit¢ +tkV, cosal {4.16)

Equation (4.16) may now be substituted into Equation (4.15) to give the instantancous value of the PM
voliage; therefore

v, =V osin (mt + ¢ kFF’m c0s @ 1) (.17

L

The modulation index for PM, i, is defined as

m =48 {4.18)

i n
Note that the modulation index of PM is expressed in radians. Substituting Equation (4.18) into (4.17), we
obtain

Vpy =V sin(@s+ ¢ +m cosaf) {4.19)

It is interesting to note that the modulation index of PM depends only on the modulating voltage and
indpendent of the modulating frequency. Hence the basis for distingnishing phase modulation from frequency
modulation. Note that m is measured in radians.

Example 4.3

In & PM system, when the audio frequency (AF) is 500 Hz, and the AF voltage is 2.4 V, the deviation is 4.8
kHz. If the AF volfage is now increased to 7.2 V, what is the new deviation? If the AF voltage is further raised
to 10 V while the AF is dropped to 200 Hz, what is the devintion? Find the modulation index in each case.

Solution

Case I:/,, =500Hz ¥, =24 Vand 6, =48kHz 5. 48
Using this we can compute the proportionalily constant & , given by & = £l - = =2KHZV.

L
The modulation index = 6“ =48 Vi 2

Case2:;f . =500Hz V ,=7.2V.

ol

8=k X V=2 X 72= 14.4kHz.

)
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The modulation index m,= Jpj = 4.4,
Case3d:f =200Hz V =10V

0,=k XV, =2x10=20kHz.

na
The modufation index m, =8 =20
Note that the change in modulating frequency made no difference to the deviation and also modulation index,
since they are independent of the modulating frequency, This is a major difference between FM and PM.

Example 4.4

Find the carrier and modulating frequencies, the modulation index, and the maximum deviation of the PM
represented by the voltage equation v = 12 sin (6 X 10% + 5 cos 12501).

Solution

=55.5 MHz.

_ax|0f
fe=

=129 ous
m 2”

m — 5.8 =m =5 radians.
i [ !

413 Comparison of Frequency and Phase Modulation

From the purely theoretical point of view, the difference between FM and PM is quite simple, the modulation
index is defined differently in cach system. However, this is niot nearly as obvious as the difference between
AM and FM, and it must be developed further. First, the similarity will be stressed,

In phase modulation. the phase deviation is proportional to the amplitude of the modufating signal and there-
fore independent of its frequency, Also. since the phase-modulated vector sometimes leads and sometime
lags the reference carrier vector, its instantaneous angular velocity must be continually changing between the
limits imposed by Sp : thus some form of frequency change must be taking place. In frequency modulation,
the frequency deviation is proportional to the amplitude of the maodulating voltage. Also, if we take a refer-
ence vector, rotating with a constant angular velocity which corresponds to the carrier frequency, then the
FM vector will have a phase lead or lag with respect to the reference, since its frequency oscillates between
f- -5, and f + 61 . Therefore FM must be a form of PM. With this close similarity of the two forms of angle
modulation established. it now remains to explan the difference.

If we consider FM as a form of phase modulation, we must determine what causes the phase change in
FM. The larger the frequency deviation, the larger the phase deviation, so that the latter depends at least to a
certain extent on the amplitude of the modulation, just as in PM. The difference is shown by comparing the
definition of PM. which states in part that the modulation index iz proportional to the modulating voltage only,
with that of the FM, which states that the modulation index is also inversely proportional to the modulation
frequency. This means that under identical conditions FM and PM arc indistinguishablc for a single modulat-
g frequency. This is because, under constant moduiating frequency, both frequency and phase deviations are
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only dependent on modulating vohtage. When the modulating frequency is changed the PM modulation index
will remain constant, whereas the FM modulation index will increase as modulation frequency is reduced and
vice versa, This is best illustrated with an example.

As a final point, except for the way of defining modwation index, there is no difference between FM and
PM. Henee in the rest of the chapter the discussion is foeussed only using FM. The same can be easily mapped
to the PM case.

Example 4.5

A 25 MHz carrier is modulated by a 400 Hz audio sine wave. If the carrier voltage is 4 V and e maxinmm
frequency deviation is 10 kHz and phase deviation is 25 radians, write the equalion of His modulated wave
for (a) EM and (b} PM. If the modulating frequency is now changed to 2 kHz, all else remaining constant,
write a new equation for (c) FM, and (d) PM.

Solution

Calculating the frequencies in radians, we have @ = 2 X 25" — 1.57 X 10" rad/s and w, = 2 X 400 =
2513 rad/s. 5
The modulation index will be m = O 10000 25 andm_= & 25. This yiclds the equations
Ju 400 o
{a) v=4sin (1,57 > 10% + 25 cos 25130 (FM)
(byv=43gn (1.57 % 10% + 25 cos 25137) (PM)

Note that the two expressions are identical, as should have anticipated. Now, when the modulating frequency
is multiplied by 5. the equation will show a five fold increase in the modulating frequency. While the modula-
tion index in FM is reduced fivefold, for PM the moduolation index remains constant, Hence

(e} v = 4sin (1.57 = 10% + 5 cos 25131) (FM)
(d} v=45in (1.57 x 0% + 25 cos 25136} (PM)

Note that the difference beiween FM and PM s not apparent at a single modulating frequency. Tt reveals
itself in the differing behavior of the two systems when modulating frequency is varced.

4.2 PRACTICAL ISSUES IN FREQUENCY MODULATION

421 Frequency Spectrum of the FM Wave

When a comparable stage was reached with the AM theory, that is, when we have the expression of instan-
taneous voltage of AM signal, then it was possible to tell a1 a glance what frequencics were present in the
modulated wave. Unfortunately. the situation is far more complex, mathernaticaily speaking, for FM. Sinee
the instantaneous voltage of FM signal is the sine of cosine, the only solution involves the use of Bessel
Sunctions. Using these, it may then be shown that the instantancous voltage expression of FM signal may be
expanded to yicld

Vi =V, W4 Jsin @
+/, (m,) [sin{w, + @ ) - sin(e — @ )]

7, (m)sin{w, + 2 )1 — sin(@, - 20,)]
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[ order to calculate the required bandwidth accurately, the student need only look at the table to scc which
i5 the last / coefficient shown for that value of modualtion index.

Example 4.6

What is the bandwidth required for an FM signal in which the modulating frequency is 2 kHz and the maxi-
mum deviation is 10 kHz?

Solution

_o_10_
2

From Table 4.1, it is seen that the highest / coefficient included for this value of m, is J,. This means that
ail higher values of Bessel functions for that madulation index have values less than 0.01 and may therefore
be ignored. The eighth pair of sidebands is the furthest from the carrier to be included in this instance. This
gves

]

A=j x highest needed sideband X 2

"

=2kllz % 8% 2=32kHz

A rule of thumb {Carson’s rule) states that (as a good approximation) the bundwidth required to pass an
FM wave i5 twice the sum of the deviation and the highest modulating frequency, but it must be remembered
that this is only an approximation, Actually, it does give a fairly accurate result if the modulation index is in
excess of about 6.

4,22 Narrowband and Wideband FM

Depending on the bandwidth oecupied by the FM for practical transmission, FM is classified into narrowband
and wideband cases. The bandwidth is also directly proportional to the modulation index value. Therefore by
convention, wideband FM has been defined as that in which modulation index normally exceeds unity. Since
the maximum permissible deviation is 75 kHz and modulating frequencies range from 30 Hz to 15 kHz, the
maximum modulation index ranges from 5 to 2500. The modulation index in narrowband FM is near unity,
since the maximum modularing frequency there is usually 3 kHz, and the maximum deviation is typically 5
kHz,

The proper bandwidth to use in an FM systermn depends on the application. With a large deviation, noise will
be better supressed {(as will other interference}, but care must be taken to ensure that impulse noise peaks do
not beecome excessive. On the other hand, the wideband system will occupy up to 15 times the bandwidth of
the narrowband system. These considerations have resulted in wideband systems being used in entertainment
broadcasting, while narrowband systems are employed for conmunications.

Thus narrowband FM is used by the so called FM mobile communications services. These include police,
ambulances, taxicabs, radio-controlled appliance repair services and short range VHF ship-to-shore services.
The higher audio frequencies are attenuated, as indeed they are in most cartier (long distance) telephone
systems, but the resulting speech quality is still perfectly adequate. Maximum deviation of 5 to 10 kHz are
permitted, and the channel space s not much greater than for AM broadceasting, i.e., of the order of 15 to 30
kHz. Narrowband systems with even lower maximum deviations are envisaged.
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4.2,3 Noise and Frequency Modulation

Frequency modulation is much more immune to nofse than amplitude medulation and is significantly more
immune than phasc modulation. Tn order to establish the reason for this and to determinc the extent of the
improvement. it is necessary 1o examine the effect of noise on a carrier.

A single-noise frequency will affect the output of a receiver only if it falls within its bandpass. The car-
rier and noisc voltages will mix, and if the difference is audible, it will natumlly interfere with the reception
of wanted signals. If such a single-noise voltage is considered vectorially, it is scen that the noise vector is
supenimpaosed on the carrier, rotating about it with a relative angular velocity @, - @ . This is shown in Fig.
4.6. The maximum deviation in amplitude from the average value will be ¥, whereas the maximum phase
deviation will be ¢ — sin ' () / V).

Fig. 4.6 Vectar effect of nofse on carrier.

Let the noise voltage amplitude be onc-guarter of the carrier voltage amplitude. Then the modulation index
for this amplitude modulation by noise will be m =¥ / V' =0.25/1 = 0.25, and the maximum phase deviation
will be ¢ = sin”! 0.25/1 = 14,5°. For voice communication, an AM receiver will not be affected by the phase
change. The FM receiver will not be bothered by the amplitude change, which can be removed with an am-
plitude limiter. It is now time to discuss whether or not the phase change affects the FM receiver more than
the amplitude change afticts the AM receiver.

The comparison will initially be made under conditions that will prove to be the worst case for FM. Consider
that the modulating frequency (by a proper signal, this time} is 15 kHz, and, for convenience, the modula-
tion index for both AM and FM is unity. Under such conditions the relative noise-to-signal ratio in the AM
receiver will be 0.25/1 = 0.25. For FM, we first convert the unity modulation index from radians to degrees
(1 rad = 57.3°) and then calculate the noise-to-signal ratio. Here the tatio is 14.3%/57.3° = 0,253, just slightly
worse than in the AM case,

The effects of noise frequency change must now be considered, In AM, there is no difference in the relative
noise, carrier, and modulating voltage amplitudes, when both the noise difference and modulating frequen-
cies are reduced from 15 kHz to the normal minimum audio frequency of 30 Hz (in high-quality broadcast
systems). Changes in the notse and modulating frequency do not affect the signal-to-noise (8/N) ratio in AM.
In FM the picture is entirely different. As the ratio of noise to carrier voltage remains constant, so does the
value of the modulation index remain constant {i.e., maximum phasc deviation). It should be noted that (the
noise voltage phase modulates the carrier), While the modulation index due to noise remains constant {as
the noise sideband frequency is reduced), the modulation index caused by the signal will go on increasing in
propertion to the reduction in frequency. The signal-to-noise ratio in FM goes on reducing with frequency,
until it reaches its lowest value when both signal and noise have an audio output frequency of 30 Hz. At this
point the signai-to-noise ratio is 0.253 < 30/15,00 = 0.000505, a reduction from 25.3 percent at 15 kHz to
0.05 percent at 30 Hz.
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This leads us to the second consideration, that FM has prepertics which permit the trading of bandwidth for
signal-to-noise ratio, which cannot be done in AM. In connection with this, one fear should be allayed. Just
because the deviation (and consequently the system bandwidth) is increased in an FM system, this does not
necessarily mean that more random noise will be admitted. This extra random noise has no effect if the noise
sideband frequencies lie outside the bandpass of the receiver. From this particular point of view, maximum
deviation (and hence bandwidth) may be increased without fear.

Phase modulation also has this property and, in fact, all the noise-immunity properties of FM except the
noise triangle. Since noise phase-modulates the carrier (like the signal), there will naturaily be no improve-
mcnt as modulating and noise sideband frequencics are lowered, so that under identical conditions FM will
always be 4.75 dB better than PM for noise. This relation explains the preference for frequency modulation
in practical transmitters,

Bandwidth and maximum deviation cannot be increased indefinitely, even for FM. When a pulse is applied
to a tuned circuit, its peak amplitede is proportional to the square root of the bandwidth of the circuit. If a
noise impulse is simitarly applied to the tuned circuit in the IF section of an FM receiver (whose bandwidth
is unduly large through the use of a very high deviation), a large noise pulse will result. When noise pulses
exceed about one-half the carrier size at the amplitde limiter, the limiter fails. When noise pulses excecd car-
rier amplitude, the limiter goes one better and limits the signal, having been “captured” by noise. The normal
maximum deviation permitted, 75 kHz, is a compromise between the two effects described.

It may be shown that under ordinary circumstances (2 V < ¥_.)impulse noise is reduced in FM to the same
extent as random noise. The amplitude limiter found in AM communications receivers does not limit random
noise at all, and it limits impulse noise by only about 10 dB, Frequency modulation is better ofT in this regard
also,

4.2.4 Pre-emphasis and De-emphasis

The noise triangle showed that noise has a greater effect on the higher modulating frequencies than on the
lower ones. Thus, if the higher frequencies were artificiatly boosted at the teansmitter and correspondingly cut
at the receiver, an improvement in noise immunity could be expeeted, thereby increasing the signal-to-noise
ratio. This boosting of the higher modulating frequencies, in accordance with a prearranged curve, is termed
pre-emphasis, and the compensation at the receiver is called de-emphasis. An exarnple of a circuit used for
each function is shown in Fig. 4.8.

+V

L(0.75 H)” Pra-emphasized
AF in (from
LIR =175 ps) diseriminatar)  AF out
R{10 k) (“_O
C, R(75 ki) c.
| RC=75 us
AF in Pra-amphasized
AF out C{1 nf) I
(a) Pre-emphasis (b) De-emphasis

Fig. 4.8  75-us emiphasis circuits.
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Basic Reactance Modulator Provided that certain simple con-
ditions are met, the impedance z, as seen at the input terminals A-4
of Fig. 4.12, is almost entirely rcactive. The circuit shown is the
basie eircuit of 8 FET reactanee modulator, which behaves as a three-
terminal reactance that may be connected across the tank cireuit of
the oscillator to be frequency-modulated. It can be made induc-
tive or capacitive by a simple component change. The value of this
reactance is proportional to the transconductance of the device,
which can be made to depend on the gate bias and its variations.
Note that an FET is used in the explanation here for simpilicity only.
Identical reasoning would apply to @ bipolar transistor or a vacuum  Fig- 412 Basic reactarice modulator.
tube, or indeed to any other amplifying device,

Theory of Reactance Modulators In order to determine z, a voltage v is applied to the terminals A—A
between which the impedance is to be measured, and the resulting current / is calculated. The applied volt-
age is then divided by this current, giving the impedance scen when looking inte the terminals. In order for
this impedance to be a pure reactance (it is capacitive here), two requirements must be fulfilled. The first is
that the bias network current /, must be negligible compared to the drain current. The impedance of the bias
network must be large enough to be ignored. The second requirement is that the drain-to-gate impedance (X,
here) must be preater than the gate- to-source impedance (R in this case), preferably by more than 5:1. The
following analysis may then be applied:

vom iR 4
L h R- JXC' (. 23)
The FET drain current is
- - &y Ry
= gm“g - m (‘424)
Therefore, the impedance scen at the terminals A-A is
v SRy R—jX. ) 24
z=¥oy o Bl 7 f—:—[x——f CJ (4.25)
! R— JXE' gnk B R
ffx_>> R in Equation (4.25), the cquation will reduce to
s= e (4.26)
| ng '
This impedance is quite clearly a capacitive reactance, which may be written as
X 1 1
X == = (4.27)
gnR 2mfR,RC 2T,

From Equation {4.27) it is seen that under such conditions the input impedance of the deviee ot A-A s a
pure reactance and is given by

X, =g,RC (4.28)

L

The following should be noted from Equation (4.28):

{. This equivalent capacitance depends on the device transconductance and can therefore be varied with bias
voltage.
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Example 4.8

The mutual conductance of an FET varies linearly with gate voliage between the limits of 0 and 9 mS (varia-
tion is large to simplify the arithmetic). The FET is used as a capacitive reactance modulafor, with X =
8Rgs. and is placed across an oscillator circuit which is tuned to 50 MHz by a 50-pF fixed capacitor., What
will be the total frequency variation when the transconductmiee of the FET fs varied fromr zero to maxitum
by the modulating voltage?
Solution
For this example and the next, let
. = minimum equivalent capacitance of reactance FET
. = maximum cquivalent capacitance of reactance FET
/1, = minimum [requency
.~ maximum frequency
Jf=avecrage frequency
&= maximum deviation
Then
C =0
_Bm 9x10? 9x107
T2z 2mxsSx107 =8 Er
=3.58 %1072 =358 pF

fi__Wemitc _[crC, ’1+5
Jo 2m{L(C+C,) ¢ ¢

= !+E =+1.0716 =1.0352

50
Mow
Sy S8
n jh_
f+8=(f~-8)yx10352

=1.0352 f —1.03528
2.03529 =0.0352 f
8=0.3527/2.0352=0.0352 x 50 x 10°/2.0352
= 0865 % 10° = 0.865 MHz

Total frequency variation is 28 =2 X (.865
= 1.73 MHz
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Example 4.9

It is required tu provide a maximum deviation of 75 kHz for the 88-MHz carrier frequency of u VHP FM.
transmutter. A FET is ysed as o capacitive reactance modulator, and the linear portion of its 8, — ¥, curve

lies from 320 uS (at which V. =—2V) to 830 uS (at which V== 05V). Assuming that R, is one-tenth of
X ot calculate

{a) The rms value of rhe required madulatmg valtage

(b} The value of the fixed capacitance and inductance of the oscillator tuned circuit across which the reactance
modndator is connected

Solution
(a) ¥ peaktopeak=2-035=135V
Vo me =L5/2¥2 =053V

—4
(b) C,,, - gm,mfn = 3.2x10
infi 2ax8.8x107 x
-
Z32xX107 o100
2rx8.8
={ 058 pF
'
= —rBmm _p 555 330
gm.mln 320
=0.15pF
MNow A= ! + !
S 2mJIC+C,) mfLc+c,)
- €+ G
C+C,
2
A _ C+C,
j;l C + C"H
2
i 1.C+C
/2 C+C,
j.'rz_ l;'j- =C+C_‘.—'C—C"
2 c+C,
Ut LU= ) 418 _4/8_C,-C,
.’:1'2 |/:l fz C+ CH
Now

2
C+ (_,'"= (Cr"Cr:}f
418
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In the reactance modulator shown in Fig. 4.13, an RC capacitive transistor reactance modulator, quite
a collmon one in use, operates on the tank circuit of a Clapp-CGouriat oscillator. Provided thal the correct
componen! values are employed, any reactance modulator may be connected across the tank circuit of any
LC oscillator (not crysial) with one provision: The oscillator used must not be pne that requires two tuned
circuits for its operation, such as the tuned-base-tuncd-collector oscillator, The Hartley and Colpitis (or
Clapp-Gourict) oscillators are most commonly used, and cach should be isolated with a buffer. Note the RF
chokes in the cireuit shown, they are used Lo 1solate various points of the circuit for alternating current while
still providing a de path.

. = — —{1 * Vcc
Rp RFC Ro RFC
Ceo
1t~
Reactance Oscillator
modulatar

Ce 7 Ru Gy fL Em
Ry Rp§

Ca ;

Fig. 4.13 Transistor reactance modulator.

Varactor [Hade Modulater A varactor diode is a semiconductor diode whose junction eapacitance varies
linearly with the applied voltage when the diode is reverse-biased, Ii may also be used 1o preduce frequency
modulation. Varactor diodes are certainly employed frequently, together with a reactance modulator, 1o pro-
vide automatic frequency correction for an FM transmitter. The circuit of Fig. 4.14 shows such a modulator.
It is seen that the diode has been back-biased to provide the junction capacitance etfect, and since this bias is
varied by the modulating voliage which is in series with it, the junction capacitance will also vary, causing
the osciilator frequency to change accordingly. Although this is the simplest reactance modulator circuit, it
docs have the disadvantage of using z two-terminal device; its applications are somewhat limited. However,
it is often used for automatic frequency control and remote mning.

RFG

Co
To osclitator
tank circuit © {_
H AFin
Varactor diode Cotrr

—V,

Fig, 4.14  Varactor diede modulator
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the oscillator’s center frequency. The frequency rise which caused all this activity has been corrected. When
the master oscillator drifts low, & negative correcting voltage is obtained from this circuil, and the frequency
of the oscillator is increased correspondingly.

This correcling de voltage may instead be fed to a varactor diode connected across the oscillator tank and
he used for AFC only. Alternatively, a systemn of amplifying the de voltage and feeding it to a servomotor
which is connccted to a trimmer capacitor in the osciltator circuil may be used. The sciting of the capacitor
plates is then altered by the motor and in turh corrects the frequency.

Reasons for Mixing 1f it were possible to stabilize the oscillator frequeney directly instead of first mixing
it with the output ol a crystal oscillator, the circuit would be much simpler but the performance would suffer. It
must be realized that the stability of the whole circuil depends on the stability of the discriminator. IFits frequen-
cy drifts. the output frequency of the whole system must drift equally. The discriminator 15 a passive network
and can therefore be expected to be somewhat more stable than the master oscillator, by a factor of perhaps 3:1
at most, A well-designed LC oscillator could be expected to drift by about 5 parts in 10,000 at mast, or about 2.5
kHz ar 3 MHz, 5o that direct stabilization would improve this only to about 800 Hz at best.

When the discriminator is tuned to a frequency that is only one-twentietl of the master oscillator frequency,
then (although its percentage frequency drift may still be the same) the actual drift in bertz is one-twenticth of
the previous fgure, or 40 Hz in this case. The master oscillator will thus be held to within approximately 40
Hz of its 3-MHz nominal frequency, The improvement over direct stabilization is therefore in direct propor-
tion to the reduction in center frequency of the discriminator, or twenty-fold here.

Unfortunately. it is not possible to make the frequency reduction much greater than 2001, althougb the
frequency stability would undoubtedly be improved even further. The teason for this s a practical one. The
bandwidth of the discriminator’s § curve could then become insutficient to encompass the maximum possible
frequency drift of the master oscillator, so that stabilization eauld be Tost. There is a cure for this also. If the
frequency of the output of the mixer is divided, the frequency drift will be divided with it. The discrimination
can now be uned to this divided frequency. and stability can be improved without theoretical limit.
Although the previous discussion is concerned directly with the stabilization of the center frequeney of an FM
transmitter. it applies equally to the frequency stabilization of any osciilator which cannot be crystal-controlled.
The only difference in such an AFC system is that now no modulation 1s fed to the reactance modulator, and
the discriminator load time constant may now be faster, It is also most likely that a varactor diode would then
he used for AFC.

4.3.4 Indirect Method

Because a crystal oscillator cannot be successfully frequency-modulated, the direct modulators have the
disadvantage of being based on an LC osciilator which is not stabie enough for communications or broadcast
purposes. In turn, this requires stabilization of the reactance modulator with attendant circuit complexity, It is
possible, however. to generate FM through phase modulation, where a crystal oscillator can be used. Since this
method 1s often used in practice, it will now be described. It is called the Armstrong system after its inventor,
and it historically preccdes the reactance maodulator.
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Crystal
oscillator High f,and my
Carrier FM wave Medium f; Low/f.andm, High f.and
“anly,  (very fz low and my) low my - ! q fe anc my
Comhining n ) \ \
Bufier network - Mixer ]
5“"‘“4"""5 only  First group Second group
of of Class C
80° phaza Balanced multipliers Crystal multipliars ~ POWEr amplifier
shifter modulator oscillator
Carrier .
at 80° Equahz‘ed audio
Ajdio
AF In 0—= equallzer

Fig. 4.16 Black diagram of the Armstrong frequency-modulation system.

The most convenicnt operating frequency for the crystal oscillator and phase modulator is in the vicinity
of 1 MHz. Since transmitting frequencies are normally much higher than this, frequency multiplication must
be used, and so multipliers are shown in the block diagram of Fig. 4.16.

The block diagram of an Armstrong system is shown in Fig. 4.16. The system terminates at the autput of
the combining netwark; the remaining blocks are included to shuw how wideband FM might be obtaincd.
The effect of mixing on an FM signal is to change the center frequency only, whereas the effect of frequency
multiplication is to multiply center frequency and deviation equally.

e
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Fig. 417 Phase-modulation veclor diagrams.

The vector diagrams of Fig. 4.17 illustrate the principles of operation of this modulation system. Diagram
(1) shows an amplitude-modulated signal. It will be noted that the resultant of the iwo sideband froquency
vectors is always in phase with the unmodulated carrier vector, so that there is amplitude variation but no phase
(or frequency) variation. Since it is phase change that is needed here, some arrangement must be found which
ensures that this resultant of the sideband voltages is always out of phase (preferably by 90°) with the carrier
vector, If an amplitude-modulated voltage is added to an unmodulated voltage of the same frequency and the
two are kept 90° apart in phase, a5 shown by diagram (2), some form of phase modulation witl be achisved.
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Unfortunately, it will be a very complex and nonlinear form having no practical use; howevet, it does seem
like a step in the right direction. Note that the two frequencies must be identical (suggesting the one soutce
for hoth) with a phase-shifting network in one of the channels,

Diagram (3) shows the solution to the problem. The carrier of the amplitude- modulated signal has been
removed so that only the two sidebands arc added to the unmodulated voltage, This has been accomplished
by the balaneed modulator, and the addition takes place in the combining network. The resultant of the two
sideband voltages will always be in quadrature with the cartier voltage. As the modulation increases, so will
the phase deviation. and hence phase modulation has been obtained. The resultant voltage coming from the
combining network is phase-modulated, but there is also a little amplitude modulation present. The AM is no
problem since it ean be removed with an amplitude limiter.

The output of the amplitude limiter, if it is used, is phase modulation. Since frequency modulation is
the requirement, the modulating voltage will have to be equalized belore it enters the balanced modulator
{remember that PM may be changed into FM by prior hass boosting of the modulation). A simple RL equalizer
is shown in Fig. 4.18. In FM broadeasting, wl = R at 30 Hz. As frequency inereases abowve that, the output of
the cqualizer will fall at a rate of 6 dB/octave, satisfying the requirements.

Equalized

AFin AF out

Fig. 418 RL equalizer.

Effects of Frequency Changing on an FM Signal  The previous section has shown that frequency chang-
ing of an FM signal is essential in the Armstrong system. For convenience it is very often used with the
reactance modulator also. Investigation will show that the modulation index is multiplied by the same factor
as the venter frequency, whereas frequency translation (changing) does not affect the modulation index,

If a frequency-modulated signal £+ & is ted to a frequency doubler, the output signal will contain twice each
input frequency. For the extreme frequencies here, this will be 2f — 28 and 2/, + 28, The frequency deviation
has quite clearly doubled to + 28, with the result that the modutation index has also doubled. In this fashion,
hoth center frequency and deviation may be increased by the same factor or, if frequency division should be
uged, reduced by the same factor.

When a frequency-modulated wave is mixed, the resulting output contains difference frequencies (among
others). The original signal might again be / &+ 8 When mixed with a frequency £, it will yield/, - £, — dand
J.—1,+ &as the two extreme frequencies in its output. Tt is seen that the FM signal has been translated to
a lower center frequency f, — /£, but the maximum deviation has remained a £ &, 1t is possible to reduce (or
increase, if desired) the center frequency of an FM signal without affecting the maximum deviation.

Since the modulating frequency has obviously remained constant in the two cases treated, the modulation
index will be affected in the same manner as the deviation. It will thus be multiplicd together with the center
frequency or unaffected by mixing. Also, it is possible to raise the modulation index without affecting the
center frequency by muliiplying both by 9 and mixing the result with a frequency cight times the original
frequency. The difference will be equal to the imitial frequency, but the modulation index will have been
multiplied ninefold.
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Further Consideralion in the Armstrong System One of the characteristics of phase modulation is that
the angle of phase deviation must be proportional to the modulating voltage. A careful look at diagram (3)
of Fig. 4.17 shows that this is not so in this case, although this fact was carefully glossed over in the initial
description. 11 is the tangenr of the angle of phase deviation that is proportional to the amplitude of the modu-
lating voltuge, not the angle itself, The difficulty is not impossible to resalve, It is a trigonometric axiom that
for small angles the tangent of an angle is equal to the angle itself, menasured in radians. The angle of phase
deviation is kepl small. and the prablem is solved, but at » price. The phase deviation is indeed tiny, corre-
sponding to a maximum frequency deviation of about 60 Hz at a frequency of | MHz. An amplitude limiter
is no longer really necessary since the amount of amplitude modutation is now insignificant.

To achieve sufficient deviation for broadeast purposes, hoth mixing and multiplication are necessary, whereas
for narrowband FM, multiplication may be sufficient by itself. In the latier case, operating frequencies are in
the vicinity of 180 MHz. Therefore, starting with an initial / = | MHz and &= 60 Hz, it is possible to achieve
a deviation of 1.8 kHz at 180 MHz, which is more than sdequate for FM mobile wark,

The FM broadcasting station uses a higher maximum deviation with a lower center frequency, so that
both mixing and multiplication must be used, For instance, if the starting conditions are as above and 75 kFz
deviation is required ar 100 MHz | to must be muitiplied by 100/F = 100 times, whereas must be increased
75,000/60 = 1250 times. The mixer and crystal oscillator in the middle of the multipiier chain are used to
reconcile the two muliiplying factors. Alier being raised to aboul 6 MHe, the frequency-modulated carrier is
mixed with the putput of & crystal oscillator, whose frequency is such as to produce a difference of 6 MHz/12.5.
The center frequency has been reduced, but the deviation is left unaffected. Both can now be multiphied by
the same factor to give the desired center frequency and maximum devistion.

44 S5UMMARY

FM and PM are the two forms of angle modulation, which is a form of continuous- wave or anglog modulation
whose chief characteristics are as lollows:

1. The amplitude of the modulated carrier is kept constant.

2. The frequency of the modulated carrier is varied by the modulating voltage.
In frequency modulation, the carrder’s frequency deviation is proportiona] to the instantaneous amplitude
of the modulating voltage. The formula for this is:

. . f&-\' %
Deviation ratip = ZSm)

i AFTrux)

In phase modulation, the carmier’s phase deviation is proportional Lo the instantaneous amplitude of the
modulating voltage. This is equivalent Lo saying that, in PM. the frequency deviation is proporiional 1o the
instantaneous amplitude of the modulating voltage. but it is also proportional to the modulating frequency,
Therefore, PM played through an FM receiver would be intelligible but would sound as though a uniform bass
cut (or treble boost) had been applied to all the sudio frequencies. 1t also follows that FM could be gencrated
from an essentially PM process, provided that the modulating frequencies were first passed through a suitable
bass-boosting network.

The major advantages of angle modulation over amplitude modulation are:

1. The transmitied amplimde is constant, and éhus the receiver can be fitted with an efficicnt amplitude
limiter (since, by definition, all amplitude variations are spurious), This characteristic has the advantage
of significantly improving imunity to noise and interference.
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2, The formula used to derive modulation index is:

Meodulation index = M
-
Since there is no natural limit to the modulation index, as in AM, the modulation index can be increased
to provide additional noise immunity, but there is a tradeoff involved, system bandwidth must be in-
creased.

Frequency modulation additiunally has the advantage, over both AM and PM, of providing greater protec-
tion from noise for the fowest modulating frequencies. The resulting noise-signal distribution is here scen as
a triangle, whereas it is rectangular in both AM and PM, A consequence of this is that FM is used for analog
transmissions, whereas PM is not. Because M broadcasting is u latecomer compared with AM broadcasting,
the system design has benefited from the experience gained with AM. Two of the most notable benefits are the
pravision of guard bands vetween adjacent transmissions and the use of pre-emphasis and de-cmphasis, With
emphasis, the highest modulating frequencies are artificially boosted before transmission and correspondingly
attenuated after reception, (0 reduce the effects of noise,

Widchand FM is used for broadcast transmissions, with or without stereo multiplex, and for the sound ac-
companying TV transmissions. Narrowband FM is used for communications, in competition with S8B, having
its main applications in various forms of mobile communications, generally at frequencies above 30 MHz.
It is also used in conjunction with S8B in frequency division multiplexing (FDM). FDM is a technique for
combining large numbers of channels in broadband links uscd for terrestrial or sawcllite communications.

Two basic methods of gencrating FM are in pencral usc. The reactance modulator is a direct method of gen-
crating FM, in which the tank citcuit reactance, and the frequency of an LC oscillator, is varted electronically
by the modulating signal. To ensure adequate frequency stability, the output frequency is then compared with
that of a crystal oscillator and corrected automatically as required. The alternative means of generating FM,
the Armstrong system, is one in which PM ix initially generated, but the modulating frequencies are correctly
bass-boosted. FM results in the output, Recause onty small frequency deviations are possible in the basic
Armstrong system. extensive frequency multiplication and mixing are used to increase deviation to the wanted
value, The power and auxiliary stages of FM transmitters are similar to those in AM transmitters, except that
FM has an advantage here. Since it is a constant-amplitnde modulation system, all the power arplifiers can
be operated in class C, i.e.. very efficiently.

Multiple-Choice Questions

Each of the following multiple-choice questions low, or the systern will fail .
consisis of an incomplete statement follwed by four d. phase modulation is converted into FM by the
choices (a, b, ¢ and d). Circle the letter preceding the equalizer circuit
fine that carrectly completes each sentence. 2. In the spectrum of a frequency-modulated wave
1. In the stabilized reactance modulator AFC a, the carrier frequency disappears when the
system, modulation index is large
8. the discriminator must have a fast time con- b. the amplitude of any sideband depends on the
stant to prevent demodulation modulation index
b. the higher the discriminator Irequency, the ¢. the total number of sidebands depends on the
better the oseillator frequency stability modulation index

¢. the discriminator frequency must not be too d. the carrier frequency cannot disappear



1, The dilTference between phase and frequency

modulation

a. is purely theoretical because they are the same
in practice

b. 1s too great to make the two systems compat-
ible

¢. lies in the poorer audio response of phase
modulation

d. lies in the different definitions of the modula-
tion index

. Indicate the fo/se statement regarding the Arm-

strong modulation syslem.

a. The system is basically phase, not frequency.
muodulation.

k. AFC is not necded. as a crystal oscillator s
used.

¢. Frequency multiplication must be used.

d. Equalization is unnecessary,

. An FM signal with a modulation index w7, is
passcd through a frequency tripter. The wave in
the output of the tripler will have a modulation
index of

a. m/3

h. m,

c. 3nt,
d 9 m,

. An FM signal with a deviation & is passed through
a mixer. and has its frequency reduced fivetold.
The deviation in the output of the inixer is

& g

b. indeterminate

v. &5

d. &

. Since noise phase-modulates the FM wave, as the
noise sideband frequency approaches the carrier
frequency, the noise amplitude

a. remains constant

b, is deereased

¢. is increased

d. is equalized

. When the modulating frequency is doubled, the
maodulation index is halved, and the modulating
voltage remains constant, The modulation system
is
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a. amplitude modulation
b. phase modulation

¢. frequency modulation
d. any one of the three

. Indicate which ene of the following is ot an

advantage of FM over AM:

a. Betier nuise immunity is provided.

b. Lower bandwidth is required.

¢. The transmitted power is more useful.
d. Less modulating power is required.

. One of the following is un indirect way of generat-

ing FM. This is the

a. reactance FET maodulator

b. varactor diode modulator

¢. Armstrong modulator

d. reactance bipolar transistor modulator

. Tn an FM stereo multiplex transinission, the

a. sum signal modulates the |4 kHz sub-carer

b. differcnee signal modulates the 19 kHz subear-
rier

c. difference signal modulates the 38 kiz subcar-
Fier

d. difference signal modulates the 67 kHz

. FM is & modulation process in which the change

in the frequency of the carrier signal and its rate
of change are made prortional to inslantangous
variations in

a. message amplitude only

b. message requency only

¢. both message amplitude and frequency

d. message amplitude. frequency and phase

. Freguency deviation in FM refers 10 the extent

by which carrier frequency is varied {rom its
unmodulaled value in prapottion to

4. message amplitude

b. message {requency

¢. both message amplitude and frequeney

d. message amplitude, frequency and phase

. The rate at which frequency deviation takes place

depends on

a. message amplitude

b. message frequency

¢. both message amplitude and frequency
d. message amplitude. frequency and phase



100 Kennedy's Electronmic Communication Syskems

15, The level of frequency deviation depends on

a. message amplitnde

b. message frequency

¢. both message amplitude and freguency

d. message amplitude, frequency and phase
16. The proportionality constant & in FM is expressed in

a. kHz/volt

b, kHz

c. volt

d. nounit

17. The modulaton index m , in FM is defined as
a & ‘

!

b. 8/,

c. ¥/
d ¥,

18, The instantaneous voltage representing FM is
given hy
a. v, =V sin(@/+m cos mr)

b. vou=V. sin{ @/ +mm N
¢. vy, =V sin{w s mf)
d. v.,=V sinfwr+m)

19. PM is a moedulation process in which change in the
phase of the carrier signal and its rate of change are
made prortional to instantaneous varialions in
a. message amplitude only
b. message frequency anly
¢. both message amplitude and frequency
d. message amplitude, frequency and phase

20. Phase deviation in PM refers to the extent by
which carricr phase is varied from its unmodu-
lated valuz in proportion to
a, message amplitude
b. messape frequency
¢. both message amplitude and frequency
d. message amplitude, frequency and phase

21. The rate at which phase deviation takes place
depends on
a. messape amplitude
b. rnessage frequency
¢. both message amplitude and frequency
d. message amplitude, frequency and phase
22. The level of phase deviation depends on
a. message amplitude
b. message frequency

23

24,

25.

26

27.

28,

29,

30

¢. both message amplitnde and frequency
d. message amplitude, frequency and phase

The proportionality constant £ in PM is expressed
in

a, kHzivolt

b, kHz

¢ volt

d. radians

The modulaton index m_in PM is defined as
a. Jp
b. 847,
e PV

The instuntaneous voltage representing FM is
given by

a v, =V sin{my +m cos )

b. v, =V sin(@ws+ e m 1)
< v, =F sin(@y -+ mﬂt}

d. v, =V sin(as+ mp)

The FM and PM waves can be differentiated in
terms of their

1, devialion values

h. modulation index values

c. modulating frequency vahies

d. moedulating voltage values

In case of single tone message. FM and PM are
a, indistinguishable

b. distinguishable

c. partly indistinguishable

d. partly distinguishable

I terms of bandwidth FM and AM can be distin-
guished as having

a. infinite and finite bandwidth, respectively

b, both finjte bandwidth

¢. finite and inifinite bandwidth, respectively
d. both Inifinite bandwidth

With respect to changing modulation depth, in
teting of transmitted power FM and AM can be
distinguised as

a. varying and constant, respectively

b. both independent of modulation depth

¢. constant and varying, respectively

d. both dependent on modulation depth

In terms of carrier voltage, the FM and AM can
be distinguisbed as



3L

32.

CEN

34,

both having constant values

varying and constant value, respectively
both varying values

constant and varying value, respectively

PO FR

Thc effect of keeping modulating frequency

consiant and inreasing frequency deviation on

the resulting FM wave is

a. in¢rease in the modulation index but not band-
width and sideband components

b. increase in the modulation index, bandwidth
and sideband components

€. increase in bandwidth but not the modulation
index and sideband components

d. increase in modulation index and bandwidth,
but not the sideband components

The effect of keeping frequency deviation con-

stant and inreasing modulating frequency on the

resuliing FM wave is

a. decrease in the modulation index but not
bandwidth and sideband components

b. decrease in the modulation index, bandwidth
and sideband components

c. decrease in bandwidth but not the modulation
index and sideband components

d. decrease in modulation index and sideband
components, but not the bandwidth

The Cargon’s rule for the approximate bandwidth

of an FM wave is

a. twice the freqency deviation

b. sum of twice the frequency deviation and
maximum modulating frequency

c. sum of frequency deviation and maximum
modulating frequency

d. twice the maximum moduolating frequency

The Carson's rule for the approximaite bandwidth

of an FM wave provides good result when the

modulation index is

around unity

around zero

mich larger than unity

much less than unity

o

B

is.

36.

37

38.

39,

44
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The narrowband FM is the case where the modula-
tion index value is

a, around unity

b. much less than unity

¢. much larger than unity

d. argund zero

The wideband FM is the case where the modula-
tion mmdex value ts

a. around unity

b. much less than unity

¢, tnuch larger than unity

d. around zero

The superior performance of FM comparcd to AM

in the presence of noise is due to

a. constant amplitde in the modulated signal

b. modulation index of FM can be larger than
unity

c. Frequency dependent effect of noise in case
of FM

d. all of the above

Preemphasis deals with

a. emphasizing low frequency components

b. emphasizing high frequency components

¢. emphasizing a band of mid frequency compo-
nents

d. eliminating low frequency components

Deemphasis deals with

a. deemphasizing low frequency components

b. deemphasizing high frequency components

¢. deemphasizing a band of mid frequency com-
ponents

d. eliminating low frequency components

The usefulness of preemphasis and deemphasis is

to improve the performance of modulation system

in the presence of noise by

a. emphasizing high frequency amplitude values
of modulating signal

b. emphasizing low frequency amplitude values
of modulating signal

c. emphasizing carrter frequency amplitude
values

d. emphasizing carrier frequency itself
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Review Problems

. A 500-Hz modulating voltage fed into a PM gencrator produces a frequency deviation of 2.25 kHz. What

is the modulation index? If the amplitude of the modulating voltage is kept constant, but is frequency is
raised to 6 kHz, what is the new deviation?

- When the modulating frequency inan FM system is 400 Hz and the modulating voltage is 2.4 V, the modu-

lation index is 60. Calculate the maximum deviation, What is the modulating index when the modulating
frequency is reduced to 250 Hz and the modulating voltage is simultaneously raised to 3.2 V7

. The equation of an angle-modulated voltage is v =10 sin (10% + 3 sin 10%). What form of angle modula-

tion is this? Calculate the carrier and modulating trequencies, the modulation index and deviation, and
the power dissipated in a 100-£2 resistor,

. The center frequency of an LC oscillator, to which a capacitive reactance FET modulator is connected, is

70 MHz. The FET has a gm which varics tincarly from 1 to 2 mS$, and a bias capacitor whose reactance
ig 10 times the resistance of the bias resistor. I{ the fixed tuning capacitance across the oscillator coil is
25 pF, calculate the maximum available frequency deviation.

- An RC capacitive reactance modulator is used to vary the frequency of a 10-MI1z oscillator by 100 kHz,

An FET whose transconductance varies linearly with gate voltage from 0 to 0.628 mS, is used in conjunc-
tion with a resistance whose valug is one-tenth of the capacitive reactance used Calculate the inductance
and capacitance of the oscillator tank circuit.

Review Questions

. Deseribe frequency and phasc moduiation. giving mechanical analogies for each,
- Derive the formula for the instantancous value of an FM voltage and define the modulation index.
- In an FM system, if m_is doubled by halving the modulating frequency, what will be the effect on the

maximum deviation?

Describe an experiment designed to calculate by measurement the maximurmn deviation in an FM system,
which makes use of the disappearance of the carrier component for certain values of the madulation index.
Draw the block disgram of such a setup.

- With the aid of Table 4.1, estimate the total bandwidth required by an FM system whose maximum

deviation is 3 kHz, and in which the modulating frequency may ranpe from 300 o 2000 Hz. Note that
any sideband with a relative amplitude of 0.01 or less may be ignored.

- On graph paper, draw to scale the frequency spectrum of the FM wave of Question 5 for (a) £, =300 H=;

(b) /= 2000 Hz, The deviation is to be 3 kHz in cach case.

- Explain fully the difference between frequency and phase modulation, beginning with the definition of

each type and the meaning of the modulation index in each case,

Of the various advantages of FM over AM, identify and discuss those due to the intrinsic qualities of
frequency modulation.

- With the aid of vecetor diagrams, explain what happens when a carrier is modulated by a single noisc

frequency.
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16,

17.
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20.

21.
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. Explain the effect of random noise on the output of an FM receiver fitted with an amplitude limiter.

Develop the concept of the noise tnangle.

. What i pre-gmphasis? Why is it used? Sketch a typical pre-emphasis circuit and explain why de-emphasis

must be used also.

. What determines the bandwidth used by any given FM communications system? Why are two different

types of bandwidth used in frequency-modulated transmissions?

. Using a block diagram and a frequency spectrum diagram, explain the operation of the stereo multiplex

FM transmission system. Why is the difference subcarier originally generated at 19 kHz?

Explain, with the aid of a block diagram, how you would design an FM stereo transmission system which
does not need to be compatible with monaural FM systems.

Showing the basic circuit sketch and stating the essential assumptions, derive the formula for the capaci-
tance of the AL, reactance FET.

Why is it not practicable to use a reactance modulator in conjunction with a crystal oscillator? Draw the
equivalent circuit of a crystal in your explanation and discuss the effect of changing the external parailel
cupacitance across the crystal.

With the aid of a black diagram, show how an AFC system will counteract 2 downward drift in the fre-
quency of the oscillator being stabilized.

Why should the discriminator tuned frequency in the AFC system be as low as possible? What lower limit
15 there on its value? What part can frequency division play here?

What is the function of the balanced modulator in the Atmstrong modulation system?

Draw the complete block diagram of the Armstrong frequency modulation systerm and explain the func-
tions of the mixer and multipliers shown. In what circumstances can we dispense with the mixer?

Starting with an oscillator working near 500 kFz and using a maximum frequency deviation not exceed-
ing + 30 Hz at that frequency, calculate the following for an Ammstrong system which is 1o yield a center
frequency precisely 97 MHz with a deviation of exactly 75 kHz: () starting frequency; (b) exact initial
deviation; (c) frequency of the crystal oscillator; (4} amount of frequency multiplication in each group.
MNaote that there are several possible solutions to this problem,
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In case of pulse train, the pulses by themselves occur at discrete instants of time. However, the paramcters
of the pulse, namely, amplitude, width and position are continuous in nature. If amplitude of the pulse is made
proportional to the message, then it is termed as pulse amplitude modulation (PAM). Altematively, if the width
of the pulse is made proportional to the message, then it is termed as pulse width modulation (PWM). The posi-
tion of the pulse, i.e., its instant of oceurrence compared to its posilion in the reference pulse train is varied in
proportion to the message in case of pulse pasition modulation (PPM). Finally, the amplitude of the pulse can
be approximately represented by a discrete amplitude value which leads to the pulse code modulation (PCM).
Eurther variants of PCM incldue delta modulation (DM) and differential PCM (DPCM). To summarize, in
case of pulse analog modulation, time is discrete, but the pulse parameters are analog, where as, both time
and pulse parameters are discrete in case of pulse digital mogulation.

The major difference between CW and pulse modulations nced to be understood. CW modutation translates
message fTom bascband to the passband range and helps in transmitting it for a longer distance as described
in the earlicr chapters. Alternatively, pulse modulation transiates message from analog form to the diserete
form. That is, continuously varying message information is now represented at discrete instants of time. Both
forms of the message will remain in the basehand itse!R! This is an important fact and should be in view when
we are studying the various pulse modulation techniques. Thus the word modulation from the context of fre-
quency translation is a misnomer in this case. In case of pulse modulation, it refers to the process of modifying
the pulse parameters with respect to message and nothing else. The natural questoin then will be why pulse
modulation? The answer is even though it does not help in frequency translation, it helps in other aspeets of
gignal processing, namely, digital representation of message signal. As will be discussed in detail later, some
of the pulse modulation techniques are fundamental to the digital communication ficld.

5.2 PULSE ANALOG MODULATION TECHNIQUES

The pulse analog modulation techniques are of three types namely, PAM, PWM and PPM. This section
describes each of them and also about the recovery of message from them.

5.2.1 Pulse Amplitude Modulation (PAM)

Pulse amplitude modulation is defined as the process of varying the amplitude of the pulse in pruportion to
the instantaneous variations of message signal.
Let the message signal be given by

v = P:rrsinm"'t (3:1)

"

If x(7) is a periodic signal with period T, then it should satisfy the defiition stated as x(¢) = x(7 + 7). The
pulse train is a periodic signal with some fundamental period say T, Then the information present in each
petiod of the pulse train is given by

p=V, 0srgA (5.2)

=0 AZrsT, {5.3)

where A is the width of the pulse and the leading edge of the pulse is assumed to be coineiding with the start-
ing of the interval in each period.

The pulse amplitude modulated wave in the time domain is obtained by multiplying the message with the
pulse train and is given by

p,=p %XV (5.4)
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The qunantization can be carried out either by dividing the whole amplitude range into uniform or nonuniform
intervals. Accordingly we have uniform and nonuniform quantization. PCM is also named after the same as
uniform or nonuniform PCM. The nonuniform quantization and hence PCM are based on the observation of
the nonuniform distribution of signal values within the allowable limits. For instance, in case of speech, most
of the signal values are around the zero level and few will be in the maximum range. Hence benefit can be
achieved in terms of quantization noise by using nonuniform quantization. However, nonuniform quantization
is relatively difficult to implement compared to uniform quantization,

Each of the discrete amplitude levels can be uniquely represented by a binary word. To facilitate this, the
total number of discrete levels are decided to be in powers of 2. For instance. if the binary word is of 8 bit
length, then we will have 236 discrete levels possible. Thus each analog value is sumpled by PAM process,
quantized and represented by a binary word. Hence the name pulse code modulation where the pulse modulation
invalves coding the sampled analog values. The PCM Lechnique is illustrated in Fig. 5.7, The sampler block
essentially performs PAM process and the only difference is the pulse width A— 0. The input of sampler block
will have signa! which is continuous both in time and amplitude. The output of sampler block will have the
signal which is discrete in time and continuous in amplitude. The output of quantizer will have signal which is
discrete both in time and amplitude. The output of the encoder will have unique binary code for each discrete
amplitude value. The whole process of sampling, quantizing and encoding is also termed as analog to digital
conversion (ADC) operation. Thus for any analog signal, the ouput of ADC is nothing but PCM signal.

e Sampler . :
Analog | PAM Quantizer = Encoder PCM wava
signal

Fig. 5.7 Generation of PCM signal,

5.3.2 Delta Modulation

Detta modulation (DM) is obtained by simplifying the quantization and encoding process of PCM. To enable
this, the signal is sampled at much higher than the required Nyquist ratc. This oversampling process will
result in the sequence of samples which are very close and hence high correlation among successive samples.
Under this condition, it may be safe to assumc that any lwo successive samples are different by an amplitude
of 8. That is, the current sample is either larger or smaller than the previous value by 8. If it is larger, then it
is quantized as +& and as —§ in smaller case. Since it is decided a priori, only its sign is important. The sign
information can be coded using one bit binary word, say, | represent 4 and 0 represent— The gunatization and
encoding blocks therefore become very simple. Thus if we have the first signal value and [ bit quantization
information we can reconstruct the complete quantized signal.

The block diagram of delta modulator is given in Fig. 5.8 drawn by referring to the block diagram of PUCM
given in Fig. 5.7. The sampler block remains same as in the PCM, except that, the sampling frequency is
much higher than in PCM casc (say 4 times or more). According to the principles of DM, the quantizer needs
to discretize the amplitude value by referring to the previous vatue and say whether it is larger or smaller.
Hence an accumulator is needed to store previous sample, a summer as a comparing device and producing
output into two discrete levels as +& and - . The encoder is trivial which directly maps the signs of §inio |
or 0. The sequence of 1% and 0°s at the output of encoder constitutes the DM wave.
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choices (a, b, c and d). Circle the letter preceding the
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Multiple-Choice Questions

Each of the following mulliple-choice questions
consisis of an incomplete siatement followed by four-

line that correctly completes each sentence,

1.

Amplimde and angle modulation techniques are
also termed as CW modulation techniques mainly
due to the

a. modulation of continuous signal

b. use of sine wave as carmier signal

¢. modulated signal being continuous aignal

d. all of the above

. In pulse analog modulation, with respect to

message signal, the modulation js achicved by
varying

a. puise amplitude

b. pulsc width

¢. pulse position

d. all the pulse parameters

The main distinction between pulse analog and

digital modulation techniques is, message is rep-

resented in terms of

a, pulse parameters in analog and binary words
in digital modulation technigues

b. pulse parameters in both

¢. binary words in both

d. none of the above

Pulse amplitude modulation involves

a. varying amplitude of message signal according
to ampiitude of pulse train

b. performing amplitude modulation and then
multiplying the result with pulse train

¢. varying amplitude of pulse train according to
instantaneous variations of message signal

d. performing multipleation of pulse train with
message and then subjecting the result to am-
plitude modutation

Pulse width modutation involves

a. varying duration of message signal according
to width of pulse train

b, varying width of pulses in the pulse train ac-
cording o instantaneous variations of message
signal

¢. performing duration modification of message
signal and then multiplying the result with
pulse train

d. performing width madification of pulse train
with message and then subjecting the resuli to
width modulation

6. Pulse position modulation involves

a. varying position of message signal compuo-
nents according to the position of pulses in
the pulse train

b. varying position of pulses in the pulse train
according to the instantaneous variations in
the message signal

c. varying position of pulses in the pulse train ac-
cording to the message components position

d. performing position modification of pulse tram
with message and then subjecting the result to
positiort modification

7. Pulse code modulation involves

a. PAM followed by quantization

b. Direct encoding using binary words

¢. PAM foilowed by guantization and encoding
using binary words

d. PAM followed by encoding using binary
words

8. Delta modulation involves

a. PAM followed by encoding using one-bit
binary words

b. PAM followed by quantization and encoding
using one-bit binary words

¢. PAM followed by one-bit qunatization

d. direct encoding using one-bit binary words

9. Differential puise code modulation involves

a. coding of unpreditable part of message signal
by PCM

b. coding of predicatahle part of message signal
by PCM

c. coding of difference of message signal by
PCM

d. all of the above

10, Sampling process is based on

a. PAM
b, PWM
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c. PPM b. more than or equal to maximum frequency of
d. PCM message signal
11. Sampling frequency should be c. equal 1o average frequency of message sig-
a. less than or equal to maximum frequency of nal ) )
message signal d. more than or equal to twice the maximum

frequency of message signal

Review Questions

Describe the generation of PAM, PWM and PPM signals,
Deseribe the demodulation of PAM, PWM and PPM signals.
Describe the generation of PCM, DM and DPCM signals.
Describe the demodulation of PCM, DM and DPCM signals.
Desrcribe the sampling process.

ok e b=
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termed more commonly as digital or binary message, Thus using a suitable pulse modulation technigue, we
can convert analog message into digital from, Alternatively, the message may be directly gencrated in digital
form lhike in the case of computer,

The requirement in the digital communication ficld is 1o transfer the digital message from one placé to
the other. There are broadly two approaches, namely, basedband trunsmission and passhand transmission.
Baseband digital iransmission involves transmission of digital message in the low frequency {baseband) range
itself. Passband transmission involves transmission of digital message in the high frequency (passband) range.
Since, original digital message is in basedband range, it is first modulated to the high frequency range and then
transmitted. The set of modulation techniques for shifting the digital message from the baseband to passband are
termned as digital moduation techniguees. The detailed study of these techniques is the aim of this chapter,

The digital modulation techniques are based on the conventional analog modulation techniques, Since the
digital message will have only two levels, 0 and 1, the modulation process needs to store this information in
the high frequency range. This ean be done using AM, FM and PM techniques. Accordingly we have amplitude
shift keying (45K), frequency shift keying (FSK) and phase shijt keying (PSK) as basic digital modulation
techniques. ASK deals with shifting the amplitude of the carrier signal between two distinct values. FSK deals
with shifting the frequency of the carrier signal between two distinct values. Similarly, FSK deals with shifting
the phase of the carricr signal between twao distinet values, s

Apart from these basic digital modulation techniques, their variants are also available termed as M-ary
digital modulation techniques. These include M-ary ASK, M-ary F5K and M-ary PSK., The hybrid schemes
involving more than one parameter variation like amplitude-phase shift keying (APK) are also present under
M-ary digital modulation techniques. The main merit of M-ary techniques is the increased transmission rate
for the given channel bandwidth. From the perspective of M-ary, the basic digital modulation techniques are
also termed as binary digital modulation teehniques, Accordingly, we have binary ASK (BASK), binary FSK
{BFSK) and binary PSK (BPSK),

Depending on the nature of demodulation scheme, the digital modulation techniques are classified as
coherent and non-coherent detection techniques. In case of coherent detection, the carrier in the receiver
is in synchronism with that of the transmitter and no such constraint in non-coherent detection. The digital
meodulation techniques may be further grouped as binary or M-ary signalling schemes, In binary signalling
seheme, the parameters of the carrier are varicd between only two levels whereas they are varied between M
levels in case of M-ary signalling.

Thus, there are a number of digital modulation techniques for passband digital message transmision, The
choice of & particular technique is based on the two important resources of communicatoin, namely, transmitted
power and channel bandwidth. The ideal requirement is the one which uses minimum transmitted power and
channel bandwidth. But this will be conflicting requirements, i.e., to conserve bandwidth we need to spend
more power and hence trade off needs to be achieved.

6.2 BASIC DIGITAL MODULATION SCHEMES

6.2.1 Amplitude Shift Keying (ASK)

ASK is a digital modulation technique defined as the process of shitting the amplitude of the carrier signal
between two levels, depending on whether 1 or 0 is to be transmitted.
Let the message be binary sequence of 1's and 0's. It can be represented a5 a funciion of time as follows:

v, =V, when symbol is 1

=0 when symbol is 0 (6.1)
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The next question is whether such a process results in the shifl of spectrum of baseband message to the
passband? The answer is from the amplitude modulation process discussed in the carlier chapter, This can be
lustrated pictorially as follows: Without worrying about the mathematical intricacies, let the spectrum of v
be ss shown in Fig. 6.3a. 1t will be essentially a »ine function in the frequency domain and has information
concentrated mainly in the low frequency range. The sinusoidal carrier v will have impulses at f, and -f, as
shown in Fig. 6.3A. The product of the two in the time domain results convolution in the frequency domain
giving rise to the spectrum of ASK signal as shown in Fig. 6.3¢. Thus the ASK signal will have the message
shifted io the passband range.

Vinlf)

N \ a "
VAR 7
Vel T

Vask(r} f

1
J’\/\/’\ AN
VAR A\/\./f”

Fig. 6.3 Spectra during generation of ASK signal, Spectrum of (a) mcssage, (b) carrier, and (c) ASK signal.

Demodulation of ASK Signal The demodulation is zlso termed as detection, There are two ways in
which the message can be demodulated, namely, coherent and non-coherent detection. Duc to the require-
ment of carrier in the receiver which is in sychronism with that of the transmittor, the coherent detection
circuit is more complex compared to non-coherent detccior. However, the coherent detector provides better
performance under noisy condition.

In coherent detection, a copy of carrier used for modulation is assumed to be available at the receiver. The
incoming ASK signal is multiplied with the carrier signal. The output of the multiplier will be a low frequency
component representing amplitude scaled version of baseband message and ASK signal at twice the carrier
frequency. The baseband message is retreived by passing this signal through a low pass filter. Figure 6.4 shows
the block diagram of a coherent ASK detector.

VASK
Analog Low pass
ASK signal multiplier $1 filter 83 = Uy

; Baseband
T ressage
ug

Carrier

{synchronous}

Fig. 6.4 Block dingram of coherent ASK detector.
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Let the synchronous carrier at the receiver be given by

L
-

ve =V, coswL (6.1

The output of the multiplier is given by

N

B SV V= L;—"{l + cos 2@ 4) when symbol is |
=0 when sumbol is 0 (6.4)
The cutput of the low pass filter is given by
s, =V (V) when symbol is |
=0 when symbho} is (6.5)

Thus the filter cutpul is
5, (6.6)

Hence, the recovery of baseband message is carmied out.

Itt non-coherent detection, there is no reference carrier made available al the receiver. Hence we have to
follow other approsch. In case of ASK, simple envelope deteclor will suffice. The incoming ASK signal is
passed through an envelope detector which tracks the envelope of the ASK signzl which is nothing but the
baseband message. Figure 6.5 shows the biock diagram of non-coherent ASK detector. The output of the
diode will be an unipolar signal containing the envelope information. The high frequency variations are further
removed by passing it through a low pass filter. The output of the low pass filter may be further refined by
passing it through a comparater which compares the output of the envelope detector to a preset threshold and
sets all values greater than or equal to the threshold 1o high level and rest to the low level. The waveforms at
various stages of the non-coherent ASK detector are shown in Fig. 6.6,

"'-'ASK

— ]

Envelope
Detector

Comparater ———
L3 7]

L

Threshold

Fig. 6.5 Block dingram of non-coherent ASK detector.

6.2.2 Frequency Shift Keying (F5K)

FSK is a digital modulation technique defined as the process of shifting the frequency of the carrier signal
between two levels, depending on whether | or ( is to be transmitted.
Let the two carriers be defined as

v, =¥ cose (6.7)
v, =V cos@.t (6.8)
The vorresponding FSK signal is defined as
Vo = ¥,V cosw when symbol is 1
=V, Vcosa,t when symbal is 0
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Figure 6.7 shows the time domain representation of the generation of FSK signal, The dipital message,
i.e., binary sequence can be represented as a message signal as shown in Fig. 6.7a, Two carrier signals of
frequencies @, and @ , as shown in Figs, 6,76 and ¢, When binary symbol is |, the FSK signal will have the
carrier signal with frequency @ Alternatively, the FSK signal will have the carrier signal with frequency
@, when the binary symbel is 0. This can be achieved by using a suitable combinational logic cireuit which
selects one of the two carrier signals based on the input signal value applied at its control input, For instance,
* 82 X | multiplexer can be used for this purpose. Thus the output of the multiplexer shifts between the two
distinet frequency values, namely, @ | and . Hence, the name frequency shift keying. Based on this discus-
sion a block diagram for the generation of FSK signal can be written as piven in Fig. 6.8. FSK modulator is
essentially a 2 X 1 multiplexer that takes baseband message v at the control input and two carriers v, and v,
at its input, and produces the FSX signal at itz output.

ifp
Ueq
2% ofp
MUX
e __J FSK
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Pig, 6.8 Block dingram of FSK generator,
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Fig, 6.9 Equivalent represenintion of FSK modulator in terms of two ASK modulators.

The next question is whether such a process resuits in the shift of spectrum of baseband message to the
passband? The answer is yes, To appreciate this, we can treat the FSK modulation process concepiually as
two ASK processes, one using carrier signal with frequency e | and other using @,,. This is shown in Fig. 6.9.
Thus the first ASK modulator shifis the baseband message to passband eentered around @, and the second ASK
modulator shifts the baseband message to passband centered around e, This can be illustrated pictorially as
follows: Let the spectrum of v_ be as shown in Fig. 6.10a. The output of the first ASK modulator is shown in
Fig. 6.104 and that of second in Fig. 6.10¢. The spectrum of FSK modulator may be viewed &5 given in Fig.
6.104. Thus the FSK signal will have the message shifted to the passhand range.
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Fig. 6,10 Specira of varions signals involved FSK genteration. Spectrum (a) message,
th) first ASK modulator, () second ASK modulator and (d) FSK modulator.

Demodulation of FSK Signal In this case also, the messape can be demodulated either by coherent or
non-coherent detection. Both demodulation processes can be understood easily by considering the ASK view
of FSK as illustrated in Fig. 6.9.

The block diagram for the coherent detection of FSK is drawn as given in Fig, 6.11, The incoming FSK signal
is multiplied by the carrier signal with frequency ¢, in the upper channel and carrier signal with frequency
@, in the lower channel. The output of the muinphcr in the upper channel will be low frequency message
and ASK signal ut twice @, during the intervals when the FSK is due to the carrier of frequency @, and will
be ASK signals at (@, % (Cur ) during intervals when the FSK is due to the carrier of frequency @ . Thus the
output of the low pass ﬁlter in the upper channe! will contain baseband message during intervals belonging to
the carrier frequency o and zero during the intervals belonging to o, Exactly opposite happens in the lower
channel, The outputs of the two channels are further passed onto a comparator. The ouput of the comparator
will be high when upper channel output is greater than the lower channel and low when lower channel] output
is greater than the upper channel. In this way the baschand message is retreived from the FSK signal
Let the synchronous carriers at the receiver be given by

=
e
1

¥, cosm ¢ (6.9

Vg = Vi coswt (6.10)

[=

The output of the multiplier in the upper channel during the interval having frequency @ is given by

PV

5. =v —-S—L(I+c052m ) (6.11)

i F5K V”
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The corresponding PSK signal is defined as

Vo =V, V. cos @ ¢ when symbol is 1

= -V V cosa! when sumbol is 0
0 1 0 Q 1 1 0 1

om : , ‘ - ~ (@)

AMARARARARARA.
TV

!
P :
i !

T

{c)

(d)

Fig. 6.14  Tine domain representation of gencration of PSK signal: {a) message, (b) carrier with (° phase shif,
{c) carrier with 1807 phase shift, and (d) PSK signal.

Figure 6.14 shows the time domain representation of the generation of PSK signal. The digital message,
i.e., binary sequence can be represented as a message signal as shown in Fig. 6.14a. Two carrier signals of
opposite phases generated from an oscillator and an inverter (180° phase shifter) are as shown in Figs. 6,145
and ¢. When the binary symbol is 1, the PSK signal will have the otiginal carrier signal. Alternatively, the PSK signal
will have the 180° phase shifted carrier signal when the binary symbol is 0. This can be achieved by using a suitable
combinational logic circuit like 2 X 1 multiplexer as described in the case of FSK. Thus the output of the
multiplexer shifts between the two distinct phase values, namely, 0° and 180°, Hence the name phase shift
keying. Based on this discussion a block diagram for the generation of PSK signal can be written as given

in Fig. 6.15.
ilp
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Fig. 615 Block diagram for the generation of PSK signal.









130 Kemnedy's Electronic Communication Systems

The output of the low pass filter in the upper channel during the interval having 0° phase shift is given by

Fyy = Eﬂ%‘& (6.30)
The output of the low pass filter in the upper channel during the interval having 180° phase shift is given by

S = T Mgﬂ“ (6.31)
Thus the filter output in the upper channel is

5, o<V (6.32)
during the interval having 0° phase shift and

5, eV (6.33)

during the interval having 180° phase shift.
The exact opposite phenomenon happens in the lower channel. As a result, the filter output in the lower charnel is

S2f ot vm (6'34)
during the interval having 0° phase shift and
S?J o _Vm (6-35)

during the interval having 180" phase shift.
Therefore the output of the compartor is given by

Fy o= Yy (6.36)
Hence the recovery of baseband messape is carried out.

6.3 M-ARY DIGITAL MODULATION TECHNIQUES

in the previous section, we described the basic digital modulation techniques which involve transmitting
information intwo levels. Hence they may also be termed as binary digital modulation rechnigues. Accordingly,
we can rename them as binary ASK (BASK), binary FSK (BFSK)} and binary PSK (BP5K). We can extend
the same principles to transmit information in more than two levels, in general, M levels. These modulation
techniques are termed as M-ary digital modulation technigues. As will be apparent from later description, the
main merit of M-ary techniques is increased transmission rate on the saine channel bandwidth. The signals
with M different levels may be generated by changing the amplitude, frequency or phase of a carrier in M
discrete steps as opposed to two levels in binary modulation scheme. Accordingly, we have M-ary ASK, M-ary
FSK and M-ary PSK digital modulation techniques. Another way of generating M-ary signals is to combine
different methods of binary digital modulation schemes, For instance, M-ary amplitude-phase shift keying
{APK) is obtained by combing ASK and PSK. A special form of this hybnd modulation that exploits the
merits of quadrature amplitude modulation (QAM) and M-ary scheme is M-ary QAM technique. Among all
the M-ary digital modulation techniques the mostly used ones include M-ary PSK, M-ary FSK and M-ary
QAM which are descnibed in the rest of the section.

6.3.1 M-ary PSK

In BPSK, the phase of the carrier can take on only two values and most convenient being 0% and 180°. As
opposed o this, M-ary PSK can take on M dilferent phase shift values within 27 range, given by ¢, = 2mi/M,
where, i =0, 1,..., M — 1. Accordingly, we have Af carrier signals for modulation. For instance, when M =4,
we have ¢, =0, /2., 3772, Such a scheme is termed as quaternary PSK, since the phase values are separated
by a/2. Alternatively, in BPSK, if the phase shifts are separated by 7/2, then it it termed as guadrature PSK
{QPEK).
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The A diffcrent carrier signals can be defined as

2 .

v, = Veos(og+=7) =01, M= (6.37)
For ease of illustration we discuss by considering quatcmary PSK. In a symbol! interval we can transmit 2
different messages, namely, v and v, , using the carriers v, v ,, v, and v separated by /4. This is because
M levels can be used to transmit binary words of length #, wh:,rc M 2, Fm‘ M= 4 we have binary words of 2
bit length and hence two independent binary sequences can be tranmitied. For instance, 00 can be transmitted
using a carrier with phase shift ¢ = 0%, 01 with ¢ = 90°, 10 with ¢ = 180" and 11 with ¢ = 270°. Figure 6,19
shows the two different messages, four different carriers and corresponding quaternary PSK signal. Based on
this a bleck diagram can be drawn for the generation for a quaternary PSK using 4 » 1 multiplexer as shown in
Fig. 6.20. The two input message sequences are applied fo the control inputs. When 00 is to be transmitted v |

is selected, v, for 01, v, for 10 and v, for 11, Hence the generation of quaternary PSK.
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Fig. 6.19 Tinte domain representation of generation of quaternary PSK signal: (a) first message,- (&) second message,
(c)-(f) four carriers signals with different phase shifts, and (g) quaternary PSK signal.
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by a phase shift of 772, That is, the two casrier signals are in phase quadrature and cach of these camiers are
amplitude modulated and hence the name guadrature amplitude modulation (QAM).
Let the two carrier signals be given by

v, =V cosmt (6.3
and

v, =¥ sinwy (6.40)
The corresponding QAM signal is defined as

Vo = Yy FLCOSWLE + v, V. sinat : (6.41)

In the shove equation, the first term 1s termed as in-phase component and the second term is termed as
guadrature component.

The message signals can be recovered at the receiver by coherent detection. The incoming QAM is simul-
taneously applied to in-phase and quadrature channels. The output of the analog multiplier in the in-phase
channel is given by

.
8=V, Ve cos ot = a-‘mgﬂLﬂ u—lg‘ﬂw cos2wt + v,V V. sin @t cos (6.42)
The first term is the scaled version of the message v, which can be retrieved by passing through a low pass
filier.
The output of the analog multiplier in the quadrature channel is given by
!
s, = Vo Ve sinos= "'zg ey ’"'{‘V” sin 2@+ v V.V sin @t cos mt (6.43)

The first term is the scaled version of the message v which can be retrieved by passing through a lew
pass filter.

In this way we can transmit twe independent messape signals on the same bandwidth with the help of
two carriers which are in phase quadrature, The conventivnal QAM is used for analog communication, but it
applies equally to digital message signal also.

The ransmission rate of the M-ary PSK can be further increased by combining the QAM concept with it
resulting in the hybrid M-ary amplitude-phase shift keying (APK) termed as M-ary QAM. In case of M-ary
PSK, the M carrier signals separated in phase are used to transrnit binary words of length » bits, where M =27,
This transmission rate can be further increased by replacing these carriers with in-phase and guadrature com-
ponents and amplitude rmodulating each component by a suitable in-phase and quadrature value,

The penemtion of the in-phase and quadrature values can be illustrated with the help of Fig. 6.24, termed
more commenly as signal constellution diagram. ¢, represents the in-phase component and ¢, represents the
quadrature component. Any point in the constellation diagram can be identified by an unigue binary word
obtained by dividing the whdle region into smaller square blocks as shown and giving unique binary code
for each square. For instance, the point in the second square block around the origin of the first quadrant is
uniquely identified by |10 for ¢, and 10 for ¢, and accordingly it represents the binary word 1010. This can be
uniquely transmitted by using the inphase and quadrature components ¢, and &, respectively, whose values
are as indicated in the figure.
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6.4 SUMMARY

The digital modulation techniques are meant for translating the digital imessage from baseband to passband. As
described in this chapter it is indeed posgible to do the same with help of techniques that arc based on analog
modulation techniques. Binary ASK stores digital message information in two amplitude levels. Binary FSK
stores the same in two frequency levels and binary PSK in two phase levels, The transmission rate possible
is one bit per symbol interval. Alternatively, in M-ary digital modulation techniques the transmission rale can
be increased signicantly. In case of M-ary schemes, the transmission rate will be » bits per symbol interval
where M =27, Except for PSK and QAM, all other digital modulation schemes can employ both coherent and
non-coherent approaches for detecting the message, PSK and QAM schemes can use only coherent detection
scheme.

Multiple-Choice Questions

Fach of the follmwing multiple-choice questions c. shifting frequency of digital message accord-
consists of an incomplete siatement foliowed by four ing to carrier
choices (a, b. ¢ and d). Circle the letter preceding the d. frequency modulation of digital carrier
line that correctly completes eaeh sentence. 5. Phase shift keying refers to
1. The basic mativation behind the development of a. keying in phase valucs to the carrier
digital modulation techniques is b. shifting phase ot digital message according to
a. to develop digital communication ficld carrier
b. to have methods for translating digital message . shifting phase of carrier between two levels
from baseband to passhand according to digital message
c. tohave digitized version of analog modulation d. phase modulation of digital carrier
schemes 6. The difference between binary and M-ary digital
d. to improve upon pulse modulation schemes modulation process is
2. Baseband transmission of digital message in- a. message will be binary in the former and will
valves have M lcvels in the latter
a. message in baseband and channel in pass- b. cheice of carrier is two in the former and M
band in the latter
b. both message and channel in passhand c. both message and carrier will be binary in both
¢. message may be in passband, but channel in the cases
baseband d, none of the above
d. both message and channel in baseband 7. M-ary amplitude shift keying refers to
3. Amplitude shift keying refers 1o 2. entering array of M amplitude values to the
a. keying in amplitude values to the carrier carnier
b. amnplitude modulation of digital carrier b, sbifting amplitude of carrier among M levels
c. shilting amplitude of digital message accord- according to digital message
ing to carrier ¢. shifting amplivude of digital message into M
d. shifting amplitude of carrier between two levels according to carrier
levels according to digital message d. M-level amplitnde modulation of digital car-
4, Frequency shift keying refers o rier
8. keving in frequency values to the carrier 8. M-ary frequency shift keying refers to
b. shifting frequency of carrier between lwo a. entering array of M frequency values to the

levels according to digital message carrier
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10.

b= I R B = I

e e e e
Lh e b B — O

b. shifting frequency of digital message into M 11, Non-coherent detection invelves

. shifting phase of digital message into M levels
according to carrier b,
d. shifting phase of carrier among M levels ac-
cording to digital message c.
Coherent detection involves

a. need of reference cartier in the receiver that is d

levels according to carrier a. detection of carrier and then demodulation of
c. shifting frequency of carrier among M levels message
according to digital message b. detection of more than two modulated signls
d. M-level frequency modulation of digital car- inn a non-coherent fashion
rier ¢. demodulated message is in not in sychronism
. M-ary phase shift keying refers to with transmitted message '
a. entering array of M phase values to the car- d. no need of reference carrier in the receiver
rier 12, Quadrature amplitude modulation involves
b. M-level phase modulation of digitsl carrier a. two message signals which are in phase

quadralure

two carrier signals which are in phase quadra-
lure

hoth message and carrier sipnals are in phase
quadrature

all of the above

in synchromism with carrier at the transmitter 13, M-arm quadrature amplitude modulation is a
b. simultaneous detection of modulated signalas M-ary version of ASK

500n as generated
¢. detection of more than two modulated signls

b. M-ary version of QAM

in coherent fashion c. M-ary version of PSK
d. demodulated message is in sychronism with  d. hybrid of QAM and M-ary of PSK

transmitted message

Review Questions

. Describe the generation of binary ASK signal.

. Describe the coherent detection of binary ASK signal,

. Describe the non-coherent detection of binary ASk signal,
. Describe the generation of binary FSK signal.

. Describe the coherent detection of binary FSK. signal.

. Describe the non-coherent detection of binary FSK signal.
. Describe the generation of binary PSK signal.

- Describe the coherent detection of binary PSK signal.

- Describe the gencration of M-ary PSK signat.

. Describe the coherent detection of M-ary PSK signal.

. Describe the generation of M-ary FSK signal.

. Drescribe the coherent detection of M-ary FSK signal.

. Explain the motivation for the development of digital modulation tecniques.
. What are the differences between analog and digital medulation technigues?
. What are the diflerences between pulse and digital modulation techniques?
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16. Describe the non-coherent detection of M-ary FSK signal.
17. Describe the generation of M-ary QAM.
1%. Describe the coherent detection of M-ary QAM.
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jowed by RF power amplifiers. [n both types of transmitters, the audio voliage is processed, or filtered. so as
to occupy the correct bandwidth (generally 10 kHz), and compressed somewhat to reduce the ratio of maxi-
mum to minimum amplitude. In both modulation systems, audio and power audio frequency (AF) amplifiers
are present, culminating in the modulator amplifier, which is the highest power audio amplifier. In fact, the
only difference is the point at which the modulation takes place. To exaggerate the difference, an amplifier
is shown here following the modulated RF amplifier, i.¢., class B. Remember that this would also have been
called low-level modulation if the modulated amplifier had been the final one, modulated at any electrode
other than the collector.

It follows that the higher the level of modulation, the larger the audio power required to produce modulation.
The higher-level system is definitely at a disadvantage in this regard. On the other hand, if any stage except
the output stage is modulated, each following stage must handle a sideband power as well as the carrier. All
these subsequent amplifiers must have sufficient bandwidth for the sideband frequencies. As scen in Fig. 7.2,
all these stages must be capable of handling amplitude variations caused by the modulation. Such stages must
be class A and consequently are less efficient than class C amplifiers.

Each of the systems is seen to have one great advantage; low modulating power requirements in one case,
and much morc efficient RF amplification with simpler circuit design in the other. [t has been found in practice
that a collector-modulated ¢lass C amplifier tends to have better efficiency, lower distortion and much better
power-handling capabilities than a basc-modulated amplifier, Because of these considerations, broadcast AM
transmitters today almast invariably use high-level modulation. Other methods may be used in low power
and miscellaneous applications, AM generators and test instruments. Broadcasting is the major application
of AM, with typical output powers ranging over several kilowatts.

7.2.2 55B Transmitters

A conventional 85B trangmitter shown in Fig. 7.3 will be very similar to that of an AM transmitter, except
for the replacement of an amplitude modulation block with 8B modulation block. The difficulty associated
with the 53B is due to the supression of a carrier component,

Antanna
RF Class A Class C SSE
crystal + RF buffar RF power " modul
oscllator amplifiar amplifiers rmodulator
AF AF Madulatar
A lrocessing| | A classB | | (AF class B
and i amp lifier power output
in | fitering P amplifiars amplifier)

Fig. 7.3 Block dingrant of an 358 fransmifter

The approach followed for demodulation at the receiver is to re-insert the carrier. As can be appreciated, this
requires excellent frequency stability on the part of both transmitter and receiver, because, any frequency shift,
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of another crystal oscillator, the frequency is then raised to the standard value of 3.1 MHz. Note the use of
balaneed mixers, to permit easier remaoval of unwanted frequencies by the output filter,

The signal now leaves the drive unit and enters the main ransinitter, Tts frequency is raised yet again,
through mixing with the output of another crystal oscillator, or frequency synthesizer. This is done because
the frequency range for such transmission line in the HF band is, from 3 to 30 MHz. The resuiting RF 1SB
signal is then amplified by linear amplifiers, as might be expected, until it reaches the ultimate leved, at which
point it is fed to a fairly directional antenna for lransmission. The typical power level at this point is generally
between 10 and 60 kW peak.

7.2.3 FM Transmitters

FM transmitters also work atong the same lines as that of AM transmitters described earlier. Frequency modula-
tion can be generated at any point including the radio frequency source. Accordingly, we can use cither direct
or indircct method for the generation of FM. Further, FM transtitters can also classified as low-level and
high-level transmitters, depending on where the FM modulation is performed. An Armgtrong FM transmitter
given in Fig. 7.6 15 the most frequenily used one,

NBEFM WBFM Antanna

Crystal Phase Freguency Fowar
oscillator medulator multiplier ampllfter

Audlc
source

Fig. 7.6  Block dingram of in FM transmitier

The crystal oscillator generates the stable carrer signal. The modulating signal and the carrier signal are
applied to the phase modulator operating in the low power leve! to generate a narrowband FM wave. The
narrowband FM wave is then passed through several stages of frequency multipliers to increase the frequency
deviation and also carrier signal frequency to the required level. The several stages of frequency multiplication
helps in choosing a suitable combination for achicving the required level of multiplication factors necded for
deviation and carrier signal frequency.

The output of the frequency multipliers stage will be a wideband FM, but at the low power level. The WBFM
is then passed through one or more stages of power amplifiers to add required power levels. The WBFM with
high power is then finally transmitted via the antenna towards the receiver,

7.3 RECEIVER TYPES

Of the various forms of receivers proposed at one time or another, only two have any real practical or com-
mercial significance—the tuned radio-frequency (TRF) receiver and the superheterodyne receiver. Only the
second of these is used to a larpe extent today, but it is convenient to explain the operation of the TRF receiver
first since it is the simpler of the twa. The best way of justifying the existence and overwhelming popularity
of the superheterodyne receiver is by showing the shortcomings of the TRF type.
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components of the other sideband. The RF is filtered to ground, and audio is supplied or fed to the audio stages
for amplification and then to the speakers, cte. The following example shows the tuning process:

1. Select an AM station, i.e., 640 kHe.

2. Tune the RF amplifier 1o the lower ¢nd of the AM band,

3. Tune the RF amplifier. This also tunes the local oscillator o a predetermined frequency of 1095 kHaz.
4

. Mix the 1095 kHz and 640 kHz. This produces the following signals at the output of the mixer circuit;
these signals are then fed to the IF amplifier:
a. 1.095-MHz local nseillator frequency
b. 640-kHz AM station carrier frequency
¢. 445-kHz difference frequency
d. 1.735-MHz sum frequency

Because of its narrow bandwidth, the IF amplifier rejects all other frequencies but 455 kHz, This rejection
process reduces the risk of interference from other stations. This selection process is the key to the super-
heterodyne™s exceptional performance, which is why it is widely accepted. The process of tuning the local
oscillator to a predetcrmined frequency for each station throughout the AM band is known as tracking and
will be discussed later.

A siinplified form of the superheterodyne receiver is also in existence, in which the mixer output is in fact
audio. Such a direct conversion receiver has been used by amateurs, with pood results.

The advantages of the supcrheterodyne receiver make it the most suitable type for the great majority of
radio receiver applications; AM, FM, communications, single-sideband, television and even radar receivers
all use it, with only slight modifications in principle. It may be considered as today’s standard form of radio
receiver, ang it will now be examined in some detail, section by section.

74 AM RECEIVERS

Since the type of receiver is much the same for the various forms of modulation, it has been found most con-
venient to explain the principles of a superheterodyne receiver in general while dealing with AM receivers in
particular. In this way, a basis is formed with the aid of & simple example of the use of the superheterodyne
principle, so thar more complex versions can be compared and contrasted with it afterwards; at the same time
the overall system will be discussed from a practical point of view.

7.4.1 RF Section and Characteristics

A radio receiver always has an RF section, which s a tunable eircuit connected to the antenna terminals. [t is
there to select the wanted frequency and reject some of the unwanted frequencies. However, such a recciver
need not have an RF amplifier following this tuned cireuit. If there is an amplificr its output is fed to the mixer
at whose input another tunable circoit is present. In many instances, however, the tuned circuit connected to
the antenna is the actual input circuit of the mixer, The receiver is then said to have no RF amplifier,
The advantages of having an RF amplifier are as follows (reasons 4 to 7 are either more specialized or

less important):

1. Greater gain, i.e., better sensitivity

2. Improved image-frequency rejection

3. Improved signal-to-noise ratio

4, Tmproved rejection of adjacent unwanted signals, i.c., better sefectivity

5

- Better coupling of the receiver 1o the antenna (important at VHF and above)












Radio Transmitters and Receivers 153

1+ QZPR (72)
where
_Ja L
= L S 7.3)

Q — loaded ¢ of tunad circuit

[f the receiver has an RF stage, then there are two tuned circuits, both tuned to /. The rejection of each will
be calculated by the same formula, and the total rejection will be the product of the two. Whatever applies to
gain caleulations applies also to those involving rejection.

Image refection depends on the front-end selectivity of the receiver and must be achieved before the IF
stage. Onee the spurious frequency enters the first [F amplifier, it becomes impossible 1o remove it from the
wanted signal. It can be seen that if £, /f, is large, as it is in the AM broadeast band, the use of an RF stage is
not essential for good image-trequency rejection. but it does become necessary above about 3 MHz.

Example 7.1

In u brondeast superheterodyne receiver having no RF amplifier, the loaded (Q of the antenna coupling circuit
(at the fupit to the mixer) is 100. If the intermediate frequency is 455 kHz, calculate (a) the image frequency
and its rejection ratio at 1000 kHz, and (b) the image frequency and its rejection rako at 25 MHz,

Solution

(a) /,= 1000 + 2X 455 = 1910 kHz

p=1210 1009\ g10_0.524=1.386
1000 1910

=1+ 1002 x 13862 =1+ 138.6? =138.6

This is 42 dB and is considered adequate for domestic receivers in the MF band.
(b) /,=25+2X0455=25.91 MHz

2591 15
== - = 1.0364 - 0.9640 = 0.0715
25 259 0364 - 0.96

=1 +1002x0.0715% =41+ 7.15? =7.22

It is obvious that this rejection will be insufficient for a practical receiver in the HF band.
Example 7.1 shows, as it was meant to, that although image rejection need not be 2 problem for an AM broad-
cast receiver without an RF stage, special precautions must be taken at HF. two possibilities can be explored
now, in Example 7.2,

Example 7.2

Tin order o make the image-frequency rejection of the receiver of Example 7.1 as good at 25 MHz as it was at
1000 kHz, calculate (a) the loaded Q which an RF amplifier for this receiver would hinve to have and (b} the
new intermediate frequency that would be needed (if there is to be no RF amplificr).
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Solutlon

(a) Since the mixer already has a rejection of 7.22, the image rejection of the RF stage will have to be

a=2388 0o i o7 x00115
7.22

19.22 -1
rl -
Q 0.0715
0= Ji67.6 =968
0.0715

A well-designed receiver would have the same ¢} for both tuned circuits. Here this works out to 164 each,
that being the geometric mean of 100 and 268.
{b) If the rejection is to be the same as initially, through a change in the intermediate frequency, it is apparent
that p» will have to be the same as in Example 7.1 a, sinee the (2 i% also the same. Thus

fi_ £ _ 361910 1000

LT T T 1000 1910
£ 1910
L8]
£+ 1060

420y g
25

25+2f/=1.91%25
. 1.91x25-25 091x25

; =11.4 MHz
2 2

Adjacent Channel Selectivity (Double Spotting) This is a well-known phenomenon, which manifests
itself by the picking up of the same shortwave station at two nearby points on the receiver dial. It is caused
by poor front-end selectivity, i.e., inadequate image-frequency rejection. That is to say, the front end of the
receiver does not select different adjacent signals very well, but the IF stage takes care of eliminating almost
alt of them. This being the case, it is obvious that the precise tuning of the local oscillator is what determines
which signal will be amplified by the TF stage. Within broad limits, the setting of the tuned circuit at the input
of'the mixer is far less important (it being assumed that there is no RF amplificr in a reeeiver which badly suf-
fers from double spotting). Consider such a receiver at HF, having an IF of 455 kHz. If there is a strong station
at 14.7 MHz, the receiver will naturally pick it up. When it does, the local oscillator frequency will be 15,155
MHz. The receiver will also pick up this strong station when it {the raceiver) is tuned to 13.790 MHz, When
the receiver is tuned to the second frequency, its local oscillator will be adjusted to 14.245 MHz. Since this is
exactly 455 kHz below the frequency of the strong station, the two signals will produce 455 kHz when they
are mixed, and the IF amplificr will not reject this signal. If there had been an RF amplifier, the 14.7.MHz
signal might have been rejected before reaching the mixer, but without an RF amgplifier this receiver cannot
adequately rejeet 14.7 MHz when it is tuned to 13.79 MHz.

Lack of selectivity is harmful because a weak station may be masked by the reception of a nearby strong
station at the spurious point on the dial. As a matter of interest, double spotting may be used to calculate the
intermediate frequency of an unknown receiver, since the spurious point on the dial is precisely 27, befow the
correct frequency. (As expecled, an improvement in image-frequency rejection will produce a corresponding
reduction in double spotting.)






156 Kennedy's Electronic Communication Systems

An FET is well suited for mixer duty, because of the square-law characteristic of its drain current. If 7', were
a dual-gate MOSFET, the RF input would be applied to one of the pates, rather than to the source as shown
here, with the local oscillator output going to the other gate, just as it goes to the single gate here, Note the
ganging together of the tuning capacitors across the mixer and oscillator coils, and that each in practice has a

tiimmer (C, ) across it for fine adjustment by the manufacturer. Note further that the output is taken through

a double-tuned transformer (the first IF transformer) in the drain of the mixer and fed to the IF amplifier. The
arrangement as shown is most commeon at higher frequencies, whereas in domestic reccivers a self-excited
mixer is more likely to be encountered.

Self-excited Mixer (The matenal in this scetion has been drawn from “Germanium and Silicon Transis-
tots and Diodes™ and is used with permission of Philips Industries Pvt. Ltd.) The circuit of Fig. 7.13 is best
considered at each frequency in turn, but the significance of the L, — £, arrangement must fisst be explained.
To begin, it is necessary that the tuned cireuit L, — €, be placed between collector and ground, but only for ac
purposes. The construction of a ganged capacitor (C,, is one of its sections) is such that in all the various sec-

tions the rotating plates are connected to one another by the rotor shaft. The rotor of the zang is grounded.

Antenna coil _| +H'IF1
I/

If
Ly out

T
LY

Ls 2 Gacillator col
. | Ce

Fig. 7.13  Self-cxcited bipolar transistor mixer

One end of C,; must go to ground, and yet there has to be a continucns path for direct eurrent from HT to col-
lector. One of the solutions to this problem would be the use of an RF choke instead of L, and the connection
of a coupling capaeitor from the bottom of L, to the top of L,. The arrangement as shown 1s cqually effective
and happens to be simpler and cheaper. It is merely inductive coupling instead of a coupling capacitor, and
an exira transformer winding ingtead of an RF choke.

Now, at the signal frequency, the collector and emitter tuned circuits may be considercd as being effec-
tively short-circuited so that (at the RF) we have an amplifier with an input tuned circuit and an output that is
indeterminate. At the IF, on the other hand, the base and emitter circuits are-the ones which may be considered

short-cireuited. Thus, at the 1F, we have an amplifier whose input comes from an indeterminate source, and
whose output is tuncd to the IF, Both these “amplifiers” are common-emitter amptifiers,
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At the local oscillator frequency, the RF and IF taned circuits may
baoth be considerad as though they were short-circnited, so that the
equivalent circuit of Fig. 7.14 results (at f, only). This isseentobea M
mned-collecior Armzirong cscillator of the common-base variety. '__I_
We have considered each function of the mixer individually, but Co
the circuit performs them all simultaneously of course. Thus, the
circuit oscillates, the transconductance of the transistor is varied
in a nonlingar manner at the local oscillator rate and this vanable —_—
g,, is used by the transistor to amplify the incoming RF signal.
Heterodyning occurs, with the resulting production of the required Fig. 7.14  Mixer equivalent at f,
intermediate frequency.

Superheterodyne Tracking As previously mentioned, the AM receiver is composed of a group of RF
circuits whose main function is to amplify a particular frequency (as presclected by the tuning dial} and to
minimize interference from all others,

The superheterodyne reeeiver was developed to aecomplish this ag an improvement over zsome of the earlier
atiempts. This type of receiver incorporated some extra circuitry to ensure maximum signal reception (see Fig.
7.15). Referring to the simplified block diagram in Fig. 7.15, we can follow the signal process step by step.

The signal is received by the first-stage RF amplifier (which is a wideband class A amplifier) whose resonant
frequency response curve can be tuned from 540 kHz to 1650 kHz (the standard broadeast band), The modulated
signal is amplified and fed to the mixer stage (a class C circuit capable of producing the sum, difference, and
original frequencics), which is receiving signals from two sources (the RF amplifier and the local oscillator).
The unmaodulated signal from the local oscillator is fed to the mixer simultaneously with the modulated signal
from the RI* amplifier (these two circults are mechanically linked, as will be explained later in this section).
The local oscillator (LO) is 2 tunable circuit with a tuning range that extends from 995 kHz to 2105 kHz.

Y SEC
Stsge ke g F Detector AF
lifigr Mixer 456 ki |amplifer M_?Qamplifer{@
T

+3kHz

Machanlgal™ jzﬂ——
lirk . e
oscillator

Fig. 715 Superheterodyne recefver

L)

The output from the mixer circuit is connected to the intermediate-frequency amplifier (IF amp), which
amplifies a narrow band of select frequencies (455 kHz + 3 kHz). In some receivers this class A circuit acts
not only as an amplifier but also as a filter for unwanted frequencies which would interfere with the selected
one. This new IF frequency contains the same modulated information as that transmitted from the souree but
at a frequency rapge lower than the standard broadeast band. This conversion process helps reduce unwanted
interference from outside sources. The signal is rectified and filtered to eliminate one sideband and the carrier
{conversion from RF to AF) and is finally amplified for listening.
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desipn of the receiver and are often as shown in Fig. 7.16, just above the bottom end of the band (600 kHz),
somewhat below the top end (1500 kHz). and at the geometric mean of the two (350 kHz).

1t s entirely possible to kecp maximum tracking crror below 3 kHz, A value as low as that 15 generally
considered quite acceptable. Since the padder has a fixed value, it provides correct three-point tracking only
if the adjustable local oscillator coil has been preadjusted, ic., aligned, to the comrect value. If this has not
teen done, then incorrect three-point tracking will result, or the center point may disappear completely, as
shown in Fig. 7.16.

Local Oscillator In receivers operating up to the limit of shortwave broadeasting, that iz 36 MHz, the
most comman types of local oscillators are the Armstrong and the Hartley, the Colpitts, Clapp, or ultra-audi-
on vscillators are used at the top of this range and above, with the Hartley also having some use if frequencies
do not exceed about 120 MHz. Note that all these oscillators arc LC and that each employs only one tuncd
citcuit to determine its frequency. Where the frequency stability of the local oscillator must be particularly
high, AFC a frequency synthesizer may be used. Ordinary local oscillator cireuits are shewn in Figs. 7.12
and 7.13.

The frequency range of a broadeast receiver local oscillator is calculated on the basis of a si gnal frequency
range frotn 540 to 1650 kHz, and an intermediate frequency which is gencrally 435 kHz. For the usual case of
local oscillator frequency above signal frequency, this range is 995 to 2105 kHe, giving a ratio of maxirmum
to minimurn frequencies of 2.2:1. [f the local oscillator had been designed to be below signal frequency, the
range would have been 85 to 1195 kHz, and the ratio would have been 14-1. The normal tunable capacttor has
a capacitance ratio of approximately 10:1, giving a frequency ratio of 3.2:1. Hence the 2.2:1 ratio requircd of
the local oscillator operating above signal frequency is well within range, whercas the other systemn has a fre-
quency range that cannot be covered in one sweep. This is the main reason why the local oscillator frequency
is always made higher than the signal frequency in receivers with variable-frequency oscillators.

Tt may be shown that tracking difficulties would disappear if the frequency ratio (instead of the frequency
difference) were made constant. Now, in the usual system, the ratio of local oscillator frequency to signal
frequency is 995/540 = 1.84 at the bottom of the broadcast band, and 2105/1650 = 1.28 at the top of the band.
In 2 local-oscillator-below-signal-frequency system, these ratios would be 6.35 and 1.38, respectively. This is
a much greater variation in frequency ratio and would result in far morc troublesome tracking problems.

7.4.3 Intermediate Frequencies and IF Amplifiers

Choice of Frequency The intermediate frequency (IF) of a recejving system is nsually a compromise,
since there are reasons why it should be neither low nor high, nor in & certain range between the two. The fol-
lowing are the major factors influencing the choice of the intermediate frequency in any particular system:

1. If the intermediate frequency is too high, poor selectivity and poor adjaecnt- channel rejection result un-
less sharp cutoff (e.g., crystal or mechanical) filters are used in the 1F stages.

2. A high value of intermediate frequency increases tracking difficulties.

3. As the intermediate frequency is lowered, image-frequency rejection becomes poorer. Liquations (7.1).
{7.2) and (7.3} showed that rejection is improved as the ratio of image frequency to signal frequency is
increased, and this requires a high IF. It is scen that image-frequency rejection becomes worse as signal
frequency is raiscd, as was shown by Examples 7.1 g and .

4. A very low intermediate frequency can make the selectivity too sharp, cutting off the sidebands. This
problem arises because the {2 must be low when the IF is low. unless erystal or mechanical filters are
used, and therefore the gain per stage is low. A designer is more likely to raise the (2 than to increase the
number of IF amplifiers.
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IF

Fig. 718 Simple divde detector. (g) Circuit diggrany; (b) bput and oudput voltuges

Although a double-tuned circuit, such as those shown in Figs. 7.18 and 7.19, rejects adjacent frequoncies
far better than a single-tuned circuit, bipolar transistor amplifiers, on the whole. use single-tuned circuits for
interstage coupling. The reason is that greater gain is achieved m this way beeause of the need for tapping
coils in tuned circuits. This tapping may be required to obtain maximum power transfer and a reduction of
tuned cireuit loading by the transistor. Since transistor impedances may be low, tapping is employed, together
with somewhat lower inductances than would have been used with ube circuits. 1fa double-tuned transformer
were used, both sides of it might have to be tapped, rather than just one side as with a single-tuncd transformer,
Thus a reduction in gain would result. Note also that neutralization may have to be used (capacitors C, in Fig.
7.17) in the transistor [F amplifier, depending on the frequency and the type of transistor employed.

When double tuning is used, the coefficient of coupling varies from 0.8 times critical to critical, overcou-
pling is not normally used withour a special reason. Finally, the IF transtormers are often all made identical
%0 as to be interehangeable.

7.44 Detection and Automatic Gain Control (AGC)

Operation of Diode Detector  The diode is by far the most common device used for AM demodulation
{or detection), and its operation will now be considered in detail. On the circuit of Fig. 7.18a, C is a small
capagitance and R is a large resistance. The parallel combination of R and C is the load resistance across
which the rectified output voltage V_is developed. At each positive peak of the RF cycle, ¢ chargesup to a
potential almost equal to the peak signal voltage ¥, The difference is due to the diode drop since the forward
resistance of the diode 15 small {(but not zero), Belween peaks a little of the charge in C decays through R,
to be replenished at the next positive peak. The result is the voltage V , which reproduces the modulating
voltage accurately, exeept for the small amount of RF ripple. Note that the time constant of RC combination
must be slow cnough to keep the RF ripple as small as possible, but sufficiently fast for the detector circuit to
follow the fastest modulation variations,

This simple diode detector has the disadvantages that V , in addition to being proportional to the modulating
voltage, also has a de component, which represents the average envelope amplitude (i.e., carrier sirength), and
asmall RF ripple. The unwanted components are removed in a practical detector, leaving only the intelligence
and some second harmonic of the modulating signal.

Practical Diode Detector A number of additions have been made to the simple detector, and its practical
version is shown in Fig. 7.19. The circuit operates in the following manner, The diode has been reversed, so
that now the negative envelope is demodulated. This has no effect on detection, but it does ensure that # nega-
tive AGC voltage will be available, as wili be shown. The resistor R of the basic circuit has been split into two
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parts (R and R,) to ensure that there is a series de path to ground for the diode. but at the same time a low-pass
filter has been added, in the form of R, — €. This has the function of removing any RF ripple that might still
be present. Capacitor C, is a coupling capacitor, whose main function is to prevent the diede de output from
reaching the volume control R, Although it is not necessary 1o have the volume control immediately after the
detector, that is a convenient place for it. The combination R, - C, is a low-pass filter designed to remove AF
componcnts, providing a dc voltage whose amplitude is proportional to the carrier strength, and which may
be used for automatic gain contral.

IFin

(__.

AGC qut

T

L
[

AF out

Fig. 7.1%9 Practical diode detector

It can be seen from Fig, 7.19 that the dc diode load is equal to B, + R,, whercas the audio load impedance
Z_is equal to &, in series with thc parallel combipation of &, £, and R,, assuming that the capacitors have
reactances which may be ignoved. This will be true at medium frequencies, but at high and low audio frequencies
Z_may have a reactive component, causing a phase shift and distortion as well as an uneven frequency
response.

Principles of Simple Automatic Gain Control  Simple AGC
i a system by means of which the overall gain of a radio receiver
is varied automatically with the changing strength of the received
signal, to keep the output substantially consiant. A de bias voli-
age, derived from the deiector as shown and explained in connec-
tion with Fig. 7.19, is applied to 2 selected number of the RF, IF
and mixer stages. The devices used in those stages are ones whose
transconductance and hence gain depends on the applied bias voli-
age or current. It may be noted in passing that, for correct AGC
operation, this relationship between applied bias and transconduc-
tance need not be strictly linear, as long as transconductance drops
significantly with increased bias. The overall result on the recciver
output is seen in Fig. 7.20,

All modem receivers are firnished with AGC, which enables tuning to stations of varying signal strengths
without appreciable change in the volume of the cutput signal, Thus AGC “irons out™ input signal amplitude
variationg, and the gain control does not have to be readjusted every time the receiver is tuned from one station

No AGC

Simple AGC

Receiver output voltage

Incoming signal strength

Fig. 7.20  Simple AGC characteristics
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to another, except when the change in signal strengths 15 enormous. In addition, AGC helps te smooth oul the
rapid fading which may occur with long-distance shortwave reception and prevents overloading of the last IF
amplifier which might otherwise have occurred.

Distortion in Diode Detectors  Two types of distortion may arise in diode detectors. One is caused by the
ac and dc diode load impedances being unequal, and the other by the fact that the ac load impedance acqmres
a reactive component at the highest audio frequencies.

Just as modulation index of the modulated wave was defined as the ratio VIV so the modulation index in
the demodulated wave is defined as

!
my = (7.5)

The two currents are shown in Fig. 7.21, and it is to be noted that the definition is in terms of currents
because the diede is a current-operated device, Beaning in mind that all these are peak {rather than rms)
values, we see that

K, _F
1 =—" and 1(.—}%& (7.6}

m
m L3

where Z = audio diode load impedance, as described previously, and is assumed to be resistive
R_ = dc diode load resistance

The audio load resistance is smaller than the de resistance. Hence it follows that the AF current /_ will be
larger, in proportion to the de current, than it would have been if both load resistances had been exactly the
same, This is another way of saying that the modulation index in the demodulated wave is higher than it was
in the modulated wave applivd to the detector. This, in turn, suggests that it is possible for over-modulation to
exist in the output of the detector, despile a modulation index of the applied voltage of less than 100 percent.
The resulting diode output current, when the input modulation index is too high for a given detector, is shown

in Fig. 7.21b.
f, L

! ¥ L |

{a} Small transmitted modulation (b} Largs transmitted modulation
Index; ne clipping. Inclex; negative-peak clipping.

Fig. 7.21 Detector diode currents

It exhibits negative peak clipping. The maximum value ol applied modulation index which a diode detector
will handle without negative peak clipping is calculated as follows:
The modulation index in the demodulated wave will be

Iy _VolZw_ R
1. " V.JR %

) —H

g = (7.7)
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Since the maximum tolerable modulation index in the diode output is unity, the maximum permissible
transmitted modulation index will be

— n
e = M ay R
g

A
R,

™

. i}
R, (7.8)

Example 7.3

Let the various resistances in Fig. 7.19 be R, =110 kW, R, = 220 kW, R, =470 kW and R, is 1 M{}. What is
the maxinuem modulation index which may be applied to this diode detector without causing negative peak
clipping?

Soltion
We have
R.=R+ R,=110+220=330k
Z, = R R Ry + R
Ry Ry+ RyRy+ Ry R,
= 220 4701000 +110=130+110
220 % 470+ 1000+ 1000 % 220
=240k
Then
Z 240

Wy, = 7!% “330° 0.73=73%
Because the modulation percentage in practice {in a breadcasting system at any rate) is very unlikely to
exceed 70 percent, this can be considered a well-designed detector. Since bipolar transistors may have a rather
low input impedance, which would be connected to the wiper of the volume control and would therefore load it
and reduce the diode audio lead impedance, the first audio amplifier could well be made a field-effect wansistor.
Aliernatively, a resistor may be placed between the moving contact of the volume control and the base of the
first transiztor, but this unfortunately reduces the voltage fed to this wansistor by as much as a factor of 5.

Diagonal clipping is the name given to the other form of trouble thal may arise with diode detectors. At the
higher modulating frequencies, Z_ may no longer be purely resistive; it can have a rcactive component due
to Cand C|. At high modulation depths current will be changing so quickly that the time constant of the load
may be too slow to follow the change. As a result, the current will decay exponentially, as shown in Fig.
7.22, instead of following the waveform. This is called diagonal clipping. It does not normally occur when
percentage modulation (at the highest modulation frequency) is below about 60 percent, so that it Is possible
1o design a diode detector that is free from this type of distortion. The student should be aware of its existence
as a limiting factor on the size of the RF flter capacitors.
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7.5 FM RECEIVERS

The FM reveiver is a superheterodyne receiver, and the block diagram of Fig, 7.23 shows just how similar it
is to an AM receiver. The basic differences are as follows:

1. Generally much higher operating frequencies in FM

2. Meed for limiting and de-emphasis in FM

3. Totaily diflerent methods of demodulation

4. Different methods of obtaining AGC

Y

RF
amplifier |
. IF . .
Mixer - Limiter |—|Discriminator
I amplifier

T |

Expone ' AGC
xponential Local De-emphasis
oscillator netwark

AF and pawer | [[
armpliflers

Fig, 7.22  Diggonal clipping Fig. 7.23  FM receiver block dingram

7.5.1 Common Circuits —Comparison with AM Receivers

A number of scetions of the FM receiver correspond exactly to those of other receivers already discussed.
The same critcria apply in the selection of the intermediate frequency, and IF amplificrs are basically similar,
A number of concepts have very similar meanings so that only the differences and speeial applications need
be pointed out.

RF Amplifiers  An RF amplifier is always used in an FM receiver. Its main purpose is to reduce the
noise figure, which could otherwise be a problem because of the large bandwidths needed for FM. It is also
raquired to match the input impedance of the receiver to that of the antenna, To mueet the second requirement,
grounded pate (or base) or cascode amplifiers are employed. Both types have the property of low input
impedance and matching the antenna, while neither requires neutralization, This is becausc the input
electrode is grounded on either type of amplifier, effectively isolating input from output. A typical FET
grounded-gate RF amplifier is shown in Fig. 7.24. It has all the good points mentioned and the added [catures
of low distortion and simple operation.

Oscillators and Mixers The oscillator circuit takes any of the usual forms, with the Colpitts and Clapp
predominant, being suited to VHF operation. Tracking is not normally much of a problem in FM broadcast
receivers, This is because the tuming frequency range is only 1,25:1, much less than in AM broadcasting,
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Fig.7.24 Grounded-gate FET RF amplificr

A very satisfactory arrangement for the front end of an FM receiver consists of FETs for the RF amplifier
and mixer, and & bipolar transistor oscillator. As implied by this statement, separately excited oscillators are
normaily used, with an arrangement as shown in Fig. 7.12.

Intermediate Frequency and IF Amplifiers  Again, the types and operation do not differ much from their
AM counterparts. It is worth noting, however, that the intermediate frequency and the bandwidth required
are far higher than in AM broadeast receivers. Typical figures for receivers operating in the 88- to 108-MHz
band are an IF of 10.7 MHz and a bandwidth of 200 kliz. As a consequence of the large bandwidth, gain per
stage may be low. Two IF amplifier stapes arc often provided, in which case the shrinkage of bandwidth as
stages are cascaded must be taken into account,

7.5.2 Amplitude Limiting

In order to make full use of the advantages offered by FM, a demaodulator must be preceded by an ampli-
tude limiter, on the grounds that any amplitude changes in the signal fed to the FM demodulator are spuri-
ous. They must therefore be removed if distortion is to be avoided. The point is significant, since most FM
demodulators react to amplitude changes as well as frequency changes. The limiter is a forn of clipping device,
a circuit whose output tends to remain constant despite changes in the input signal. Most [imiters behave in
this fashion, provided that the input voltage remains within a certain range. The common type of limiter uses
two separate clectrical effects to provide a relatively coustant output. There are leak-type bias and early (col-
lector) saturation.

Operation of the Amplitude Limiter Figure 7.25 shows a typical FET amplitude limiter, Examination of
the de conditions shows that the drain supply voltage has been dropped through resistor R - Also, the bias on
the gate is leak-type bias supplied by the parallel Rg ~{ combination. Finally, the FET is shown neutralized
by means of capacitar €, in consideration of the high Fﬁe:quency of operation.
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Fig. 7.25 Amplitude limiter
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Fig. 7.26 Amplitude limiter transfer characteristic

Leak-type bias provides limiting, as shown in Fig. 7.26. When input signal voltage rises, current flows in

the R — C_ias circuit, and a negative voltage is developed across the capacitor. It is secn that the bias on the
AL . . . .

FET s increased in proportion to the size of the input voltage. As a result, the gain of the amplifier is lowered,

and the ontput voltage tends to remain constant,

Although some limiting is achieved by this process, it is insufficient by itself, the action just described
would occur only with rather large input voltages. To overcome this, early saturation of the output current is
used, achieved by means of a low drain supply voltage. This is the reason for the drain dropping resistor of
Fig. 7.25. The supply voltage for a limiter is typically one-half of the normal de drain voltage. The resuit of
early saturation is to ensure limiting for conveniently low input voltages.

It is possible for the gate-drain section to become forward-biased under saturation conditions, causing a
short circuit between input and output. To avert this, a rosistance of a few hundred ohms is placed between
the drain and its tank. This is & of Fig. 7.25.

Figure 7.27 shows the response chatacteristic of the amplitude limiter. Tt indicates clearly that limiting
takes place only for a certain range of input voltages, outside which output varies with input. Referring simul-
taneously to Fig. 7.26, we see that as input increases from value 1 to value 2, output current also rises. Thus
no limiting has yet taken place. However, comparison of 2 and 3 shows that they both yield the same ourput
current and veoltage, Thus limiting has now begun. Value 2 is the point at which limiting starts and is called
the threshold of limiting. As input increases from 3 to 4, there is no rise in output; all that happens is that the
output current flows for a somewhat shorter portion of the input cycle. This, of course, suggests operation
like that of a class C amplifier. Thus the flywhee! gffect of the output tank circuit is used here also, to ensure
that the output voliage is sinusoidal, even though the output current flows in pulses. When the input voltage
increases sufficiently, 28 in value 5, the angle of output current flow is reduced 2o much that less power is fed
to the output tank. Therefore the output voltage is reduced. This happens here for all input voltages greater
than 4, and this value marks the upper end of the limiting range, as shown in Fig. 7.27.
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Fig. 7.27  Typical limiter response characteristic.

Performance of the Amplitude Limiter 1t has been shown that the range of input voltages over which
the amplitude limiter will operate satisfactorily is itself limited. The limits are the threshold point at gne end
and the reduced angle of output current flow at the other end. In a typical practical limiter, the input voliage
2 may correspond to 0.4 V, and 4 may correspond to 4 V. ‘The output will be about 5 V for both values and all
voltages in between (note that al] these voltages are peak-to-peak values), The practical lmiter will therefore
be fed a vollage which is normally in the middle of this range, that is. 2.2 v peak-to-penk or approximalcly
0.8 V rms. It will thus have a possible range of variation of 1.8 V (peak-to-peak) within which limiting will
take place. This means that any spurious ampliwde variations must be quite large compared to the signal to
escape being limited,

Further Limiting

It is quite possible for the amplitude limiter described to be inadequate to its task, because signal-strength
variations may easily take the average signal amplitude outside the Jimiting range. As a result, further limiting
is required in a practical FM receiver,

Double Limiter A double limiter consists of two amplitude limiters in cascade, an arrangement that in-
creascs the limiting range very satisfactorily. Numerical values given to illustrate limiter performance showed
an output voltage (all values peak-to-peak, as before) of 5 V for any input within the 0.4- to 4-V range, above
which output gradually decreases. It is quite possible that an output of 0.6 V is not reached until the input
to the first limiter is about 20 V. If the range of the second limiter is 0.6 to 6 V, it follows that all valtages
between 0.4 and 20 V fed to the double limiter will be limited. The use of the double limiter is seen to have
increased the limiting range quite considerably.

Automatic Gain Control (AGC)

A suitable altemnative to the second limiter is automatic gain control. This is to ensure that the signal fed to the
limiter is within its limiting range, regardless of the input signal strength, and also to prevent overloading of
the last IF amplifier, If the limiter usert has leak-type bias, then this bias voltage will vary in proportion Lo the
input voltage (as shown in Fig. 7.26) and may therefore be used for AGC. Sometimes a separate AGC detector
is used, which takes part of the output of the last IF amplifier and rectifics and filters it in the ususl manner,

7.5.3 Basic FM Demodulators

The function of a frequency-to-amplitude changer, or FM demodulator, is o change the frequency deviation of
the incoming carrier into an AF amplitude variation (identical to the one that originally caused the frequency
variation), This conversion should be done efficicntly and linearly. In addition, the detection circuit should (if"at
all possible} be insensitive to amplitude changes and should not be too eritical in its adjustment and operation,
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Generslly speaking, this type of circuit converts the frequency-modulated IF voltage of constant amplitude
into a voltage that is bath frequency- and amplitude-modulated. This latier voltage is then applied to a detec-
tor which reacts to the amplitude change but ignores the frequeney variations, Tt is now necessary to devise a
circuit which has an output whose amplitude depends on the frequency deviation of the input voltage.

Slope Detection  Consider a frequency-modulated signal fed to a tuned circuit whose resonant frequency
is to one side of the center (requency of the FM signal. The cutput of this tuned circuit will have an amplitude
thal depends on the frequency deviation of the input signal; that is illustrated in Fig. 7.28. As shown, the
circuit is detuned by an amount &, 1o bring the carrier cenler frequency to point A on the selectivily curve
{note that 4" would have done just as well). Frequency vartation produces an output voltage proportional to
the frequency doviation of the carrier.

Cutput
voltage
Amplitude
¢hange
Fraguency

*~ Fraquency
, deviation

Fig. 7.28  Slope detector characteristic curve. (K. R. Sturley, Frequency-Modulated Radio, 24 ed.,
George Newnes Ltd, London.)

This output, voltage is applied to a diode detector with an R load of suitable time constant. The eircuit is,
in fact, identical to that of an AM detector, except that the secondary winding of the IF transformer is off-tuned.
(In a desperate emergency, it is possible, after a fashion, to receive FM with an AM reeeiver, with the simple
expedient of giving the slug of the coil to which the detector iz connected two mirns clockwise. Remember to
reverse the procedure after the emergency is over!)

The slope detector does not really satisfy any of the conditions laid down in the introduction, Tt is inefficient,
and it is linear only along a very limited frequency range. 1t quite obviously reacts to all amplitude changes.
Moreover, it is relatively difficult to adjust, since the primary and secondary windings of the tranaformer must
be tuned to slightly differing frequencies. Its only virtue is that it simplifies the explanation of the operation
of the balanced slope detector.

Balanced Slope Defector The balanced slope detector is also known as the Travis detector (after its inven-
tor), the wiple-tuned discriminator (for obvious reasons), and as the amplitude discriminator (eroneously).
As shown in Fig. 7.29, the circuit nses two slope deteetors. They are connected back to back, to the opposite
ends of a center-tapped transformer, and hence fed 180° out of phase, The top sccondary circuit is tuned
above the [F by an amount which, in FM receivers with a deviation of 75 kHz, is 100 kHz. The botiom circuit
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is similarly tmed below the IF by the same amount, Each tuned circuit is conmected to a diode detector with
an RC load. The output is taken from across the series combination of the two loads, so that it is the sum of

the individual outpurs.
Ol
ur %
In o f,:
FLuN—

Fig, 7.29 Balanced slope detector.

Let f, be the IF to which the primary circuit is tuned, and let / + 87 and / — §fbe the resenant frequencies
of the upper secondary and lower secondary circuits 77 and 77 respectively. When the input frequency is
instantaneously equal to £, the voltage across T, that is, the input to diode 2, will have a valuc somewhat
less than the maximurm available, since £, is somewhat below the resonant frequency of 7. A similar condition
exists across 77 In fact, since £ is just as far from /, + 8/ as it is from /. §/'the voltages applied to the two
diodes will be identical, The dr output voltages will also be identical, and thus the detector output will be
zero, since the output of D, is positive and that of D, is negative.

Now consider the instantaneous frequency to be equal to /, + §/ Since 7" is tuned to this frequency, the

output of 22, will be guite large. On the other hand, the output of D, will be very small, since the frequency
[+ s quite a long way from /. — &/, Similarly, when the input frequency is instantancously equal to f, - &
£, the output of D, will be a large negative voltage, and that of D, a small positive voltage. Thus in the first
case the overall output will be positive and maximum, and in the second it will be negative and maximum.
When the instantaneous frequency is between these two exiremes, the output will have some intermediate
value. It wiil then be positive or negative, depending on which side of /, the input frequency happens to lis.
Finally, if the input frequency goes outside the range described, the output will fall because of the behavior
of the tuned circuit response. The required S-shaped frequency-modulation characteristic (as shown in
Fig. 7.30) is obtained.

vﬂ
+ /'\
Useful range -
£—~6F A
e I+8 1

@ |

-

Fig. 7.30 Balanced slope detector characteristic,
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Although this detector is considerably more efficient than the previous one, it is even irickier to align,
because there are now three different frequencies to which the various tuned circuits of the transformer must
be adjusted. Amplitude limiting is still not provided, and the linearity, although better than that of the single
slope detector, is still not good cnough,

Phase Discriminator This discriminator is also known as the center-tuned discriminator or the Foster-
Seeley discriminator, after its inventors. It is possible 10 obtain the same S-shaped response curve from a cirewit
in which the primary and the secondary windings are both tuned to the center frequency of the incoming signal.
This is desirable because it greatly simplifies alignment, and also because the process yields far better linearity
than slope detection. In this new circuit, as shown in Fig. 7.31, the same diode and load arrangement is used as in
the balanced slope detector because such an arrangement is eminently satisfactory. The method of ensuring that
the voltages fed to the diodes vary lineatly with the deviation of the input signal has been changed completely.
It is true to say that the Foster-Seeley discniminator is detived from the Travis detector.

1 o D,
i L: Gz Lo
Vig ﬂfq Lz gttt
l . a

W D,
2 | {5

Fig.7.31 Phase discriminntor,

A limited mathematical analysis will now be given, to show that the voltage applied to each diode is the
sum of the primary voltage and the corresponding half-secondary voltage. It will alse be shown that the
primary and secondary voltages are:

1. Exactly 90° out of phase when the input frequency is f,
2. Less than 90° out of phase when £, is higher than £
3. More than 90° out of phase when f is below /.

Thus, aithough the individual component voltages will be the same at the diode inputs at all frequencies,
the vector sums will differ with the phasc difference between primary and secondary windings. The result will
be that the individual output voltages will be equal only at £ At all other frequencies the output of one diode
will be greater than that of the other. Which diode has the larger output will depend entirely on whether /, is
above or below /. As for the output arrangements, it will be noted that they are the same as in the balanced
slope detector. Accordingly, the overall output will be positive
or negative according to the input frequency. As required, the

) Ay 1,
magnitude of the output will depend on the deviation of the ?——
input frequeney from /. Ve =fc, L s
The resistances forming the load are made much larger "]
Ca
T

than the capacitive reactances. It can be seen that the circuit
composed of C, L_and C, is effectively placed across the
primary winding. This is shown in Fig. 7.32. The voltage

across L, ¥, will then bet Fig. 732 Discriminator primary voltage.

P
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y__ Vali,
Ze+Ze, +Z;,
. : Jor Ly
JolL;— j(VoC+ 1/ aC,) (1.9)

L, is an RF choke and is purposely given a large reactance. Hence its reactance will greatly exceed those of
C and C,, especially since the first of these is a coupling capacitor and the second is an RF bypass capacitor.
Equation (7.9) will reduce to

Vo=V, (7.10)

The first part of the analysis has been achieved—proof that the valtage across the RF choke is equal to the
applied primary voltage.

The mutually coupled, double-tuned circuit has high primary and secondary £ and a low mutual induc-
tance. When evaluating the primary current, one may, therefore, neglect the impedance (coupled in from the
secondary) and the primary resistance. Then / is given simply by

— VIZ
I,= oL (7.11)

As we recall from basic transformer ¢ircuit theory, a voltage is induced in series in the secondary as a result
of the current in the primary, This voltage can be expressed as follows:

V.= joMl, (1.12)

where the sign depends on the direction of winding.
It is simpler here to take the connection giving negative mutua inductance, The secondary circuit is shown
in Fig. 7.33a, and we have

v M
V.=-jo M =— joM—E=—F
5 z P J ijI L| 12

The voltage across the sccondary winding, ¥, can now be calculated with the aid of Fig. 7.33b, which
shows the secondary redrawn for this purpose.

1

(7.13)

Fig. 7.33  Discriminator sccondary circwit and valtuges, (a) Primary-secondary relations;
{b) secondary redrawn
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The ratio detector is 8 good FM demeodulator, also widely used in practice, especially in TV receivers, for
the sound section, and sometimes also in narrowband FM radio reccivers. 1ts adventage over the discriminator
is that it provides both limiting and a voltage suitable for AGC, while the main advantage of the diserimina-
tor is that it is very linear. Thus, the discriminator is preferred in situations in which linearity is an important
characteristic (e.g.. high-quality FM receivers), whereas the ratio deteetor {s preferred in applications in which
linearity is not critical, but component and price savings are (e.g., in TV receivers),

it may be shown that, under critical noise conditions, even the discriminator is not the best FM dermodufa-
tor. Such conditions are encountered in satellite station receivers, where noise reduction may be achieved by
increasing signal strength, receiver sensitivity, or receiver antenna size. Since each of these ean be an expen-
sive solution, demodulator noise performance does become very significant. In these circumstances, so-called
threshold extension demodulators are preferred, such as the FM feedback demodulator or the phase-locked
loop demodidator.

7.5.6 Stereo FM Multiplex Reception

Assuming there have been no losses or distortion in transmission, the dernodulator output in a stereo FM mul-
tiplex receiver, tuned to a stereo transmission. Increasing in frequency, the signal components will therefore be
sum channe! (L + R), 19-kHz subcarrier, the lower and upper sidebands of the difference channel (L - R}, and
finally the optional SCA (subsidiary communication authorization—telernetry, facsimile, etc.) signal, frequeney-
modulating a 67.kHz subcarrier. Figure 7.37 shows how these signals are separated and reproduced.

As shown in this block diagram, the process of exiraeling the wanted information is quite straightforward.
A low-pass filter removes all frequencies in excess of 15 kHz and has the sum signal (L + R) at its output.
In a monaural receiver, this would be the only output processed further, through a de-emphasis network to
audio amplification. The center row of Fig. 7.37 shows a bandpass filter selecting the sidebands which cor-
respond to the difference signals (£ — R) and also rejecting the (optional) SCA frequencies above 59.5 kHz.
The sidebands are fed to a product detector or to a balanced modulator, which also receives the output of
the trequency doubler. The doubler converts the transmitted 19-kHz subcarrier, which was selected with a
narrowband filter, to the wanted 38-kHz carrier signal, which is then amplified. It will be recalled that the
subcarrier had been transmitted at a much reduced amplitude. The two inputs to the S5B demodulator result
in this circuit’s producing the wanted difference signal (L — R) when fed to the matrix along with (£ + R),

Left Channet
Low-paas L : Add/subtrastl — — —ewg
= filter (L+R) Audio —e] matrix Audio Out
{0-15 kHz)| 50 Hz-15 kHz2 . anc:‘ _ | Right Channel
p-emphasis Audio Ot
Bandpass .
In from FM| \widabend n filter (L—R) B3B8 {L-H) Audia
amplifier (23-53 kHz) | 23.53 kHZF demodulator 50 Hz-15 kHz
Demodutator and SCA trap
| 59.5-
\7a5xbz| SCA(FM) | | | sca | SCA
demodulator 38 kHz de-emphasis| Audie Out
Narrawhand | 19 kHz Frequency
e filtar + doublar
(19 kHz) Subcarrigr and
amplifier

Fig.7.37 Stereo FM multiplex demodulation with ophonal SCA aultput.
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produces the left channel from an adder and the right channcl from a subtractor. After de-emphasis, these arc
ready for further audio amplification. Finally the 8CA signal is selected, demodulated, also de-emphasized,
and produced as a separate audic output.

7.6 SINGLE- AND INDEPENDENT-SIDEBAND RECEIVERS

Single- and independent-sideband receivers are normally used for professional or commercial communications.
There are of course also a lot of amateur SSB receivers, but this section will concentrate on the professional
applications. Such receivers are almost invariably required to detect signals in difficult conditions and erowded
frequency bands. Conscquently, they are always multiple-conversion receivers. The special requirements of
S8B and 18B receivers are:

1. High reliability (and simple maintenance), since such receivers may be operated continuously
Excellent suppression of adjacent signals
. Ability to demodulate 558
Goed blocking performance
High sigmal-to-noise ratio
Ability to separate the independent channels (in the case of ISB receivers)
The specialized aspeets of 88B and ISB receivers will now be investigated.

e

7.6.1 Demodulation of 55B

Demodulation of SSB must obviously be different from ordinary AM deteetion. The basic SSB demodulation
device is the product detector, which is rather similar to an ordinary mixer. The balanced modulator is almost
always used in transceivers, in which it is important to utilize as many circuits as possible for dual purposes. Tt
ig also possible to demodutate SSB with the complete phase-shift network. The complete third-method system
can similarly be used for demodulation.

Praduct Demodulator The product demodulator (or detector), as shown in Fig. 7.38, is virtually a mixer
with audio output. It is popular for 888, but is equally capable of demodulating all other forms of AM.

o O+ Ve
A C.
AF
( Vv out
Re
o
Ny c
(o
SSBIn 3= éﬁ‘ﬂ +—[o 1, 1,
Crystal T T
o oscillator
F"Kg in
T I

Fig. 7.38 Product demodulator.
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I the circuit shown, the input SSB signal is fed to the base via a fixed-frequency IF transformer, and the signal
from a crystal oscillator is applied to the unbypassed emitter. The frequency of this oscillator is either equal
to the nominal carrier frequency or derived from the pilot frequency, as applicable.

If this is a fairly standard double-conversion receiver, like the one shown in Fig. 7.41, the IF fed to the
product detcetor will be 455 kHz. If the USB is being received, the signal will cover the frequency band
from 455.3 to 458.0 kHz, This signal is mixed with the output of the crystal oscillator, at 435 kHz. Several
frequencies will result in the output, including the difference frequencies. These range from 300 to 3000 Hz
and are the wanted audio frequencics. All other signals present at this point will be blocked by the low-pass
filter consisting of capacitors C_and resistor R in Fig. 7.38. The circuit has recovered the wanted intelligence
from the input signal and is therefore a suitable 88B demodulator.

If the lower sideband is being received, the missing cartier frequency is at 458 kHz, and the sideband
stretehes from 457.7 to 455 kHz. A new crystal must be switched in for the oscillator, but apart from that, the
operation is identical.

Detection with the Diode Balanced Modulator In a portable 85B transmitter- receiver, it is natarally
desirable to employ as small a number of circuits as possible to save weight and power consumption, [f a
particular circuit is capable of performing cither function, it is always so used, with the aid of appropriate
switching when changing from transmission to reception, Since the diode balanced madulator can demeodt-
late SSB. it is used for that purpuse in transceivers, in preference to the product deinodulator, A cireuit of the
balanced modulator is shown in Fig. 7.39 but the emphasis here is on demodulation.

2 . 3
:F gé " 5% s S;B
out “ il _L - i
— —0O
27 3’
Crystsl
ascillator
in
o

Fig. 7.39 Balanced modulator used for demodulation of 558.

As in cartier suppression, the output of the local erystal oscillator, having the same frequency as in the
product detector (200 or 203 kiz, depending on the sideband being demodulated). is fed to the terminals 1-1°.
Where the carrier-suppressed signal was taken from the modulator at terminals 3-3', the S8B signal is now
fed in. The balanced modulator now operates as a nonlinear resistance and, as in the product detector, sum and
difference frequencies appear at the primary winding of the AF transforimer, This transformer will not pass
radio frequencies and therefore acts as 1 low-pass filter, delivering only the audio frequencics to the terminals
2.2’ which have now become the output terminals of the demodulator. It is seen that this circuit recovers the
information from the SSB signal, as required, and works very similarly to the product demodulator.

7.6.2 Receiver Types

We shall describe a pilot-carrier receiver and a suppressed-carrier receiver; the suppressed carrier receiver incor-
porates a frequency synthesizer for extra stability and also is used to show how 1SB may be demodulated.

Pilot-carrier Receiver As shown in Fig. 7.40, in block form, a pilot-carrier recciver is a fairly straight-
forward communications receiver with trimmings, It uses double conversion, and AFC based on the pilot
carrier. AFC is needed to ensure good frequency stability, which must be at least [ part of 107 {long-term) for
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1792, which is typical of high-quality professional receivers, a variety of funing methods are available, such
as push-button selection, or even automatic selection of a series of wanted preset channels stored in the
microprocessor memory. However, an important method is the orthodox continuous tuning method, which
utilizes a tuning knob. Since receivers of this type are capable of remote tuning, the knob acmally adjusts the
voltage applied to a varactor diode across the VFQ in an indirect frequency synthesizer. There is a limit to the
tuning range. |1Fthe first IF iz high, the resulting range {70.455 MHz + 40555 MHz = 1.74:1) can be covered
in a single sweep, with a much lower first [F it cannot be tuned so easily.

TU kHz - 30 MHz

. #0455 MH2 455 kHz UsSB
Protection 30 MHz SR
cireuits and Towi-paas Flrat bandpaes Sacond| [ bandpess | | Produst @

. mixer filtar and IF mlxer lilter and IF tntestar
I
AF amplilier filter ampillier ampiifier ou
ToIF
g - d;fgm el | Addae  |—t
amplifiers
¥
Frequency 455 kHx
40. - 704658 MH: /
0.555 68 syntheslzar

455 kHz L58

LsB
bandpess Product
filter and IF datector aut
amplifiar

Fig. 7.41 [SB recciver with frequency synthesizer, (This is a simplified block diagram of the RA 1792 receiver in the
ISR mode, adapted by permission of Reeal Electronics Pty Lid )

It will be seen that this is, nonetheless, a double-conversion superheterodyne receiver, up 1o the low-
frequency IF stages, After this the main differences are due to the presence of the two independent sidebands,
which are scparated at this point with mechanical filters. I just a single upper and a single lower sideband are
transmitted, the USB filter will have a bandpass of 435.25 to 438 kHz, and the LSB filter 452 to 434.75 kHz.
Since the carrier is not transmitted, it is necessary to obtain AGC by rectifying part of the combined andio
signal. From this a de voltage proportional to the average audio level is obtained. This requires an AGC circuit
time constant of sufficient length to ensure that AGC is not proportional to the instantaneous audic voltage.
Because of the presence of the frequency synthesizer, the frequency stability of such a receiver can be very
high. For example, one of the frequency standard options of the RA 1792 will give a long-term frequency
stability of 3 parts in 10° per day.

7.7 SUMMARY

This chapter presented material related to radio transmitter and receivers. First, it briefly discussed
about most frequently used AM, FM, and SSB transmitters. The radio receivers, namely, TRR and superhet-
erodyne were presented next. This was followed by a detailed treatment of AM, FM and $3B reccivers.
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Multiple-Choice Questions

Each of the following multiple-choice questions
consists of an incomplete statement followed by four
choices (a, b, ¢, and d). Circle the letter preceding the
line that corvectly completes each sentence.

1.

Radio ransmitters and receivers are named so

hecause they operate in

a. radio frequency range

b. frequency range includes MF, HF, VHF and
UTIF

¢. use atmosphere as channe)
d. all ul the above

- Important blocks of a radio transmitter wihout

which correct transmission is not possible in-
clode

a. oscillator, modulator and powcr amplifier

b. modulator and power amplifier

¢. modulator and antenna

. Important blocks of a radio receiver without which

cOmect reception is not possible include

4. RF tuner, mixer and demedulator

b. RF tuner, mixer, oscillator and demodulator
¢. RF tuner and demodulator

d. mixcr and demodulater

. High-level modulation refers to the modulation

process in which

a. rmodulation is performed in the last stage of
the transmitter

k. modulation is performed in any stage earlier
than the last stage of the transmitter

¢ modulation index is very high

d. modulation is done at the oseillator itself

. Low-level modulation refers to the moedulation

process in which

a. modulation is performed in the last stage of
the transmilter

b. modulation is performed in any stage earlier
than the last stage of the transmitter

¢. modulation index is very low

d. modulation is donc at the oscillator itself

. The difference berween AM and 558 transmitlers

will occur
3. only in the power amplifier block

b. both in the power amplifier and modulater
blocks

¢. only in modulator block

d. all blocks

7. In =z pilot carrier system

a. the orginal carrier is sent along with the side-
band

b. the other sideband carries pilot information

¢. significantly attenuated version of carrier is
sent along with the sideband

d. other message termed as pilot is sent along
with zideband

. In ISB transmitter

a. USB and LSB are transmitted independently,
but carry the same inforration

b. USB and L5B are transmitted independently,
but carry different inforration

c. transmission of USB and LSB are interdepen-
dent, but carry the same information

d. transmission of USB and LB are interdepen-
dent, but carry different information

. An FM transmitter can have

a. high-level and low-leve] modulation

b. dircet and indirect FM generation

¢. NBFM followed by WBFM and power ampli-
fication

d. all of the above

. Indicate which of the following statements about

the advantages of the phase discriminator over the
slope detector is fufse:

a. Much casier alignment

b. Better linearity

c. Cereater limiting

d. Fewer tuned circuits

. Bhow which of the following statements abaut

the amplitude limiter is unirue:

a. The circuit is always biased in class C, by
virtue of the leak-type bias.

b. When the input increases past the threshold of
limiting, the gain deereascs to keep the output
constant.



¢. The output must be funed.
d. Leak-lype bias must be used.

12, In a radio receiver with simple AGC

a. an Increase in signal strength produces more
AGC

b. the audio stage gain 15 normally controlled by
the AGC

c. the fagter the AGC time conatant, the more
accurate the gutpui

d. the highest AGC voltage is produced between
stations

13, In a broadcast superheterodyne receiver, the

a. local oscillator operates below the signal
frequency

b. mixer input must be tuned to the signal
frequency

¢. local pscillator frequency is normally double
the IF

d. RF amplifier normally works at 455 kHz above
the carrier frequency

4. To prevent overloading of the Jast 1F amplifier in

a receiver, one should usc
a. squelch

b. variable sensitivity

¢. variable selectivity

d. double conversion

15. A superheterodyne receiver with an IF of 430

kHz is tuned to a signal at 1200 klz. The image
frequency is

a. 750 kHz

b. 200 kHz

¢ 1650 kHz

d. 2100 kHzx

16. Tn a raticy detector

da. the linearity is worse than in & phase discrimi-
nator

b. stabilization against signal strength variations
is pravided

c. the output is twice that obtainable from a
similar phase discriminator

d. the circuit is the same as in a discriminator,
except that the diodes are reversed

17.

18

20.

21.

22.
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Indicate which of the lollowing circuits could nar
demodulate S5B:

a, Balanced modulator

b. Product detector

c. BFO

d. Phase di. zriminator

If an FET is used as the first AF amplifier in a

transistor receiver, this will have the effect of

a. improving the effectiveness of the AGC

b. reducing the effect of negative-peak clipping

c. reducing the effect of noise at low modulation
depths

d. improving the selectivity of the receiver

. Indicate the false statement. The superheterodyne

receiver replaced the TRF receiver because the

latter suffered from

a. gain varation over the frequency coverage
Tange

b. insufficient gain and sensitivity

c. inadequate selectivity at high frequencies

d. instability

The image frequency of a superhcierodyne

receiver

a. is created within the recetver itself

b. is due to insufficient adjacent channel rejec-
tion

c. is not rgjected by the IF tuned circuits

d. is independent of the frequency to which the
receiver is uned

One of the main functions of the RF amplifier in
a superhcterodyne receiver is to

a, provide improved tracking

b. permit betier adjacent-channel rejection

¢. increase the tuning range of the recciver

d. improve the rejection of the image frequency

Acreceiver has poor IF selectivity, 1t will therefore
also have poor

a. blocking

b. double-spotting

c. diversity reception

d. sensitivity
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23, Three-point tracking is achieved with
a. variable selectivity
b. the padder capacitor
¢. double spotting
d. double conversion

24. The local oscillator of a broadeast recejver is
tuned to a frequency higher than the incoming

frequency
a. to help the image frequency rejection
b. to permit easier racking

¢. because otherwise an intermediate frequency

could not be praduced

d. ioallow adequate frequency eoverage without

switching

25, Ifthe imermediale frequency is very high (indicate

Jalse staternent)
8. image frequency rejection is very good

b, the local oscillator need not be extremely

stable
¢. the selectivity will be poor
d. tracking will be improved

26. A low ratio of the ac 1o the de load impedance of

& diode detector results in
. diagonal clipping

. poor AGC operation
negative-peak clipping

28.

29.

30.

. One of the following cannot be used to demadu-

late S5B:

a. Product detector

b, Diode balanced modulator

. Bipolar transistor balanced modulator
d. Complete phase-ghift generator

Indieate the folse statement. Noting that no carmer

is trangrnitted with J3E, we sec that

a. the receiver cannot use a phase comparator for
AFC

b. adjacent-channel rejection is more difficult

c. production of AGC is a rather complicated
process

d. the transmission is not compatible with A3E

When a receiver has a good blocking performance,

this means that

a, it does not suffer from double-spotting

b. its image frequency rejection is poor

c. it is unaffected by AGC derived from nearby
ransmissions

d. its deteetor suffers from burout

An AM receiver uscs a diede detector for dermnodu-
lation. This enables it satisfactorily to receive

u, single-sideband, suppressed-carrier

b. single-sideband, reduced-carrier

c. [SB

d. single-sideband, full-carrier

o oom

. poor AF response

Review Problems

. When a superheterodyne receiver is tuned to 555 kHaz, its Jocal oseillator provides the mixer with an input

at 1010 kHz. What is the image frequency? The antenna of this receiver is connected to the mixer via a
tuned circuit whose loaded (0 is 40, What will be the rejection ratio for the calculated image frequency?

. Caiculate the image rejection of a receiver having an RF amplifier and an [F of 450 kHz, if the Qs of the

relevant coils are 65, at an incoming frequency of (a) 1200 kHz; (b) 20 MHz.

. A superheterodyne receiver having an RF amplifier and an IF of 450 kHz is tuned to 15 MHz. Caleulate

the Os of the RF and mixer input tuned circuits, both being the same, if the receiver’s image rejection is
to be 120.

. Calenlate the image-frequency rejection of 2 double-conversion receiver which has a first [F of 2 MHz

and a second IF of 200 kHz, an RF amplifier whose tuned circuit has 3  of 75 (the same as that of the
mixer) and which is tuned to a 30-MUHz signal. The answer is to be given in decibels,
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10.
. Explain how the use of an RF amplifier improves the signal-to-noise ratio of a superheterodyne receiver.
12.
13.

16.

18.
15.
20,

21.
22,

23,
24,
25.

26.
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Review Questions

Describe the radio communication system briefly with the necessary block diagram.
Explain the operation of an AM transmitter with the necessary block diagram.

. Mention the difference between AM and 838 wansmitters.

Explain the operation of a pilot carrier system with the necessary block diagram.

Explain the operation of an I18B system with the necessary block diagram.

Explain the operation of an FM transmitter with the necessary block diagram.

With the aid of the block diagram of a simple receiver, explain the basie superheterodyne principle.
Bricfly explain the function of each of the blocks in the superheterodyne receiver,

What are the advantages that the superheterodyne receiver has over the TRF receiver? Arc there any
disadvantages?

Explain how the constant intermediate frequency is achieved in the superheterodyne recciver.

Define the terms sensitivity, selectivity and fmage freguency.

Of all the frequencies that must be rejected by a superheterodyne receiver, why is the image frequency
so0 important? What is the image frequency, and how docs it arise? If the image-frequency rejection of a
receiver is insufficient, what steps could be taken to improve it?

. Explain what double spoiting is and how it arises. What is its nuisance value?
15.

Describe the general process of frequency changing in a superheterodyne receiver. What are some of the
devices that can be used as frequency changes? Why must some of them be separately excited?

Using circuit diagrams, explain the operation of the self-excited transistor mixer by the three-frequency
approach.

. What is three-poimt tracking? How do trucking errors arise in the first place? What is the name given to

the element that helps to achieve three-point tracking? Where is it placed?
What are the functions fulfilled by the intermediate-frequency amplificr in a radio recciver?
List and discuss the factors influencing the choice of the intermediate frequency for a radio receiver,

With the aid of a circuit diagram, explain the operation of a practical diode detector cireuit, indicating
what changes have been made from the basic circuit, How is AGC obtained from this detector?

What is simple sutomatic gain control? What are its functions?

Sketch a practical diode detector with typical component values and caleulate the maximum modulation
index it will tolerate without causing negative peak clipping.

Describe the differences between FM and AM receivers, boaring in mind the different frequency ranges
and bandwidths over which they operale.

Draw the circuit of an FET amplitude limiter, and with the aid of the transfer characteristic explain the
operation of this circuit.

What can be done to improve the overall limiting performance of an FM receiver? Bxplain, describing
the need for, and operation of, the double limiter and also AGC in addition to a limiter.

Explain the operation of the balanced slope detector, using a circuit diagram and a response characteristic.
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Discuss, m particular, the method of combining the outputs of the individua! diodes. In what ways is this
circuit an improvement on the slope detector, and, in wrm, what are its disadvantages?

. Prove that the phase discriminator is an FM demodulator,
. With circuits, explain how, and lor what reason, the ratio detector is denved from the phase discriminator,

listing the properties and advantages of each cireuit.

. Explain how the ratio detector demodulates an FM signal, proving that the outpul voltage is proportional

to the difference berween the individual input voltages to the diodes.

Draw the practical circuit of a balanced ratio detector, snd show how 1t is derived from the basic circuil.
Explain the improvement effected by each of the changes

Using circuit diagrams, show how the Foster-Seeley discriminator is derived from the balanced slope
detector, and how, in turn, the ratio detector is derived from the disceiminator. [n each step stress the corn-
mon characteristics, and show what it is that makes each circuit different from the previous vne.

Compare and ¢ontrast the performance and applications of the various types of frequency demodulators.

Draw the block diagram of that portion of a stereo FM multiplex receiver which lies between the main
FM demedulator and the audic amplifiers. Explain the operation of the system, showing how each signal
is extracied and treated.

List the various methods and circuits that can be used to demodulate J3E transrmissions. Can demodulation
alzo be performed with an AM receiver that has a BFO? 1f so, how?

Use a circuit diagram to help in an explanation of how 2 balanced modulator is able to demodulate S5B
signals.

Explain the operation of an $8B receiver with the aid of a suitable block diagram. Stress, in particular,
the various uges to which the weak transmitted carrier is put.

Compare the method of obtaining AGC in a pilot-carrier receiver with that employed in a 558B receiver.
Redraw the block diagram of Fig. 7,40, if this receiver is now required for USB §8B reception,
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¥ Name the horizontal deflection waveform and explain its function.
¥ Describe the basic process lor transmitting color informatian,
¥ ldentify the cotnponent parts of a calor TV picture tube.

8.1 REQUIREMENTS AND STANDARDS

The main body ol this chapter deals with the Lransmission and reception of television signals. However, before
concentrating on Lhat, it is necessary to ook at what information roust be transmitted in a TV system and how
it ¢an be transmitted. The work involves an examination of the most important television standards and their
regsons for existence.

8.1.1 Introduction to Television
Television means seecing at a distance. To be suceessful, a television systern may be required to reproduce
faithfuily:
1. The shape of each object, or structural vontent
The relative brightness ol cach object, or tonal content
Motion, or kinematic content
Sound
Color, or chromatic content

P B e

. Perspective, or stereoscopic content
Il anly the structural content of each object in a scene were shown, we would have truly black-and-white
TV (without any shades of gray). Il tanal content were added, we would have black-and-white still pictures.
With items 3 and 4 we would have, respectively, “movies™ and “talkies.” The last two items are essential for
color TV.

The human eye contains many millions of photosensitive elements, in the shape of rods and cones, which
are connecled to the brain by some 800,000 nerve fibers (i.e., channels), A similar process by the camera tube
is used at the transmitfing station and the picture tube in the TV receiver. Some 150,000 effective elements
are displuyed in each scene. The use of that number of channels is out of the question. A single channel is
used insiead, cach element heing scanned in succession, to convey the total information in the scene. This
is done at such a high rate that the eye sees the whole scene. without being aware of the scanning motion, A
single static picture results,

The problem of showing motion was solved long ago in the motion picture industry. A succession of pictures
is shown, each with the scene slightly altered from the previous one. The eye is fooled into sccing continuous
motion through the property known as the persistence of vision. There are 30 pictures (or “frames,” as they
arg called) per second in the U5, television system. The number of frames is related to the 60-Hz frequency
of the ac voltage wystem and is above the minimum required {(about 18 frames per second) to make the eye
believe that it sees continuous motion. Commercial films are run at 24 frames per second; while the percep-
tion of smooth motion still results, the flicker due to the light cutofl between frames would be obvious and
distracting, [n motion pictures, this is circumvented by passing the shutter scross the lens a sceond time, while
the lrame is stili being sereened, so that a light cutoff occurs 48 times per second, This is too fast for the eye to
natice the Nicker. The same effect could be obtained by running film at 48 frames per second, but this would
result in all filmy being twice as long as they need be (to indicate smooth motion).

To explain how flicker is avoided in TV, it is first necessary 1o look at the scanning process in a little detail.
The moving electron beam is subjected to two molions simultancously. One is fast and horizontal, and the
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other is vertical and slow, being 2624 times slower than the horizontal motion. The beam gradually moves
across the sereen, from left to right, while it simultaneously descends almost imperceptibly. A complete frame
is covered by 525 horizontal lines, which are traced out 30 times per second. However, if each scene were
shown traced thus from top to bottom {and left to right), any given area of the picture tube would be seanned
once every one-thirieth of a second, too slowly to aveid flicker. Doubling the vertical speed, to show 60 frames
per second, would do the trick but would double the bandwidth,

The solution, as will be explained, consists in subdividing each frame inte two fields. One field covers
even-numbered lines, from lop Lo bottom, and the second field fills in the odd-numbered lines. This is known
as interlaced scanning, and all the world’s TV systems use it. We still have 30 frames per second, but any
given area of the display tube is now illuminated 60 times per second. and so flicker is too fast to be registered
by the eye.

The scene elements at the transmitting station are produced by a mosaic of photosensitive particles within
the camera tube, onto which the scene is focused by optical means, They are scanned by an clectronic beam,
whose intensity is modulated by the brightness of the scene, A varying voltage output is thus obtained, propor-
tional to the instantaneous brightness of each element in wrn. The varying voltage is amiplified, impressed as
modulation upon a VHF or UHF carrier, and radiated. At the receivet, after amplification and demodulation,
the received vollage is used to modulate the intensity of the beam of a Cathode Ray Tube {CRT). If this beam
is made to cover each element of the display screen area exactly in step with the scan of the transmitter, the
otiginal scene will then be synthesized at the receiver.

The need for the receiver picture tube to be exactly in step with that of the transmitter requires that
appropriate information be sent. This is synclirenizing, or sync information, which is transmitted in addition
to the picture information. The two sets of signals are interleaved in a kind of time-division multiplex, and
the picture carrier is amplitude-modulated by this total information, At the receiver, signals derived from the
transmitted sync control the vertical and horizontal scanning circuits, thus ensuring that the receiver picture
tube is in step with the transmitter camera tube.

Black-and-white television ean be transmitted in this manner, but color TV requires more information. As
well as indicating brightness or fuminance, as is done in hlack-and-white TV, color (or actually fue) must
also be shown, That is, for each picture element we must show not only how bright it i, but also what hue
this element should have, be it white, yetlow, red, black or any other, The hue is indicated by a chrominance,
or chroma, signal.

The colors actually indicated are red, green and blue, but all other colors can be synthesized from these
three. Separate signals for cach of the three colors are produced by the transmitter camera tube. In the receiver,
these signals are applied to the three guns of the piciure tube, ar kinescope. The screen consists of adjacent
green, blue and red dots, which luminesce in that color when the scanning beam falls on them. Needless to
say, the beamns themselves are not colored! They merely indicate to each colored dot on the screen how bright
it should be at any instant of titne, and the combination of brightnesses of these three colors reproduces the
actual hues we see, Because of the smallness of the color dots and our distance from the sereen, we gee color
combinations instead of the individual dots,

Color TV will be discussed in more detail later in this chapter, but it is worth mentioning at this stage
that Frequency Division Multiplining (FDM) is used to interleave the chrominance signal with luminance.
The process is quite complex, The chroma signal is assigned portions of the total frequency spectrum which
luminanece does not use. The situation is complicated by the fact that eolor and black-and-white TV must be
compatible, That is to say, the chroma signals nmst be coded in such a way that a satisfactory picture will
be produced (in black and white) by a monechrome receiver tuned to that channel. Conversely, color TV
receivers must be designed so that they are able to reproduce &atlsfactonly (in black and white) a-transmitted
mondchrome signal.
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Notes on the Major American Standards The feld frequency is purposely made equal to the 60-Hz
frequency of the ac supply system, so that any supply interference will produce stationary patterns, and will
thus not be too distracting, This automatically makes the frame frequency equal 1o 30 per second The number
of lines per frame, 525, was chosen to give adequate definition without taking up too large a poriion of the
frequency spectrum for each channel, The line frequency is the product of 30 frames per second and 525 lines
per frame, i.e., 15,750 Hz,

P ho- _ Pictura carrier Sound carrier
o Sound specirum
2 {width = 80 kkz) |
i \I‘:
E i
; 05F-- il
i
] Vides A
2 Hower Video upper sldeband Ly
|sidaband A
1 11
0 '
0 Dis‘ 1.25 Ralative* channal frequency 5 ?5 5.75 6
=+ 4 MHz |
0.75 4.5 MHz
MHz
{a)
Fictura carrier Saund carrier
. frequency frequency
g |
=1 i |
E Nota: This portion of )} |
& upper sideband Is ! !
= parlly attanuatad. !
2 L\
¢ 1'55 2.8 Video frequency 5‘i25 575 &
r 4 MHz -"l

{b)
* That is, 0 corresponds to 82 MHz in Channel &, 174 MHz in
Channel 7, and 5o on.

Fig. 8.2 Vestigial sideband as used for TV video transimission. (a)} Specirum of transmilted signals INTSC);
{b) corresponding receiver video amplifier frequency response.

As shown in Fig. 8.2b, the chanmel width of 6 MHz is required to accommodate the wanted upper side-
band, the necessary portion of the unwanted lower sideband, the FM sound frequency spectrum and, the eolor
subcarrier and its sidebands. The difference in frequency between the picture carrier and the sound carrier
is precisely 4.5 MHz. This was shown in Fig. 8.2a and is given in Table 8.1 as the intercarrier frequency.
The fact that this frequency difference is 4.5 MHz is used in extracting the sound information from the video
detector. This will be explained in Section 8.3.2.

In each TV channel, the picture carrier frequency’is 1.25 MHz above the bottom edpe of the channel, and the
color subcarrier frequency is 3.58 MHz higher still. The sound carrier frequency is 4.5 MHz above the picture
carrier frequency. Channels 2 to 3 are in the VHF band, with channeis 2 to & occszying the frequency range
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54 to 88 MHz, while channels 7 to 13 cecupy the 174- to 216-MHz range. Note that the frequencies between
88 and 174 MHz are allocated to other services, including FM broadeasting. Channels 14 to 83 occupy the
continuous frequency range from 470 to 890 MUz, in the UHF band.

Video Bandwidth Requirement The frequency band needed for the video frequencics may be estimated
(actually, overesiimated) as follows. Consider at first thai the lowest frequency required corresponds to a line
across the screen which is of uniform brightness. This represents a period of 1/15,750 = 0.0000635 = 63.5 us
during which the brightness of the bearn does not change. If a large number of lines of that brighiness fol-
lowed in succession, the frequency during the time would be 7ero. This is too awkward to arrange, since il
requires dc coupling. Thus the lowest frequency transmitted in practice is higher than zero, approximately 60
Hz in fact. As regards the highest required frequency, this will of course correspond Lo the highest possible
variation in the brightness of the beam along a line.

Consider now that the pieture has been divided into 525 lines from top to bottom, so that the maximum
resojution in the vertical direction eorresponds to 525 changes (e.g., from black to white) down the picture. It
is desirable that horizontal and vertical resolution be the same. However, because of the 4:3 aspect ratio, the
picture is 4/3 times as wide as it is high, so that 525 X 4/3 = 700 transitions from black to white during the
length of a horizontal line is the maximum required. This, of course, corresponds to 700/2 = 350 complete
(black-white-black) transitions along the line, accurring in 63.5 ps. The period of this maximum transition is
thus 63.5/350 =0.1814 ps. 1 each transition is made gradual (i.c., sine wave), rather than abrupl (squarc wave).
0.01814 ps is the period of this sine wave, whose frequency therefore is 1/0.1814 x 10 = 5.5]1 MHz.

This figure is an overestimate, and the video bandwidth of 4.2 MHz quoted in Table 8.1 is quite enough.
The reason for the difference is mainly that not all the 525 lines are visible. Several of them oceur during the
vertical rerraces and are blunked aut. This will be explained in Section 8.2.2. Neither the vertical nor the hori-
zontal resolution needs to be as good as assumed above, and so the maximum video frequency may be lower
than the rough 5.51-MHz caleulation. However, this caleulation yields a reasonable approximation, and it does
show that the bandwidth required is very large. This explains why vestigial sideband modulation is us=d.

8.2 BLACK-AND-WHITE TRANSMISSION

The significant aspects of monochrome television transmission will now be described in vome detail. During
this examination, the reasons for and the effects and implications of, the most important TV standards will
emerge.

8.2.1 Fundamentals

As shown in the block diagram of Fig. 8.3, a monochrome TV transmission system is quite unlike any of
the transmission systems studied previously. This section will deal with the fundamental, = straightforward”
blocks, while the functions speeific to television transmitters are described in more detail in the succeeding
sections.

Camera Tubes The video sequence at the transmitting station begins with a transducer which converts
light into (video) electric signals, i.e., a camera tube. Detailed descriptions of the various camera lubes are
outzide the scope of this chapter, Very basically, & camera tube has a mosaic screen, onto which the scene is
focused through the lens system of the television camera. An clectron gun forms a beam which is accelerated
toward thiz photoelectric screen. The beam scans the sereen, from left to right and top to bottom, covering
the entire screen 30 times per second. The precise manner will be dezoribed in detail in the next section, and
magnetic deflection is covered in Section 8.3, in connection with receiver picture tubes. The beam intensity is
affected by the charge on the screen at that point, and this in um depends on the brightness of the point. The
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smplificr is the power umplifier which grid-modulates the output RF amplifier. Because certain amplitude
tevels in the composite video signal must carrespond to specific percentage madulation values. this amplifier
uses clamping to establish the precise values of various levels of the signal which it receives,

RF and Sound Circuitry Essentially, the sound transmitter js a frequency-modulated transmitter. The
only difference is thal maximum deviation is limited to 25 kHz, instead of the 75-kHz [imit for FM broadeast
trunsmitters. The RF aspects of the picture transmitter are again identical to those already discussed, except
that the output stage must be broadband, in view of the large bandwidth of the transmitted video modulated
signals.

The output stage is followed by a vestigial sideband filter, which is a bandpass filter having a response
shown in Fig. 8.2a. This is an LC filter, capable of handling the high power at this point. lts frequency response
is critical and carefully shaped.

The output of the sound and picture transmitters is fed Lo the antenna via a combining network.
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Fig. 8.4 Deflection coils (yoke).

Its function ix to ensure that, although both the picture and sound transmitters are connectad to the antenna
with & minirmnum of foss. ncither is conneeted to the other.

8.2,2 Beam Scanning

As previously discussed, one complete frame of a TV picture is scanned 30 times per second, in a manner
very similar to reading this page. As our eyes are told where to look by our brain, eye muscles, and nerves,
the electron beam is directed to move by deflection coils (voke), which are located around the neck of the
picture tube (Fig. 8.4). The information applied to the deflection coils is in the form of a sawtooth wave
(Fig. 8.5}, generated by the horizontal oscillator, which occurs at a rate or frequency determined by the number
of lines (525) Lo be scanned and the scanning rate (30 frames per second). The electron beam generated by
the picture tube (standard vacuum tuhe theory) is aceelerated toward the anode by a combination of elements
and extreme high voltage (difference of potential) until it strikes the anode (which contains a phosphorous
coating). The high-energy impact emits light or a dot in the center of the picture tube which is visible to our
eyes. The dot would never move without some type of deflection process. This is where the deflection coils
and the sawtooth waveforms come into play.
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Fig. 8.5 Sawioath waveform,

Horizontal Scanning  The sawtooth applied to the horizontal portion of the deflection coils (there are two
sets of coils—horizontal and vertical) creates a magnetic field which mirmics the shape of the sawtooth and
deflects the beamn to the extreme left side of the picture tube at the start of each cyelc. The beam moves evenly
across the tube face as the wave increases in amplitude (because of the linear ramp effect) until maximum
amplitude is reached and the voltage drops immediately to its original starting point (retrace period). Up to
this point we have traced (illuminated) one line from left to right across the picture tube face, Now the pro-
cess starts over again on the next cycle. it must be noted that during the horizontal scanning process, vertical
scanning is also taking place with similar results; i.e., the vertical deflection coils are being fed information
which creates magnetic deflection from the center dot point to the top of the tube. The combination and
synchironization of thesc two processes start the scanning process at the top left and, line by line, complete
the frame at the lower right of the picture tube, The scanning process is, in the author’s opinion, the most
imnportant part of the TV system and is unique in its application. The rest of the TV gystem is composed of
somewhat standard elecironic circuits which have been assembled to support the scanning process and visu-
ally displayed information. This explanation ts over simplified to enhance students® basic understanding of
the process, not to confuse them with details and the electronics involved, A more detailed explanation will
follow.

Vertical Scanning  Vertical scanning is similar to horizontal scanning, except for the obvious difference in
the direction of movement and the fact that everything happens much more slowly, (i.e., 60 rather than 15,750
times per second). However, interlacing introduces a complication which will now be explored.

The sequence of events in vertical scanning is as follows (see Fig. 8.6):

1. Line [ starts at the top left-hand corner of the picture, at point F. At this line and the succeeding lines are
scanned horizontally, the beam gradually moves downward, This continues until, midway through line
242, vertical blanking is applied, The situation is illustrated in Fig. 8.6. Note that active horizontal lines
are solid, the horizontal retraces are dashed, and the point at which vertical blanking is applied is labeled 4.

2. Soom, but not immediately, after the application of vertical blanking, the vertical scanning generator
receives a (vertical} sync pulse. This causes vertical retrace to cominence, at point B in Fig, 8.6.

3, Vertical retrace continues, for a time corresponding to several H, until the beam reaches the top of the
picture, point C in Fig, 8.6. Note that horizontal seanning continued during the vertical retrace—it would
be harmiul to stop the horizontal oseillator just becanse vertical retrace is taking place.

4. The beam, still blanked out, begins its descent. The precise point is delenninecé[by the time constants in

the vertical scanning oscillator, but it is usually 5 or 6A between points B and . The situation is shown
in Fig. 8.6.
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5. Precisely 21 H after it was applied, i.e., midway through line 263, vertical blanking is removed. The first
{odd) ficld is now completed, and the second (even) field begins. This is also illustrated in Fig. 8.6: note
that [ is the point at which vertical blanking is removed.

6. The visible portion of line 263 begins at the same height as did line 1, i.e., at the top of the screen. Line
263, when it becomes visible, is already halfway across the screen, whereas line 1 began at the lefi-hand
edpe of the sereen. Line 263 lics above line 1, line 264 is between lines 1 and 2, and so on. This iy illus-
trated in Fig. 8.6.

7. The second field continues, until vertical blanking is applied at the beginning of the retrace after line 504,
This is point £ in Fig. 8.6,

8. The sequenee of events which now takes place is identical to that already described, for the cnd of the
first field. The only difference is that, afier the 21 lines of vertieal blanking, the beam iz located at the
top left-hand corner of the picture tube, at point 7. When vertical blanking is now removed, the next odd
field is traced out, as in Fig. 8.6,

Regrettably, the vertical scanning procedure is complicated by the use of interlacing, However, it is basi-
cally simple, in that blanking is applied some time before retrace begins and removed some time after it has
ended. Both margins are used for safety and to give individua! designers of receivers some flexihility. As
explained, hotizontal seanning continues during vertical retrace, complicating the drawings and the explana-
tion, but actually simplifying the procedure. To stop the horizontal oscillator for precisely 21 lines. and then
to restart it exactly in sync, would simply not be practical. Finally, beginning one field at the start of a line and
the next field at the midpoint of a ling is a stratagem that ensures that interlacing will take place. I this were
not done, the lines of the second field would coincide with those of the first, and vertical resolution would
immediately be halved!
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Please note that the scanning waveforms themselves arc sawtooth, The means of generating them and
applying them to the picture tube are discussed in Section 8.3,

8.2.3 Blanking and Synchronizing Pulses

Blanking Video voltage is limited to certain amplitude limits. Thus, for example, the white level corre-
sponds 10 12.5 percent (+ 2.5 percent) madulation of the carrier, and the black level corresponds to approxi-
matcly 67.5 percent modulation. Thus, at some poini along the video amplifier chain, the vollage may vary
between 1.25 and 6.75 V, depending on the relative brightness of the picture at that instant. The darker the
pieture, the higher will be the voltage, within those limits. At the reeeiver, the picture tube is biased to ensure
thal a received video voltage corresponding to 12.3 percent modulation yields whiteness at that particular
point on the screen, and an equivalent arrangement is made for the black level, Besides, set owners are sup-
plied with Arighiness and contrast controls, to make final adjustments as they think fit. Note that the lowest
12.5 percent of the modulation range (the whiter-than-white region) is not used, w minimize the cftects of
noise, :

When the picture is blanked out, bufore the vertical or horizontal retrace, a pulse of suitable amplitude and
duration is added to the video voltage. at the correct instant of time. Video superimposed on top of this pulse
is clipped, the pulses are clamped, and the result is video with blanking, shown in Fig. 8.7 As indicated, the
blanking level corresponds to 75 percent (+ 2.5 percent) of maximum modulation. The black level is actually
defined relatively rather than absolutely. 1t is 5 to 10 percent below the blanking level, as shown in Fig, 8.7.
Ifin a given transmission the blanking fevel is exactly 75 percent, then the black level will be about 7.5 pereent
below this, i.e., approximately 67.5 percent as previously stated, At the video point mentioned previously, we
thus have white at 1.25 V, black at about 6.75 V and the blanking level at 7.5 V.

The difference between the blanking lcvel and the black level is known as the serup interval. This is made
of sufficient amplitude to ensure that the black level cannot possibly reach above the blanking level. Tf it did,
it would intrude into the region devoted exclusively to syne pulses. and it might interfere with the synchro-
nization of the scanning genetators.

100% - H—] MHuorizontal blanking interval (0.1§\H)
759 L _Blenking | ¢ 5.0% " —]
laval i i
Black : :
i lovel Vertical blanking |
12.5%| vinie ____V - intarval (21H)
0% level Vidao information
o

Fig. 8.7 TV video waveform, showing video information and horizontal
and vertical blanking putses (at the end of an cven feld).

Synchronizing Pulses  As shown in Fig. 8.8, the procedure for inserting synchronizing pulses is funda-
mentally the same as used in blanking pulse insertion. Horizontal and vertical pulses are added appropriately
on top of the blanking pulses, and the resulting waveform is again clipped and clarnped. It is scen that the tips
of herizontal and vertical synchronizing pulses reach a level that corresponds to 100 percent modulation of
the picture carrier. At the hypothetical video point mentioned previously, we may thus have video between
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1.25 and 6.75 V, the blanking level at 7.5 V and the sync pulse tips at 10 V. The overall arangement may be
thought of as a kind of voltage-division mulliplex.

Veriical pulze Horizontal pulzas (width = 0108H)
soogs e, H- AN .
Blanking ﬂack porch
5% Tovel (0.08
- 3H - Yr?t:i:.raa:lizgfl? -
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—H H

aH -
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Fig. B.8 TV video waveform, showing harizental and basic vertical sync pulses, at the end af an {a) even field;
(b) oeld freld. (Note: The width of the horizontal blanking intervals and sync pulses is exoggerated.)

Although this will be explored in further detail in Section 8.3.3, it should be noted that the horizontal sync
information is extracted from the overall waveform by differentiation. Pulses corresponding to the differenti-
ated leading edges of sync pulses are actually nsed to synchronize the honzontal scapning oscitlator. This is
the reason why, in Figs. 8.7 to 8.9, all time intervals are shown between pulse leading edpes. Receivers often
use monostable-type circuits to generate horizontal scan, so that a pulse is required to inttiate each and every
cyele ot horizontal oscillation in the receiver. With these points in mind, it should be noted that there are two
things terribly wrong with the sync pulses shown in Fig. 8.8.

The first and more obvious shoricoming of the waveforms shown may be examined with the aid of Fig. 8.8a,
After the start of the vertical blanking period, the leading edges of the three horizontal syne pulses and the
vertical sync pulse shown will trigger the horizontal oscillator in the receiver. There are no leading edges
for a time of 3H after that, as shown, so that the receiver horizontal oscillator will either lose sync or stop
oscillating, depending on the design.

It is obvious that three leading edges are required during this 3H-period. By far the easiest way of provid-
ing these leading edges is to cut slots in the vertical sync pulse. The beginning of each slot has no effect, but
the end of each provides the desired leading edge. Thesc slots are known as serrations. They have widths of
0.044 cach and are shown exapggerated i Fig, 8.9 (1o ensure that they are visible). Noie that, at the end of
an even field, serrations 2, 4 and 6 or, to be precise, the leading edges following these three serrations, are
actually used to trigger the horizontal oscillator in the receiver,
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Fig. B.9  Composite TV video waveform at the ewd of mn odd field, (Note: The widths of the horizontal blanking periods
and sync pulses, equalizing pulses and serrations are exaggerated.)

The situation after an odd field is even worse. As expected, and as shown in Fig. 8.85 the vertical blank-
ing period at the end of an odd field begins midway through a horizontal line. Looking further along this
waveform, we sec that the leading edge of the vertical sync pulse comes at the wrong time to provide syn-
chronization for the horizontal oscillator. The obvious answer is to have a serration such that the leading edge
following it occurs at time £ afier the lending edpe of the last horizontal sync pulse. Two more sermations
will be required, at H intervals after the first one. In fact, this is the reason for the existence of the first, third
and fifth serrations in Fig. 8.9. The overall effect, as shown, is that there are six serrations altogether, at 0.5
H intervals from one another.

Note that the leading edges which now oceur midway through horizontal lines do no harm. All leading
edpges are used sometime, either al the end of an even field or at the end of an odd one. Those that are not
used in a particular instance come at a time when they cannot trigger the horizontal waveform, and they arc
ignored. This behavior will be further discussed in Section 8.3.5.

We imust how turn to the seeand shortcoming of the waveforms of Fig, 8.8. First, it must be mentioned that
synchronization is obtained in the receiver from vertical syne pulses by integration, The integrator prodoces
a small output when it receives horizontal sync pulses, and a much larger output from vertical sync pulses,
because their cnergy content is tuch higher, What happens is that as a result of receiving a vertical pulse,
the output level from the integrator eventually rises enough to canse tnggering of the vertical oscillator in the
receiver. This will be discussed further in Section 8.3.

We must note at this stage that the residual charge on this integrating circuit will be different at the start
of the vertical sync pulses in Figs. 8.84 and 8.84. In the former, the vertical syne pulse beging a time H after
the last horizontal pulse. In the latter, this difference is only 0.5, so that a higher charge will exist actoss
the capacitor in the intcgrating cireuit, The equalizing pulses shown in the composite video waveform of
Fig. 8.9 take care of this sftuation. lt is seen that the period immediately preceding each vertical pulse is
the same, regardless of whether this pulse follows an even or an odd field. Charge is cqualized and jitter is
prevented.
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Observant students will have noted that the vertical sync pulse hegins 3/7 after the start of the vertical
blanking period, although Fig. 8.6 showed (he vertical retrace beginning four lines (i.c., 4/4) after the statt of
vertical blunking. The discrepancy can now be explained. 1L is simply causcd by the integrating circuit taking
a lime approximately equal to {/, from the moment when the vertical syne pulse begins to the instant when
its output is sufficient to trigger the vertical retrace.

Summary It is seen that the provision of blanking and synchronizing pulses, to cnsure that TV receivers
scan correcily, is a very involved process. It is also seen how important it is to have adequate television trans-
mission standards. In retrospect, Table 8.1 is scen as decidedly incomplete, and this is why it was entitled
“selected standards.” The composite video waveforms in other TV systems are diflerent from those shown.
but they are as carefully defined and observed.

All systems have the same general principics in common. In each. blanking is applied before, and removed
after, synchronizing pulses. A front porch precedes a horizontal sync pulse, and a back porch fotlows such a
pulse, in all the systems. All sysiems have equalizing pulses, though not necessarily the same number as in
the FCC systern. In ali cases serrations are used to provide honzontal syne during vertical pulses, with sorme
minor differences as applicable. The width of a vertical pulse in the CCIR system is 2.5/1, and the # itself is
different from A in the American sysiem.

Three final points should now be mentioncd. The first is that many people refer to a scl of six vertieal sync
pulses, which this section has been consistent in referring to a sinple pulse with six serrations, The difference
in terminology is not very significant, as long as the user explains what is meant. Second, it is a moot point
whether the vertical pulse has five or six scrrations. This section has referred to the no-pulse region between
the trailing cdge of the vertical pulse and the first postequalizing pulse as a serration. This is done because, if
there were no serrations, this period would be occupied by the final partion of the vertical syne pulse, whaosze
trailing edge has now been cut into. Other sources do not consider this as a serration, but again the point is
not significant, as long as the terms are adequately defined.

The third item is related to the fact that the one crystal-controlled souree is used for all the various pulses
transmitted. It operatcs at 31,500 Hz; this is twice the horizontal frequency and s also the repetition rate of the
equalizing pulscs and serrations, The horizontal frequency is obtained by dividing 31,500 Hz by 2. Similarly,
the 60-Hz field frequency is achieved by dividing 31,000 Hz by 525 (i.e. 7 X5 X 3 X 3). This point acquires
added significance in color television,

Finally, the methods of producing and applying the scanning waveforms arc discussed in Section 8.3.

8.3 BLACK-AND-WHITE RECEPTION

In this section we will study the receiver portions of the transmission processes. Circuiis common (o both
transmitters and receivers are also reviewed,

8.31 Fundamentals

As shown in Fig. 8.10 and previously implied in Fig. 8.1b, TV receivers use the superheterodyne principle.
There is extensive pulse circuitry, to ensure that the demoduiated video is displayed correctly. To that extent
the TV receiver iz quite similar to a radar receiver, but radar scan is generally simpler, nor are sound and
color normally required for radar. It is also worth making the general comment that TV receivers of current
tnanufacture are likely to be solid-state. All stages are transistor or integrated-circuit, exeept for the high-
power scanning (and possibly video) output stages. It is now proposed to discuss briefly those stages which
television receivers have in common with those types of receivers already discussed in previous chapters, and
then to concentrate on the stages that are peculiar to TV receivers.
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Fig. 811 VHFUHRF television tuner detailed block dingram. VHF section showon receiving channel 7
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mnly pichure (not suund) earvier frequencics are shown (see text).

The UHF tuner’s active stages are a diode (point-contact or Schottky-barrier} mixer and a bipolar or FET
local oscillator. This, like its VHF counterpart, is likely to be a Colpitts oscillator. That section also explained
why VHF or UHF RF amplifiers are likely to be grounded-gate (or base). The diode mixer is used here as
the first stage to lower the UHF noise figure— adequate gain is available from the remaining RF cirenits.
Coaxial transmission lines are uged instead of coils in the UHF tuner, and they are tuned by means of vari-
able capacitors. These are continuously variable (and of course ganged) over the whole range, but click stops
are sometimes provided for the individual charinels. Since the IF is quite small compared to the frequency at
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which the UHF local oseillator operates, AFC is provided. This takes the form of a de control voltage applied
to a varactor diode in the oscillator circuit,

An alternative means of UHF tuning consists of having varactor diodes to which fixed de increments are
applied to change capacitance, instead of variable capacitors. One of the advantages of this amangement is
that it facilitates remote-control channel changing, The remainder of the circuit is unchanged, but a UHF RF
amplifier is normally added. The reason for this is the low @ of varactors, necessitating an additional tuned
circuit to sharpen up the RF frequency response.

Figure 8.11 shows the VHF channel 7 being received. When any VHF channel is received, the UHF local
oscillator is disabled, so that the output of the UHF mixer is a rectified UHF signal (channel 37 in this case),
applied to the VHF tuner. This signal is a long way from the VHE radio frequency and has no effect. The
sighificant carriers appearing at the input to the VHF RF amplifier are the picture (£}, chroma (C) and sound
{5) carriers of channel 7, of which only P is shown in Fig. 8.10.

We have = 17525 MHz, C = 178.83 MHz and 5 — 175.75 MHz applied 1o the RF amplifier, and hence
1o the mixer. These three are then mixed with the output of the local oscillator operating al the standardized
frequency of 45.75 MHz above the picture carrier frequency. The resulting carrier signals fed to the first
IF amplifier are P = 45.75 MHz, C = 42,17 MHz and § = 41.25 MHz. The IF bandpass is large enough to
accommodate these signals and their accompanying modulating frequencies.

When the VHE tuner is set to the UHF position, the following three things happen:

1. The UHF local oseillator is enabled (dc supply voltage connected).
2. The VHF local oscillator is disabled (de removed).

3. The VHF tuner RF and mixer tuned circnits are switched to (a picture carrier frequeney of) 45.75 MHz.
The UHF tuner is now able to process the channel 37 signal from its antenna. The relevant frequencies,
P=609.25 MHz, C = 612.83 MH2 and §=613.75 MHz, are mixed with the local oscillator frequency of 635
MHz. The resulting outputs from the mixer diode are P= 4575 MHz, € - 42.17 MHz and § = 41.25 MHz,
being of course identieal to the TF signals that the VHF wner producers when receiving channel 7 (or any
other channel). These are now fed to the VHF amplifier, which, together with the VHF mixer, acts as an IF
amplifier for UTHF. Tt is to be noted that the VHF mixer uses a transistor and not a diode and therefore becames
an amplifier when its loeal oscillator signal is removed. Since the UHF tuner has a (conversion) loss instead
of a gain, this extra [F amplification is convenient,

The block diagram of Fig. 8.11 was drawn in a samewhat unorthodox fashion, tuned circuits being shown
separately from the sctive stages to whose inputs they belong. This is not due to any particular quirk of TV
receivers. Rather, it was done to show precisely what circuits are ganged together and to enable all relevant
(picture earrier and local oscillator) frequencics to be shown precisely where they oecur with either VHF or
UHF reception. This means that it was possible to show the sum znd difference frequencies at the outputs of
the two mixers, with only the difference signals surviving past the next wuned circuit,

As shown in Fig. 8.12, the frequency response of a tuner is quite wide, being similar to, but broader
than, the picture IF response. Note that the frequencies in Fig, 8.12a apply for channel 7, although those of
Fig. 8.12b are of course fixed.

Picture IF Amplifiers The picture (or common) IF amplifiers are almost invariably double-tuned, because
of the high percentage bandwidth required. As in other receivers, the IF amplifiers provide the majority of
the sensitivity and gain before demodulation. Three or four stages of amplification are normally used. The
IF stages provide amplification for the luminance, chrominance and sound information. As shown in Fig.
8.124, the IF bandwidth is somewhat lower than might be expected, three facturs govern this. At the upper
end, relative response is down to 50 percent at the picture carmier frequency, to counteract the higher powers
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available at the lowest video frequencies because of the vestigial sideband modulation used. This is shown
in Fig. 8.12h. At the lower end, relative amplitude is also down to 50 percent at the chroma subcarricr
frequency, to minimize interference from this signal. At the sound carrier frequency of 41.25 MHz, response
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Fig. 8,12  Television frequency responses, (a) RF (shovwn for channel 7); (0) IR,

is down to about 10 percent, also to reduce interference. [f a TV receiver is misaligned or purposely mistuned
(with the fine-tuning control), the sound carrier may eorrespond to a point higher on the IF response curve. If
this happens, the extra gain at this frequency will counteract the subscquent 4.5 MHz filtering, and some of the
sound sipmal will appear in the output of the video amplifiers. This will result in the appearance of distracting
horizontal sound bars across the picture, moving in tune with sound frequency changes.

The result of the previous explanations 15 that the picture IF bandwidih is approximately 3 MHz, as compared
with the transmitted video bandwidth of 4.2 MHz. There is a consequent slight reduction in definition because
of this compromise, but interference from the other two carriers in the channel is reduced, as is interference
from adjacent channels. As anyone who has watched a good TV receiver will know, the resulting picture i§

perfectly aceeptable,
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Video Stages 1t will be seen that the last picture IF amplifier is followed by the video deleclor and (cus-
tomnarily) two video amplifiers, whose output drives the (cathode of the) picture tube. At various points in
this sequence, signals are taken OFF for sound IF, AGC and sync separation. The circuit of Fig, 8.13 shows
these arrangements in detail.
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Fig. 8.13 TV receiver video detector, first video amplifier and AGC deleclor.

The circuit has & lot in common with detector-AGC circuits described previously. Only the differences
will be mentioned here. The first of these is the presence of coils L, and L,. They are, respectivcly, series and
shunt peaking coils, needed to ensure an adequate frequency response for the video amplifier shown. The
second video amplifier also uses such an arangement. Note that all C_capacitors in Fig. 8.13 are fixed run-
ning capacitors, with values of a few picofarads. The coils are adjustable for alignment. All components with
F subscripts are used for (in this case, low-pass) filtering,

The transforrner in the emitter of the first video amplifier, tuned to 4.5 MHz, has two functions. The more
obvious of these is to provide the sound IF takeoff point. Since the video detector is a nonlinear resistance, the
FM sound signal beats with the picture carmier, to produce the wanted 4.5-MHz frequency difference. This is
extracted aeross the 4,5-MHz tuned transformer and applied to the first sound IF amplifier. At 4.5 MHz, this
tuned circuit represents a very high unbypassed emitter impedance, much higher than the load resistance R,
The first video amplifier has a very low gain at the sound intermediate frequency. [nt Fact, this is the second
function of this arrangement. The sound IF transformer acts as a trap, to attenuate 4.5-MHz signals in the
video output. preventing the appearance of the previously mentioned sound bars, Note finally that a portion of
the video oulput veltage is also taken from here and fed to the sync separator, and another portion is rectified
for AGC use. Since the AGC is delayed, a separate diode must be used. Other AGC systems are also in use,
including keyed AGC.

The video amplifiers of the TV receiver have an overall frequency response as shown in Fig. 8.2, The
second stage drives the picture tube, adjusting the instantaneous voltage between its cathode and grid in
proportion to the video voltage, This modulates the beam current and results in the comrect degree of white-
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ness appearing at the correct point of the screen, which is determined by the deflection circuits. The blanking
pulses of the composite video signal drive the picture tube beyond cutofl, correctly blanking out the retraces.
Although the syne pulses are still present, their only effect is to drive the picture ibe even further beyond
cutoff. This is quite harmlcss, so that the removal of the syne pulses from the composile video signal is not
warranted.

The contrast and briphtness controls are located in the circuitry of the outpul video amplifier. The contrast
comtrol is in fact the direct video equivalent of the volume control in a radio receiver. When contrast i3 vat-
icd, the size of the video output voltage is adjusted, either directly or through a variation in the gain of the
video output stage. Note that a typical picture tube requires about 100 V peak 1o peak of video voltage for
good contrast. When an elderly picture tube begins to fade away, it is because it has lost sensitivity., and even
maximum contrast is no longer sufficient to drive it fully. The brightness control varies the grid-cathode dc
bias on the picture lube, compensating for the average room brightness,

Some receivers perform this function automatically, using a photodiode which is sensitive to ambient
brightncss, in addition to an adjustable potentiometer. Receivers with a single “picture” control normally have
twin potentiometers for brightness and contrast. mounted on the one shaft and therefore adjustable together.
This arrangement should not be deeried too much. It has the advantage of giving the customer fewer knobs
to adjust (i.c., misadiust).

The Sound Section  As shown in the block diagram of Fig. 8.11. the sound section of a television receiver
is identical L the corresponding section of an FM receiver. Note that the ratio detector is used for demodulation
far more often than not. Note further that the intercarrier system for obtaining the FM sound information is
always used, although it is slightly modified in color receivers.

8.3.3 Synchronizing Circuits

The task of the synchronizing circuits in a television receiver is to process received infonmation, in such a
way as to ensure that the vertical and horizontal oscillators in the receiver work at the correct frequencies. As
shown in Fig. 8.10, this task is broken down into three specific functions, namely:

1. Extraction of sync information from the composile waveform
2. Pravision of vertical sync pulse (from the transmitted vertical sync pulses)

3. Provision of horizontal sync pulses (from the transmitted horizontal, vertical and equalizing pulses)
These individual functions are now described, in that order.

Sync Separation (from Composite Waveform) The “clipper” portion of the circuit in Fig. 8.142 shows
the normal method of removing the sync information from the composite wavefonn received. The clipper
uses leak-type bias and a low drain supply voltage to perform a function that is rather similar to amplitude
limiting.

It is seen from the waveforms of Fig. 8,144 that video voltage has been applied to an amplifier biased be-
yond cutoff, so that only the tips-of the syuc pulses cause output current to flow, It would not be practicable
to use fixed bias for the sync clipper, because of possible signal voltage variation at the clipper input. If this
happened, the fixed bias could alternate between being too high to pass any syne, or so low that blanking and
even video voltages would be present in the output for strong signals. A combination of fixed and leak-type
bias is sometimes nsed.
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Fig. 8,14 Sync separator, (a) Circuit; (b) clipper waveforms.

Horizental Sync Separation  The output of the sync clipper is split, as shown in Fig. 8.144, a portion of
it going to the combination of €, and R,. This is a differentiating circuit, whose input and output waveforms
are indicated in Fig, &.15. A positive pulse is obtained for each sync pulse leading edge, and a negative pulse
for each trailing edge. When the input sync waveform has constant amplitude, no output results from the
differentiating circuit. The time constant of the differentiating circuit is chosen to ensure that, by the time a
trailing edge arrives, the pulse due to the leading edge has just about decayed. The output does not consist of
pulses that are quite as sharp as the simplified ones shown,

The output of the differentiator, at the junction of € and R, in Fig. 8.15, is seen to contain negative pulses
as well as the wanted positive ones. These negative-going trigaers may be removed with a diode such as the
one shown. In practice, the problem is taken care of by the diodes in the herizontal AFC circuit. Note that
not all the positive triggers at the end of a vertical field are actually needed each time. 1f Fig. 8.15 is redrawn
to show the situation at the end of an odd field, it will be scen that the pulses not used at the end of the even
field will be needed then.
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Vertical Sync Separation  The coupling capacitor € in Fig. 8.14a is taken Lo a circuit consisting of C, R,
and ,, which should be recognized as a standard integrating circuit. [ts time constant 15 made such as to yield
the wavetorms of Fig. 8.16. That i, its time constant is made long compared with the duration of hurizontal
pulses but not with respect to the width of the vertical sync pulse. When one considers that the former have
widths of about 8 ps, and the width of the latter is just over |90 ys, the task is not seen as a very difficult one.
This situation just goes to show how much thought went into the design of the standards themselves. The
integrating circuit may be looked upon as a low-pass filter, with a cutoff frequency such that the horizontal
sync pulses produce very little output, and the vertical pulses bave a frequency that falls into the bandpass
of the filter,

The waveforms of Fig. 8.16 explain the operation of the vertical integrator, but they do not represent a
real-life situation. They have purposely been drawn to show what would happen it there were no equalizing
pulses. As shown by means of the dutied fine in Fig. B.16¢, without pre-equalizing pulses the charge remaining
in the integrating circuit would be greater at the end of the odd field, because the preceding horizontal pulse
would have been significantly closer than at the end of an even field.

An oscillator is wiggered not because an infinitcly thin sync pulse arrives, but when a sync pulse of suf-
ficient width reaches a particular amplitude. This is shown in Fig, 8.16z. It is also seen that the integrated
pulse at the end of an odd field would reach this level sooner than the pulse produced ai the end of an even
field. If this were allowed, the odd ficld would hecomne somewhat shorter {the even field somewhat longer)
than the required 262% lines. A glance at Fig, 8.6 reveals that this would have a harmful cffcel on the inter-
lace mechanism. The lines of one field would no longer be midway between the lincs of the other field. The
problem could possibly be solved by using an integrating eircuit with a much longer time constant, to ensure
that it was virtually uncharged by the horizontal pulses. This would have the effect of significantly reducing
the integrator output for vertical pulses, so that a vertical sync amplifier would have to be used.

In 2 broadcasting situation, there are always thousands of receivers for every transmitter. It is much maore
efficicnt to cure a potential problem in one transmitier than in thousands of receivers. This is achicved here by
transmitting pre-equalizing pulses. Because they are transmitted, the appearance of the pulse train immediately
preceding the vertical pulse is now the sume at the end of cither field, and the resulting output is the same in
both cascs. Priot to tlie pre-equalizing pulses there is still an imbalance at the end of the two fields. This is 0
far upstream that any charge due to this imbalance is dissipated by the time the vertical syne pulse armives.
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The function of the pre-cqualizing pulses is seen as the equalization of charge on the integrating circuit
capacitors just before the arrival of the vertical sync pulse. The function of the postequalizing pulses is sorne-
what less clear. Fipure .15 shows that the first postequalizing pulse is needed for horizontal synchronization
at the end of an even field, and one supposcs that the remaining ones are inserted for symmetry.

8.3.4 Vertical Deflection Circuits

As shown in the biock diagram of Fig. 8.10, the deflection circuits include the vertical oscillator and amplifier
for vertical scanning at 60 Hz and a similar horizontal arrangement for scanning at 15,750 Hz. For either scan-
ning, the oscillator provides a deflection voltage ar a frequeney determined by its time constants and comected
by the appropriatc sync pulses. This valtage is used 10 drive the corresponding output amplifier, which provides
a current of the correcl waveform, and at the right frequency, for the deflection coils. Magnetic deflection is
always uscd for TV picture tubes and requires a few waltts of power for the complete 90° or 110° (measured
diagonally) deffection across the tube. Two pairs of deflection coils are used, one pair for each direetion,
mounted in a yoke around the neck of the picture tube, just past the electron gun.

This section is devoted ko the vertical deflection circuits in a TV receiver but, before these can be discussed,
il is necessary to look at the waveforms required and the meuns of producing them.

Sawtooth Deflection Waveform  The scanning coils require a linear current change for gradually sweep-
ing the beam from one edge of the screen to the other. This must be followed by a rapid (not necessarily
lingar) return to the original value for rapid retrace. The process must repeat at the correct fregquency, and the
average value must be zero to ensure that the picture is cotrectly centered. The waveform just described is in
fact & sewrnath current, obtainable from a sewvtooth voltage generator, It is shown in Fig. 8.17«.
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I a capacitor is allowed to charge through a resistance to some high voltage (solid line in Fig. ¥.17¢). the
voltage rise across it will at first be linear. As the voltage rises across the capacitor, so the remaining voltuge
to which it can charge is diminished, and the charging process slows down (dashed line in Fig, 8.17¢). The
process is useful because it shows that lincar voltage rise can be achicved if' the charging process can be inter-
rupted before its exponential portion. If, at this point, the capacitor is discharged through u resistor smaller
than the charging one. a linear voliage drop will result (solid line in Fig. B.17¢). Although linearity i not guite
s irmportant for the discharge, speed is important, so that the discharge process is not allowed to continue
beyond its linear region. as shown in Fig. 8.17¢, I the ratio ol charge time to discharge timers made about
&:1. we have the correet relationship for sweep and flyback of the vertical scanning waveform.

Figurc 8,175 shows the simplest method of obtaining the charge/discharge sequence just described. Now
that the charge process is not actually interrupted. The capacitor continues to charge (slowly) while il 15 be-
ing discharged, but this presents no problem. All that happens is that the discharge resistor is made slightly
smaller to speed up discharge than it would have been if charge had been interrupted. To stop the slow charg-
ing during discharge would require a second switch ~ynchronized with the first onc, a needless complication,
Note that C,, , in Fig. $.17b ensures that an ac sawlooth voltage is obtained from this circuit, being identical
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to Fig. 8.17a.
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Fig. 8.17 Ve sawtooth wave, (a) Wirveforn; (b) sintple generatar; (c) capacitor charge-discharge waveforms,

Blocking Oscillator Having deterinined what waveform is required for scanning, and the basic process
for obtaining it, wc must now find a suitable switch. A multivibrator will fill the bill, but not really at a
{requency as low as 60 Hz. The blocking escillator, which, as shown in Fig. 8.18q, uses an irpn-cored frans
former, is perfectly capable of operating at frequencies even lower than 60 Hz. It is almost invariably used ax
the vertical oscillator in TV rcceivers and is also sometimes used as the horizontal oseillator.

The blocking oscillator, uniike a multivibrator, uses only one amplifying device, with the ransformer
providing the necessary phase reversal (as indicated by the dots in Fig. 8.18a). As a result, there cannot really
be a bistable version of such a circuit, but monostablc and astable versions are cormmon, Like the correspond-
ing multivibrator, the free-running blocking oscillator is capable of being synchronized. The circuit shown is
an astable blocking oscillator. A careful look reveals its similarity to the Armstrong oscillator. Although the
operation could be explained from that point of view, it is more cominon, and probably casier, to understand
the operation from a siep-by-step, pulse-type treatment.

The blocking oscillator uses an iron-cored puise transformer, with a turns ratio havingan s : | volage slep-
dows 1o the base, and a | 1 n vollage stepup to R,. R, is the load resistor with the subsidiary function ol damping
out undesired oscillations. Such vscillations are likely to break out at the cnd of each collector pulse.
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Fig. 8.18  Blocking oscillator, (a) Basic cireuit; (b) emitter waveform; (¢} collector waveform.

The circuit diagram shows the base winding returned to a positive voltage ¥, .« [t is evident that this oscilla-
tor must be [rec-minning, since there is no potential present which could cut the base OFF permanently. Note
that the circuit can he converted to a triggered or monostable blocking oscillator by the simple expedient of
turning ¥, into a negative voltage. Trigger pulses are then required o make the circuit oscitlate.

Assume, initially, that there is a voltage on C, v, larger than V, — ¥, where ¥, is the cut-in base-to-emitter
voltage. Such a siluation is in fact shown at the beginning of the waveform in Fig. 8.18b. Since this is the
emitter-ground voltage of the transistor at thal instant, the transistor is quite clearly OFF, and ' is therefore
discharging exponentially toward ground, with a time constant RC. When v, is reduced to equal V, ~ V) the
base starts to draw current, as does the collector, and regenerative action begins.

The increase (from an initizl value of zero) in eallectar current lowers collector voltage, which in wm
raises the base voltage. Still more colicetor current flows, resulting in a further drop in collector current. In
practical circuits loop gain exceeds unity, so that regeneration takes place and the transistor is very quickly
driven into saturation. ( The base waveform, which is not shown here, has oxactly the same appearance as the
collector wavelorm of Fig. 8.18¢. 1t is inverted and scaled down by the factor 2 : 1,)

The very shert periad of time just described marks the beginning of the collector output pulse, The base
voltage is positive and saturated, while the collector voltage is at its minimum and also saturated. This cannot
be a permanent state of affairs. Afier the transition to ON, the transistor collector impedance is low, and it
forms an integrating circuit with the magnetizing inductance of the transformer (v = L difdt, so that i = VL Jva).
The collector current begins to rise and continues to do so linearly, while the collector voltage remaing low
and constanl. After a time ¢, nonlincarities prevent collector current from inercasing any further, and there-
fore the voltape across the transformer starts to fall (since v = L di/dt, and di/dt is dropping). This makes the
collector more positive and the base less positive. The transistor is quickly switched OFF by regencrative
action. Although the pulse duration is determined basically by the magnetizing inductance of the transformer
and the total resistance across it, the caleulation is decidedly complex. This is because the resistance itself is
complex. It includes the transistor output resistance, its input resistance reflected from the secondary and the
load resistanee reflected from the tertiary winding,

The voltage across € cannot change instantaneously, and so it was unaffected by the rapid switching on of
the transistor. Although v remains saturated, charging current flows through C, which becomes more positive
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gradually. [t reaches its maximum as the switching OFF transient begins. In a normal blocking oscillator it
is not the rise in cmitter voltage v_which cuts OFF the transistor. This is because, even when v reaches its
maximum during the transistor on period, the basc voltage is higher still, being the inverse of the low collector
voltage, as previously mentioned. What initiates the switching OFF transient is quite definitely the drop
di/dt, as described above. C charpes toward V,, but this charging is abruptly terminated by the disappearance
of collector eurrent when the transistor switches OFF. The maximum value of v_ is the top of the sawtooth
shown in Fig. 8.185, After the switching OFF transient, C discharges through R, eventually reaching once
again the value v = ¥, — ¥, ; then the base cuts in and the process repeats. [t is seen that the OFF period, £,
and the pulse repetition rate is governead by the lime constant RC to a large extent.

The period of the sawtooth free-running oscillation is T=1_+ ¢, As with other relaxation oscillators, the
period may be shortened, making the oscillator a synchronized one, by the application of positive pulses to
the base just before the transistor would have switched on of its own accord, Like multivibrators, blocking
oscillators have periods that can be shortened, but not tengthened, by lrigger pulses. A switching- on pulse
arriving at the base just affer the transistor has switched itself on is of no use whatever,

The rapid current change through the transformer at the end of the switching OFF transient induces a large
overshoot in the collector waveform. Because of transformer action, a large negative-going overshoot is also
induced in the base waveform. Unless properly damped, this can cause ringing (decaying oscillations at the
resonant frequency of the transformer and stray capacitances), as shown by the dashed line in Fig, 8.1R¢. It is
the function of R, to darnp this oscitlation, so that it does not persist after the first half-cycle. If this were not
done, the transistor could switch itself on too earty. Care must be taken to ensure that the half-cycle overshoot
that does oceur is not so large as to exceed the base or collector breakdown voltage. A diode across the primary
winding of the blocking oscillator transformer is sometimes used (o provide limiting,

Vertical Oscillator A television receiver vertical oscillator, together with a typical output stage, is shown
in Fig. 8.19. It is seen to be a blocking oscillator quite similar to the one just discussed, but with some
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Fig. 8.19 TV recefver basic vertical oscillator and outpul stage.

components added to make it a practical proposition, The first thing to notice is the resistor which, together
with the capacitor C, has been shifted to the collector circuit. This resistor has been made variable in part, and

this part is labeled ¥, . This is in fact the vertical height control in the TV receiver and is virtually a vertical
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size gain control, 1t will be recalled that the charging period of € is governed by the blocking oscillator trans-
former 7, and its associated resistances. By adjusting R. we vary the charging rate of the capacitor C. during
the conduction timie of the transistor 7. If R is adjusted 10 its maximum, a long RC time constant will result,
and consequently C will not charge very much during this time. The output of the blocking oscillator will be
low. Since this is the voltage driving the vertical output stage, Lhe yoke deflection current will also be low,
yiclding a small height. 11 the value of R is reduced. € will charge to a higher voltage during conduction time.,
and & greater height will result. The height control is generally located around the back of the TV receiver. 1o
reduce misadjustments by its owner.

Vg 18 the vertical heldd controf, with which positive bias on the base of T, iz adjusted. A glance at Fig. 8. 18
shows that this has the effect of adjusting ¥, — ¥ . In this fashion the voltage [hrnubh which £C must discharge
is varied, and so is the discharge period ( md:reclly). The vertical frequency, i.e., vertical hold. is varied.

As envisaged in the preceding section. the blocking oscillator transtormer tertiary winding is used for the
application of sync pulses. They are positive-going and used to initiate prematurely the conduction period of
T.- This has the effect of contrelling the period of the sawiooth, so that this is made cqual to the time differ-
enee between adjoining vertical sync pulses. Note finally that a protective diode is used across the primary
winding of 77, in lieu of the load resistor across the tertiary in Fig, 8.18.

Vertical Output Stage  The vertical output stage is 2 power output stage with a transformer-coupled
output, as shown by 7, and its associated circuitry in Fig. 8.19. An additional amplifier is often used between
the vertical oscillator and output stage. This driver generally takes the form of an emitter-follower, whose
function is lu isolate the oscillator and provide additional drive power for the output stage.

The deflection vollage from the vertical oscillator provides a linear rise in base vollage for the output stage.
to produce a linear rise in collector current during trace time, The drive voltage cuts OFF the amplifier during
retrace. eausing the output current to drop to zero rapidly. The result is a sawtooth output current in the primary
und secondary windings of the vertical output transformer 7r,. and this induces the sawtooth deflection current
in the vertical coils in the yoke. In actual practice, the situation is a little more complicated. The inductance
of the coils and transformers must be taken into account, so that a certain amount of wave shaping must take
place, with R—C' components which have not been shown. Their function is to predistort the driving waveform.
to produce the correct sawtooth deflection current in the yoke coils.

The ¥, polentiometer is the vertical linearity control of the receiver, again located at the back of the receiver.
Its adjustment varies the bias on the outpul transistor to obtain the optimum operating point. The thermistor
across the primary winding of 77, stabilizes the colleelor of T, and the resistors across the yoke coils have the
function of preventing ringing lmxmdratcly after the rapid retrace, Their values are typically a few hundred
ohms, [fringing is not prevented, the beam will trace up and down in the (approximately) top one-third of the
sercen, producing broad, bright horizontal bars in that area of the screen.

Note lastly the high supply voltage for the output transistor. This is needed to provide the large deflection
swing required. of the order of 100 V peak to peak.

8.3.5 Horizontal Deflection Circuits

The function performed by these circuits is exactly the same as alceady described for the verticat deflection
circuits. There are some practical ditterences. The major one is the much higher horizontal frequency. This
makes a lot of dilference to the circuitry used by the horizonlal oscillator and amplifier. Another important
dilference, as shown in the block diagram of Fig. 810, is that the horizontal outpul stage is used to provide
the anode voltage for the picture tube. The current requirement is quite low, of the order of 800 A. The volt-
age required is 10 to 13 kV. It must be produced somewhere in the receiver, and the horizontal output stage
happens lo be the most convenient point. The final difference between this and the vertical output section is
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quite minor but worth mentioning here. This is the fact that, since the aspect ratio of the picture whe lavors
the horizontal side by 4:3, the horizontal deflection current must be grealer by the saime amount.

Horizontal Oscillator and AFC Being much narrower than vertical syne pulses, and oceurring ar a
much higher rate, horizontal pulses are a lot more susceptible to noise interference than vertical sync pulses.
The latter eontain a fair amount of power (25 pereent modulation for just over 190 gs), and it is unlikely Lhat
random or impulse noise could duplicate this. The output of the vertical sync separator may be used directly
to synchronize the vertical oscillator. as was shown in the preceding section. Here the situation is differ-
ent. A noise pulse arriving at the horizontal oscillator could quite casily upset its synehronization, through
being mistaken for a horizontal sync pulse. The horizontal oscillator would be put out of synchronism, and
the picture would break up horizontatly. This is clearly undesirable. tt is avoided in a practical TV reegiver
by the use of an AFC sysiem which isolates the horizontal oscillaior so thal neither syne nor noise pulses
actually reach it.

The AFC loop uses a Foster-Seeley discriminator, The output of the horizontal sync separator is compared
with a small portion of the signal from the horizontal outpul stage. [f the two frequeneies difter, a de correct-
ing voltage is present at the output of the discriminator. When the two frequencies are the same, the output is
zero. Note that the system depends on average frequencies instead of individual pulses.

Since the outpul of the horizontal AFC system is a de voltage, the horizontal oseillalor must be capable of
being de-controlled. This is certainly true of the blocking oscillator, which is one of the forms of the horizontal
oscillator. I, in this so-called svnchro-phase system, a de voltage is applied instead of + 18 V at the top ol the
b control in Fig. 8.19. {requency control with a de voltage will be obtained. The reasoning is identical 10
that used in explaining the operation of the vertical hold control.

Multivibrators are also quite used as horizonta| oscillators, and their manner of synchronization by a de
voltage is very similar 1o the blocking oscillator’s. The system is called svnehro-guide. Recognizing that
sinusoidal oscillators are somewhat more stable in frequency than pulse oscillators. some receivers use them.
The system is then called synchro-fock, and the control voltage is applied to a varactor diode in the vseillator’s
tank cireuit.

Hovrizontal Output Stage As in the vertical systen, there is generally a driver belween the horizontal
oscillator and the horizontal output stage. Its function is to isolate the oscillator and to provide drive power
for the horizontal amplifier. Tt also matches the refatively high output impedance of the oscillator to the very
low input impedance of the horizontal output stape, which is a high-power (about 25 W output) amplifier. The
circuit diagram of a very simplified horizontal output amplifier is shown in Fig. 8.20.

This is a highly complex stage, whose operation is now briefly indicated. The output transistor is biased
in class €, 5o as to conduet only during the latter two-thirds of each line. It is driven with a sawtooth voltage.
which is large enough to drive the output transistor into conduction from roughly one-third along the horizon-
tal line to just bevond the start of the flyback, While the output stage is conducting, a sawtooth current Mows
through the output transtormer and the horizontal yoke coils, so that the beamn is linearly deflecied. Meanwhile
the damper diode, D, is noncondueting, since its cathode is positive with respect to its anode.

The onset of the flyback promptly and vigorously switches QFF the output amptifier. It it were nol [or the
damper diode, fnging would now begin, as previously explained in connection with the bloeking oscillator,
The typical frequency in the horizontal output transformer would be of the order of 50 kHz. What happens
instead is that, as soon as flyback begins, the damper diode begins to conduct. This does not prevent the initial,
negative-going half-cycle of oscillations. Since D, is conducting, the capacitor ¢ is charged, and in this manner
energy is stored in it, instead ol being available for the ringing oscillations. The damper diode prevents all but
the first half-cycle of oscillations and charges the capacitor C. The fact that the initial oscillatory swing took
place is all to the good. because it helps to speed up the retrace.
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84 COLOR TRANSMISSION AND RECEPTION

The subject of color transmission and reception was introduced in Sections 8 1.1 and 8.2.1. 1t was seen tha
the color TV system requires the transmission and reception of the monochrome signals that have already been
discussed, and in addition specific color information must be sent and decoded. 1t now remains to specify the
requitements in more detail and to show how they are met.

8.4.1 Introduction

If color TV had come before monochrome TV, the systern would be far simpler than it actually is now. Since
only the three additive primary colars {red, blue and green) need be indicated for all colors to be reproduced.
one visualizes three channels, similar to the video channel in monochrome. transmitted and received. One
further visualizes FDM rather than three separate transmissions, with signals corresponding to the three
hues side by side in the one channel. Regrettably, color TV does not work that way. it did. il would not be
compatible, However. there is nothing to prevent a nenbroadcast color TV system, such s closed-circuit TV,
from working this way.

Compatibility Color television must have two-way compatibility with monochrome television. Either
system must be able to handle the other. Color transmissions mast be reproducible in black and white on 4
monochrome receiver, just as a color receiver must be capable of displaying monochrome TV in black and
white. The day all monachrome transmissions arc superseded, which has already arrived in the industrialized
countries, it will still not be possible to simplify transmission systems, because too many sets are already
using the existing ones.

[n order to be compatible, a color television system must:

1. Transmit, and be capable of receiving, s luminance signal which is cither identical to a monochrome
transmission, or easily converted to it

Bk

. Use the same 6-MHz bandwidth as monochrome TV

3. Transmit the chroma information in such a way that it is sufficient for adequate color reproduction, but
gasy tu ignore by a monochrome receiver in such a way that no inter{erence 1s caused to it

Color Combinations White may be synthesized by the addition of blue (B), green (G) and red (R). Tt may
equally well be synthesized by the addition of volrages that correspond to these colors in the receiver piclurs
tube. It is not just a simple matter of saying white (¥) equals 33 % percent each of B, G and R. This is
because. optically, out eyes have a color frequencey response curve which is very similar to the response curve
of a single-tuned circuit, Red and blue are at the two edges, and green is right in the middle of the response
curve. Our eyes are most sensitive to green. They are about twice as sensitive Lo green as to red. and three
times as sensitive 1o red as to blue, The result is that **100 percent white” is given by

Y=030R+059C+0.118 {&.1)

Equation (8.1} in fact gives the proportions of the three primary colors in the luminance transmission of
an NTSC colot TV transmitter. Note that it refers to the proportions, not absolute values. That is to say, if Y.
as given by Equation (8.1), has an amplitude that corresponds to 12,5 percent medulation of the carrier. the
receiver will reproduce white. i the amplitude of the ¥ video voltage yiclds 67.5 percent modulation, a black
image results. Any value in between gives varying shades of gray.

Since three primary colors must be capable of being indicated. two more signals must be sent. These clearly
cannot be pure colors, since Y is already a mixture. In the NTSC system. the remaining two signals are

[ =0.60R -0.28G - 0328 (8.2
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4. Sinee the vertical ficld frequency is derived from the same oscillator as the horizontal line frequency.
this would have to be altered correspondingly. The vertical frequency used in practice by color systems
is 59,94 Hz. This is s0 close to the monochrome frequency as to be perfectly acceptable.

10, The gye has much poorer resolution for color than for brightness. It is able to distinguish brightness variatiun
between two adjacent points which are too close for it to be able to note a hue variation between them (ay
long as their brightness is the same). The chroma video bandwidth need not be as large as the luminance
handwidth,

11. The cye'’s resolution for colors along the (2 axis (reddish-blue-yellowish-green) is only about one-gighth of
its luminance resolution, so that a ¢.5-MHz bandwidth for the {0 signal would suffice. It is able to resolve
the colors along the / axis (ycllowish-red-preenish-blue) about three times better than thar, A 1.5-MHz
bandwidth for the f signal would be needed.

12. Bandwidth could be saved, and interference minimized. if the / signal were sent by using vestigial-sideband
modulation, with the top | MHz of its upper sideband suppressed.

13, Interference would be further reduced if the color subcarrier frequency were suppressed.

14, The best method of combining the / and () signals seemed to be the modulation of the same subcarrier
by them, with a 20° phase difference between the / and { signals.

I5 The {suppressed} color subcarrier should be located so high that the upper sidebands of the signals
modulating it (both extending 0.5 MHz from this subcarrier) should come just below the 4.2-MHz upper
lrequency limit of the video channel.

14 Since the color subcarrier is suppressed. some other form of color synchronization will have to be em-
ployed. to ensure correct absolute phases of the / and Q signals in the receiver (as explained in Section
8.4.1),

I'he furegoing considerations have resulted in the use of a color subearrier frequency that is the 455th har-
wmic of half the horizontal scanning frequency. Another way of putting it is to say that the color subcarrier
trequency is the 277th harmonic of the hotizontal frequency plus one-half of the horizontal frequency. Either
way, we have

q
/= L—_i?%@- x4535=3579,545= 3.579545MHz

This is the aclual [regquency senerated. For simplicity, it is normally quoted as 3.58 MHz.

The 3.3%-MI 1z reference signal is sent in the form of a brief pulse, or burst. [t is superimposed on top ofthe
back porch ot each horizontal sync pulse. It will be recalled that the duration of this period of hotizontal blanking
is approximatcly 6 ys. The burst of 3.58 MMz consists of 8 10 11 complete cycles, These occupy a period not
lunger than 3.1 ps, so that adequate time is available for its sending. The peak-to-peak amplitude of the burst
signal is approximately |5 percent of the percentage modulation range of video. Since it is superimposed on
the 75 percent modulation blanking level, its peak-to-peak amplitude range stretches from 67.5 percent at the
lowest point (top of the black level) to 82.5 percent at the highest point (one-third of the way from blanking to
sync rops). It does not interfere with monochrome TV and iz usable by a color recejver, as will be seen. Note
that the color burst is not sent during the vertical blanking period, during which it is not needed.

Color Transmitters The block diagram of a color TV transmitter is shown in Fig. 8.23. This is a simplified
bloek diagram, in which the sections not directly related to color TV (and hence previously discussed in
Section 8.2) have been “attenuated.” Note that each block represents a funetion, not just a single eireuit.
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The ¥, fand  outputs from the color matrix are fed to their respective low-pass filters, These filters atienuate
the unwanted frequencies, but they also introduce unwanted phasc shifts. Phase-compensating networks (not
shown} are inserted after the filters, to produce thé correct phase relationships at the balanced modulators,

The output of the color subcarricr generator is.sent in three directions. One of the three outputs is used to
synchronize the blanking and sync pulse gencrators, Their output, in tumn, is transmitted as in monochrome
TV, and a portion of it is used 1o synchronize the transmitter cameras, as well as introducing blanking into the
transmitted video. The second path for the 3.58-MHz oscillator output is 1o the color burst generatot, which
is a fairty complex picee of equipment that ensures the correct transmission {and phase preservation) of the
color burst. The last output (rom this oscillator is (cd to 4 572 phase shifter, to provide the necessary shift for
the / signal. A further 90° phase shifl is produced, giving a tolal of 1472 (180° — 33° in Fig. 8.22a) for the
signai. Note the 90° phasc diiference between the 7 and O signals.

The / balanced modulator produces a double-sideband (suppressed-carrier) signal stretching 1.5 MHz on
cither side ol the 3.58-MHz subearrier. The vestigial-sideband filter then removes the top | MHz from that.
The output of the (? balanced modulator is a signal occupying the range of 0.5 MHz befow and above the
suppressed 3.58-MHz subcarrier. The added 90° phasc shift puts this signal in qu.drature with the { componcnt;
hence the name “{J signal.”

All these signals are fed to the adder. whose output therefore contains:

I. The ¥ luminance signal, occupying the band rom 0 to 4.2 MiIz, and virtually indistinguishable from the
video signal in monochrome TV

2. Synchronizing and blanking pulses, identical to those in monochrome TV, cxcept that the scanning
fréquencies have been slightly shifted as discussed, to 15,734.26 Hz for the horizontal (requency znd
39.94 Hz lor the vertical [requency.

3. (Approximately) 8 cycles of the 3.579545-MHz color subcarrier reference burst superimposed on the
front porch of each horizontal sync pulse, with an amplitude of £7.5 percent of peak modulation

4. An I chroma signal, occupying the frequency range from 1.5 MHz below to 0.5 MHz above the color
subcarricr frequency, and an encrgy dispersal occupying the frequency clusters not used by the luminanee
signal

5. A Q chroma signal, occupying the frequency range from 0.5 MHz below to 0.5 MHz sbove the color
subcarricr frequency, and an energy dispersal occupying the same [requency clusters as the / signal, but
with a 90° phase shift with respect (o the / signal

The output of the adder then undergoes the same amplifying and modulating processes as did the video si gnal
at this point in a black-and-white transmitter. The signal is finally comhined with the output of an ¥M sound
transmitter, whose carrier frequency is 4.5 MHz above the picture carrier frequency, as in monochrome TV,

Itis worth pointing out at this stage that one of the main differences between the PAL systern angd the NTSC
system so far described is that in the PAL system the phase of the 7 and (7 signals is switched after every line.
This tends to average oul any errors in the phase of hue that may be caused by distortion or noise and tends
to make this system somewhat more noise-immune, This phase alternation by line is what gives this system
its name.

8.43 Color Reception

There are a large number of cireuits and functions which monochrome and color television receivers have in
common. A color TV receiver (like its monochrome counterpart) requires a tuner, picture and sound IF stages,
& sound demodulator scction, horizontal and vertical deflection currents through a yoke, a picture tube anode
high de voitage, and finally video amplifiers (luminance amplifiers in this case), Where the construction and
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Some color TV receivers, such as the one whose partial block is shawn in Fig, 8.24, use the picture tube
as a matrix. In others, voltages fed to cach of the three hue amplifiers correspond to the pure primary colors.
blue, green and red. In the receiver type shown, the output of the celor demodulators has two channels, with
voltages corresponding to (8 — V) provided in one of the channels, while the other channel provides (8 — 1.
The next section will show how and why these rwo signals are obtained. Each of the signals is amplified
separately, and they are then added in the correct proportions to produce the (€ — V) video voltages. Reference
to the color vector disk of Fig. 8224 will show that, as » good approximation, the vector addition of —0.58
and —0.28 produces the G vector. I the same voltage, V), is subtracted from all three, the relationship still
holds, and we have

(G- =058k N-024E-T1) {8.4)

the (G - V) adder of Fig. 8.24 performs the tunction of Equation (8.4} with the aid of circuits similar to
those of Fig. 8.21. The three primary color voltages (with the luminance voltage, ¥, subtracted from cach) are
nonw applied to their respective grids, as shown in Fig. 8.24. There 15 a potentiometer in each path (not shown),
lo provide adjustment ensuring that the three drive voltages have the correct amplitudes.

If this were not done, onc of the colors on the sereen could predominate over the others,

[n 2 monochrome transmission, all three grid voltages would be zero, and the only voltage then modulating
the bearn currents would be the —¥ tuminance signal applied to all three cathodes in parallel. In a color trans-
mission. the four drive voltages will all be produced. The Juminance signal applied to the cathodes will add
to cach of the grid voltages, canceling the ¥ component of cach and ensuring that only the R, G or & video
voltages modulate the respective beams from this point onward. Note that usual 180° phase reversal between
grid and cathode takes place here also. The —Y voltage apolied to the cathodes is equivalent to +Y at & grid.
and addition does take place.

The three beams now pass the color purity magnets. These are small, adjustable permanent magnets, which
have the task of ensuring that each resultant color is as pure as possible. Adjustment is made to produce minimum
interference between the beams.

The next port of call for the beam is a series of three screen grids. Aside from accelerating the beam, as in
any other vacuurn tube, these sereen grids have a very important function. Each is connected to a positive de
voltage via a potentiometer, which is adjusted to give the same cutoff characteristic for each beam. There will
be the same input-voltage-beam-current relationship for the small-drive nonlinear portion of cach electron
gun’s operating region. This is necessary 1o ensure that one beam does not predorninate over the others in
this low-drive portion of the curve. Otherwise white could not be obtamed at low light levels. Control of the
cutoff characteristics at the sereen grid is convenient and common.

It is then necessary to focus each beam, so that it has the correct small diameter. This ensures thart fineness
of detail is obtainable, like painting a canvas with a finc brush. Focusing is performed with an electrostatic
lens, in the form of a grid to which a dc potential of about § kV is applicd. The current requirernent is very
low, 50 that it is possible to obtain the focusing voltage by rectifying the flyback pulse in the horizontal output
stage. The operation of the focus rectifier is identical to that of the HV rectifier in monochrome receivers, as
described in Section 8.3.5,

We must now switch our atiention to the color screen end of the picture tube. This is a large glass surface
with a very large number of phosphor dots on it. Three types of medium-persistence phosphor are used. one
for each of the three colors. Dots (or sometimes small stripes) of one of the phosphors will glow red when
siruck by the beam from the “red gun,” with an intensity depending on the instantancous beam current.
Dats of the second phosphor will similarly glow green, and those of the third will glow blue. The dots are
distributed uniformly all over the screen, in iriplets, so that under a powerful magmifying glass one would see
three adjacent dots, then a small space, three more adjacent dots, and so on. A correet picture is obtained if
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the beamn for each gun is able 10 sirtke only the dots that belong 1L Sudents will uppreciate what an uareal
picturc would be obtained if, for example. the beam from the “hlue gun™ were able to strike phosphor dots
which could glow green or red,

The shadmy mask is vsed to ensure that 2 beam strikes only Lthe appropriate phasphor dots on the screen
(see Fig. 8.25). Iris a thin metal plate with about 200,000 small holes, corresponding o the (approximately)
200,000 screen dots of each color, The holes, ar slots, in the shadow mask are arranged so that there is one
of them for cach adjacent trio of phosphor dots (or stripes). Smue each beam simkes from a slightdy differcnt
angle, it is possible to position the shadow mask so that each beam van strike only the correet dots.

The shadow mask is bonded into place during the manufacture ol the wbe. o there s no guestion ol adjusting
it to ensure correct physical alignment, Any adjustments that are perfurmed duning the hineup of the recever
must be on the beams themselves, The provess is known as adjustment ol the canvergence 1t performed
with the convergence voke. situated just before the deflection yoke as shown in Fig. 8.24, The convergence
voke has a set of three coils, each with its own permanent magnet, which is adjustable, ¢ onvergence for the
undeflected beam. or static convergence, is obtained by adjusting the penmanicnt magnets, Dyaamic comergence.
when the heam i being deflected, is provided by varying the currents through the convergence coils. These
currents are derived from the horizontal and vertical deflection amplifiers.

Phosphar
dots

Fig, 8.25 Shadow mask.

The beams, now more than halfway to the screen, then encounter the vertical and horizontal coils in the
deflection yoke. What happens then is exactly what happened at the corresponding point in 2 monochrome
receiver, except that here three beams are simultaneously deflected, wherzas previously there had been only
one beam. The methods of providing the requisite deflection currents are also as already described,

It is worth mentioning at this point that most color picture tubes now, like their monochrome counterparts
for some time, have deflections of the ordet of 110°, whereas these previously had been 90°. This deflection,
it will be recalled, is given as the total corner-to-comer figure, and it corresponds to 55° beamn deflection away
from center, when the beam is in one of the four corners of the picture tube. The greater the deflection, the
shorter need the tube be,

Since the length of the picture tube determines the depth of the cabinet, large defiection is advantageous.
[t does have the disadvantage of requiring greater deflection currents, since more work must be done on the
beams to deflect them 557 from center, instead of 45°, The problem is somewhat alleviated by making the
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110° deftection tube with & narrower neck, so that the deflection coils are closer to the beams themselves, The
magnetic field can be made more intensc over the smaller area.

The shadow mask, through which the beams now pass, ensures that the correet dots are activated by the
right beams, but it also produced three side effects. The first is a reduction in the nurnber of electrons that
hit the screen. This results in reduced brightness but is compensated by the use of a higher anode voltage.
Color tuhes require typically 25 kV for the anode, where monochrome tubes necded about 18 kV. In hybrid
receivers the higher voltage is obtained by having a larger overwind in the horizontal output teansformer, and
a rectifier with an appropniately higher rating. In solid-state receivers an additional winding is often used lor
this purpose, with silicon diodes in a doubling or tripling rectifier configuration. Becanse color tubes are rather
sensitive to anode voltage variations, this voltage is regulated.

Those electrons that do not hit the screen quite obviously hit the shadow mask. With the high anode accel-
erating voltage, such electrons arc traveling at relativistic velocities (i.e., at velocitics sufficiently appreciable
when compared with the velocity of light that relativity cannot be entirely ignored). When striking the shadow
mask, these electrons are liable to produce x-ray emissions from the steel in it, This is problem number two. It
is not a very serious one, becausc the soft (low-enetgy) x-rays emitted are stopped by most solid materials. A
metal hood around the picture tube is somctimes used to contain the x-rays, but the aquadag coating is generally
sufficient. With a properly constructed faceplate, the radiation is neglipiblc unless the anode voltage exceeds
the design value, Receivers gencrally have a circuit designed to disable the horizontal output stage (where
this voltage is generated) if anode voltage becomes excessive. Health anthorities set limits on the maximum
permissible radiation [or color TV receivers.

The third problem results from the presence of large mctallic areas, especially the shadow mask, near the
screen of the picturc tube, These can become permanently magnetized by the earth’s magnetic field, produeing
a local magnetic field which can deflect the beam. Such a spurious deflection may not be very large. but even
so it is likely to affect the convergence, The standard method used for demagnetization, or deganssing, 15
the application of a gradually reducing ac magnetic field. This explains the presence of the deguussing coil
arpund the rim of the picture tube near the screen. A spiral coil is used, and has the mains ac voltage applied
Lo it when the set is switched on. This takes place automatically, and a thermistor is used in such a way that
the current soon decays and eventually drops to zero. Meanwhile the tube has been degaussed, in more or less
the time it takes to warm up. The coil is shielded for safety.

Commeon Color TV Receiver Circuits  Figurc 8.26 shows the block diagram of a color television receiver,
but for simplicity the circuits shown in Fig. 8.24 are omitted. Interconnection points are shown on both dia-
grams, so Lhat there should be no difficulty in reconciling the two figures. It is now proposed to look first at
the (remaining) comnmeon circuits in the color receiver, i.e., those circuits which have direct counterparts in
monochrome receivers, commenting on those differences that exist.

A color TV receiver almost invariably has an AFC circuit, as indicated in Fig. 8.26. It is often called auto-
matic fine tuning (AFT) and is used automatically to minimize mistuning, particularly to too high a frequency.
This would produce added amplification of the sound carrier, and hence 920-kHz interference between the
chroma and sound carriers. If the receiver is misadjusted to too low a frequency, insufficient gain will be avail-
able in the IF amplifiers at the chroma subearrier frequency, and the output will be lacking in color. The AFT
circuit consists basically of a 45.75-MHz filter, whosc output is fed to a phase discriminator. This produces
a de correcting voltage whenever its input frequency differs [rom 45,75 MHz, and this voltage is applied to
a varactor diode in the circuit of the appropriate local oscillator in the tuner, It is normally possible to switch
out the AFT circuit, so a5 to permit manual fine tuning,

The next point of difference from monochrome receivers arises in connection with sound demodulation. The
intercarrier $ystem is stil used, but this time sound is extracted at an earlier point, again to reduce interference
between it and chroma. The output of the last 1F amplifier is fed to three separate, but more or less identical,
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diode detectors. Each of these acts as a nonlinear resistance, with the usual difference frequencies appearing in
its output, The frequency selected from the output of the sound detector is 4.5 MHz. and this is then followed
by exactly the same circuitty as in a monochrome receiver

The output of the video detector undergoes the same treatment as in black-and-white receivers, with twa
differences. The first of these is that additional sound traps are provided, and the bandwidth of the video ampli-
fiers is somewhat narrower than in a monochrame receiver. The other is to reduce interference batween the Y
signal. which these amplifiers handle, and the lowest / sidebands of the chroma signal. The second difference
15 denoted by the presence of the delay line in Fig. 8.26. It will be recalled that the } signal is subtracted from
K. (i and B in or just before the picture, so that a correct phase relation there is essetitial. Ln the nexr section.
the chroma signal undergoes more phase delay than the luminance signal before reaching the picture tube.
and %o a correction ts required. The simplest method of equalizing the phase differences i by introducing a
delay into the ¥ channel, This delay is normally just under 1 s,

Color Cirenits  We have reached the stage where we know how the luminance signal is delivered to the
cathode of the picture tube, and the sound signal to the loudspeaker. We also know what deflection currents
are required, and how they are obtained. We know what other inputs the picture tube requires and at what
point the chroma subcamier is divorced from the luminance voltages. Whal we must now do is to determine
what happens in the circuitry between the ¢chroma takeofF point and the (8 — V) and (R — ¥ inputs to the
appropriate amplifiers preceding the picture tube prids in Fig. 8.24.

The output of the chroma detector is fed to & bandpass amplifier, having a frequency response designed to
reject the lower video frequencies representing ¥ signals. as well as the 4.5-MHz sound carrier. In more elabo-
rate receivers *he bandpass stretches from 1.5 MHz below 1o 0.5 MHz above the 3.38-MHz chroma subcarrier.
[n most receivers this bandpass is only 3.58 £ 0.5 MHz, so that some of the transmitted / information is lost.
The resulting loss in color definition is not o serious, and the advantage is a reduction in interference from
the distant Y sidebands, The use of this arranpement is widegpread. The ehroma signal is now amplified again
and fed w the color demodulators, Because the chroma amplifiers have a much narrower bandwidth than the
Y video amplifiers, a greater phase delay is introduced here hence the delay line used in the ¥ channel.

It was shown in the preceding section that two color signals, such as {8 - V) and (R — ¥), arc sufficient,
becavse the third one can be obtained from them by vector addition. It is necessary to decide which rwa color
signals should be obtained, by the appropriate demodulation of the chroma output. Af first sight, it would
seem obvious that the two sipnals should be / and 2, for which R, (7 and & would be obtained by a matrixing
process that is likely to be the reverse of the one shown in Fig. 8.21. This is rather awkward to do and requires
sufficient bandwidth to make all of the / signal available in the first place—an unlikely situation. The next
logical thought is to try to obtain the R, G and 8 signals directly, but this is also awkward, because the required
phase differences between these three vectors and the reference burst (772, 299° and 193°) are also difficult
to produce. These values are, incidentally, gbtainable from the color disk of Fig. 8.22a.

The result of the forepoing considerations is that most receivers produce the (R — ¥) and (8 — 1 voltages
from their color demodulators. This results in the loss of a little color nformation, but this loss is outweighed
by two important considerations, The first is the easy production of the requisite phase differences with respeci
ta the color burst, being 90° for (£ — Y) and 180° for (B — Y). The second reason for using this arrangement is
that the resulting signals can be matrixed by the picture tube without any further processing,

Svrchronous demodulators are used for detecting the (R — Y} and {8 - ¥} signals. As shown in the block
diagram of Fig. 8.26, each such detector has two input signals. The chroma which it is required to demodulate
and the output of the [ocal 3.58-MHz crystal oscillator. The second sigmal is used to gate the detector, producing
the correct putput when the chroma signal is in phase with the local oscillator. I the phase of the local oscil-
lator corresponds to the (8 — ¥} vector, the demodulated voltages will also be (8 — ¥). As in the other colar
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dernudulator of Fig. 8.26, a 90° phase change is introduced into the 3.58-MHz oscillator signal, its phase will
now correspond to that of the (R — ¥} vector, and (R ~ ¥) chroma voltages will be the only ones produced. In
this fashion, the 90° phase difference between the two sets of voltages is used to separate them in the outputs
of their respective demodulators.

The burst separaror has the function of extracting the 8 to 11 cycles of reference color burst which are
transmitted on the back porch of every horizontal sync pulse. This is done by having an amplifier biased so
that only signals having amplitudes corresponding to the burst level {or higher) are passed. This amplifier
is capable of amplifying only during the back porch, so that only the burst information is amplified. This is
achicved by keying it with pulses derived from the honzontal output stage. The situation then is that the burst
scpatator will amplify only when such a keying pulse is present, and then it will amplify only signals whose
level is ag high as the 67.5 percent modulation point, so that ordinary video voltages are rejected.

The output of the burst separator is applied to the 3.58-MHz phase discriminator, as is a portion of the signal
from the local 3.58-MHz crystal oscillator. With the aid of the APC circuits, the phase discriminator output
controls the phase and frequency of this local oscillator. This is done to provide the correct signals for the color
demoduiators. Note that the phase of the chroma varmier oscillator must be contrulled, because the color TV
system depends on absolute phase relationships to ensure that correct colors are reproduced at all times.

The final circuit that must be considered is the color kifler. This circuit is used by the color television
receiver to prevent video voltages received in a black-and-white program from cntering the chroma amplifier.
if they were amplified, the result would be the appearance of random color voltages, or confetti, which would
clearly be unwanted,

The function of the color kifler is to disable the chroma amplifier by cuiting it off during monochrome
reception, It is dene by noting the presence or absence of the color burst and acting accordingly. As shown
in Fig. 8.26, the color killer reeeives the same keying pulses from the horizontal output stage as did the burst
separator. Here the pulses are used as the de supply for the transistor in the colar killer stage. It car conduct
only when these pulses are present. During color reception, color bursts ave present at the same time as the
gating pulses. This results in a dc output from the 3.58-MHz phase discriminator. which is used to bias ofl
the ¢olor killer, This circuit does not conduct ar all during color reeeption. During monochrome reception, the
color burst is absent, no dc issacy forth from the phase discriminator, and the color killer is able to conduct,
Its output 13 used to bias off the second chroma amplifier, or sometimes the color demodulators, so that no
spurious signals in the chroma channe! are amplified during monochrorie program reception.

Multiple-Choice Questions

Euch of the following multiple-choice guestions 2. The number of frames per second in the United

consists of an incomplete statement follewed by four States TV system is

chaices (a, b, ¢, and d). Cirele the letter preceding the a. 60

ling that carrectly completes each sentence. b, 2624

t. The number of lines per ficld in the United States ¢ 43

TV system is d. 30
a. 2624 3. The number of lines per second in the United
b. 325 States TV system is
¢, 30 a. 31,500

d 60 b. 15,750
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pulse. Indicate the durations and relative amplitudes of the two pulses, and explain their functions. Does
it malter that there are no horizontal klanking pulses during vertical blanking period?

With the aid of a sketeh, explain the function of the serrations in the vertical sync pulse,

. Draw the composite video waveform at the end of either field, labeling all the pulses shown.

Draw a block diagram of the tuner arrangement in a VHF/UHF television receiver, and fully cxplain how
the atrangement works. Indicate the various frequencies present at all points in both tuners when the
receiver is tuned to («) channel 3, and (b)Y channel 15,

- Draw the block diagram of a monochrome television receiver, and explain the function and operation of

all the blocks other than those corresponding to the tuners and the pulse circuits.

. Using a cirenit diagram, explain how sync pulses are obtained from the composite video waveform, and

how. in turn, horizontal sync pulses are extracted,

. Use waveforms in an explanation of how vertical syne pulses are obtained and then used to trigger the

vertical oscillator in a TV receiver.

. With the aid of a eircuit diagram and the appropriate waveforms, explain how a sawtooth voitage niiy be

obtained in a simple manner.

. Bketch the circuit of a simple blocking oscillator, and explain how it may be sypchronized with cither

sync pulses or a de voltage,

. Draw the circuit diagram of a TV receiver vertical deflection oscillator and amplifier. Use it to explain

how the vertical hold, height and linearity controls operaie.

. Diraw the circuit diagram, and explain the operation of the horizontal output stage of a television

FECEIVEr.

. How is the high-voltage supply for the anode of the picture tube generated in a television receiver? *
|. Explain what is meant by the ¥, fand { signals in color TV, and why they are generated,
. With the aid of the circuit diagram of a simple matrix, show how the /, 0 and ¥ signals arc generated in

a codor TV transmitter. Show typicat values for the ¥ and f components o your matrix.

. Draw a simplified color disk, showing only the colors around the periphery. Using the appropriate vec-

tors, indicate on your disk the location of fully saturated magenta, 50 percent saturated cyan, 25 percent
saturated orange, and pure white.

Explain why 3.38 MHz was selected as the color subcarrier frequency.

Why and how is tha color burst transmitted? When is it #or sent? Why not?

Draw the basic block diagram of a color television transmitter, and briefly explain the function of each
block,

Sketch a color picture mbe, and indicate its signal voltage inputs. Explain how the tubg may be used as
a matrix for the R, G and B voltages.

Explain fully what is done to ensure that the beams in a color picture tube all fall on only the correct
phosphor dots or strips on the sereen, [nelude in your explanation the function of the shadow mask. What
precautions should be taken to ensure that the beams do not interfere with one another as they simnultane-
ously scan different portions of the screen? In other words. what prevents beam criss-crossing?

Draw the block diagram of a color TV receiver, showing all the important functions from the tuners to
the picture tube.

Describe the functions of the c/truma stages in a television receiver, from the chroma detector to the picture
tube inputs,



TRANSMISSION LINES

In many communications systems. it is ofien necessary 1w interconnect points that are some distance apart
from each other. The connection belween a transmitter and its antenna is a typical example of this. If the
frequency is high enough. such a distance may well become an appreciable fraction of the wavelength being
propagated. It then hecomes necessary Lo consider the properties of the interconnecting wires, since these
no longer behave as short circuits. 1t will bacome evident that the size, separation and general layout of the
system of wires becomes significant under these conditions.

We will analyze wire systems which have properties that can affect signal characteristics. The discussion will
begin with fundamentals and go on to study such properties as the characteristic impedunce of transmission
lines, The Smith charr and its applications will be studied next and examples given of the many problems that
can b sulved with its aid. Finally, the chapter looks at the various mansmission-line components in common
use, notably siufw, directional couplers and balance-to-unhalance transformers (hatuns).

Objectives Upan completing the material in Chapter 9, the student will be able o

# Understand the theory of transmission lines in general

¥  Calculate the characteristic impedanee of a transmission line

#  Define the terms standing waves, stunding-wave ratio (SWR), and normalization of impedance
¥ Determine the requirements for impedance matching

#  Analyze the properties of impedance matching stubs

# Become familiar with the Smith chart and its use

9.1 BASIC PRINCIPLES

Transmission lines (in the context of this book) are considered 10 be impedance-matching circuits designed to
deliver power (RF} from the transmitier 1o the sntenna, and maximurm signal from the antenna to the receiver.
From such a broad definition, any system of wires can be considered as forming one or more Lransmission
lines. If the properties of these lines must be taken into account, the lines might as well be arranged in some
simple, constant pattern. This will make the properties much easier to calculate, and it will also make them
congtant for any type of transmission line. Al practical transmission lines are arranged in some uniform
pattern. This simplifies calculations, reduces costs and increases convenience.
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2.1.1 Fundamentals of Transmission Lines

There are two Lypes of commaonly used transmission lines. The parallel-wire (balanced) line is shown in Fig.
9 la, and the coaxial (unbalanced) line in Fig. 9.15.

Conductors

Quier casing

{5) Parallel-wire (balanced} ling (b) Coaxial {unkalanced) line

Fig, 0.0 Transmission lines.

The parallel-wire line is employed where balanced propertics are required: for instance. in connecting a
Sfolded-dipale antenna to a TV receiver or a #hombic antenna 1o an HF transmitter. The coaxial line is used
when unbalaneed properties arc needed, as in the interconnection of & broadeast transtnitter to its grounded
antenna. Itis also eimployed at UHF and microwave frequencies. to avoid the risk of radiation from the trans-
mission linc itself,

Any systern of conductors is likely to radiate RF energy if the conduclor separation approaches a half-
wavelength at the operating frequency. This is far more likely to oceur in a parallet-wire line than in a coaxial
line, whose outer conduclor surrounds the mner one and is invariably grounded. Parallel-wire lines are never
used for microwaves, whereas coaxial lines may he employed for frequencies up to 18 GHz. It will be seen in
Chapter 12 that wevegnides also have frequency limitations. From the general point of view the limit is on the
lowesy usable frequency; below about 1 GHz, waveguide cross-sectional dimensions become inconveniently
large, Between 1 and 18 GHz, cither waveguides or coaxial lines are used, depending on the requirements
and application. whercas waveguides are not normally used below | GHz, and coaxial lines are not normally
used above 1R GHz.

Equivalent Circuit Representation  Since each condurtor has a certain length and diameter, it will have a
resistance and an inductance. Since there are lwo wires close to cach other, there will be capacitance hetween
them. The wires are scparated by a medium called the dielectric, which cannot be perfect in its insulation;
the current leakage throwgh it can be represented by a shunt conductance. The resulting equivalent circuit is
as shown in Fig. 9.2, Note that all the quantities shown are proportional to the length of the line, and unless
measured and quoted per unit length, they are meaningless.

— T —AAN—
L R L R

e T e
ti et

Fig. 9.2 General equipalent cireuit of transmission e,

At radio frequencics, the inductive reactance is much larger than the resistance. The capacitive suscep-
tance is also much larger than the shunt conductance. Both R and G may be ignored, resulting in a line that is
considered lossless (as a very good approximation for RF calculations). The equivalent circuit is simplified
as shown in Fig. 9.3.
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It is 10 be noted that the quantities L, R, C. and G, showa in Figs, 9.2 und 9.3, are all measived per unil
length, e.g., per meter, hecause they acewr periodicallv aleng the line. They wre thits dlixtributed throughow
the lengih of the line, Under no circumstances can they he assumed s he lumped ar any ane point

1} W —
L L L L

=8

| 3]
[

Fig. 9.3 Trausmisston-line RE equivalent circuit,

9.1.2 Characteristic Impedance

Any circuit that consists of series and shunt impedances must have an input impedance. For the trapstnission line
this input impedance will depend on the type of line, its length and the termination at the far end. To simplify
description and calculation, the input impedance under certain standard. simple and easily reproducible
conditions is taken as the reference and is called the characteristic impedance of that line, By definition, the
characteristic impedance of a fransmission line, Z, is the impedance measured at the input of this line when its
length is infinite. Under these conditions ihe type of termination at the far end has no effect. and consequently
is not mentioned in the definition,

Methods of Calculation 1t can now be shown that the characieristic impedance of a line will be measured
at its input when the line is terminated at the far end in an impedance equal to Z, (7, = Z, max power transter).
no matter what length the line has. This is imporiant, because such a situation s far easier to reproduce for
measurement purposcs than a line of infinite length.

Tfa line has infinite length, al! the power fed into it will be absorbed. [t should he fairly obvious that as one
moves away from the input, voltage and eurrent will decrease along the linc. as a result of the vultape drops
across the inductanee and current leakage through the capacitance. From the meaning of infinity, the points
|*-2' of Fig. 9.4 ate just as far from the far end of this linc as the points 1-2, Thus the impedance seen al I'-2"
(looking to the right) is also Z,, although the current and voltage are lower than at 1-2. We can ihus say that
the input terminals sce a piece of line up to '-2’ followed by a circuit which has the input impedance. equal
to 7,. It quitc obviously does not matter what the eircuil Lo the right of 1'=2' consists of, provided that it has
an input impedance equal to the characteristic impedance of the line. Z, will be measured at the input of a
transmission line if the output is terminated in Z,. Under these conditions Z, is considered purcly resistive,

: o

R
|

s .
>

- -V
v 2=

Fig. 9.4 [Infinite line,

It follows from filler theory that the characteristic impedance of an iterative circuit consisting of series and
shunt elements is piven by
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z,= % 9.1

where 7 = series impedance per section
= R + joal (£3/m here) and is the series impedance per unil length

¥ = shunt admittance per section
=G + joC (5/m here) and is the shunt admittance per unit length

R+ jel
Z = 9.2
° \JG+ jwl ©2)

From Equation (9.2) it follows that the characteristic impedance of  transmission line may be complex,
and indeed it very often is, cspecially in line communications, i.¢., telephony a1 voice frequencies, At radio
frequencies the resistive components of the equivalent circuit become insignificant, and the expression for
Z, reduces to

Therefore

_ |

L is measured in henrys per meter and C in farads per meter; it follows that Equation (9.3) shows the
characteristic impedance of a line in ohins and is dimensionally correct. It also shows that this characteristic
impedance is resistive at radio frequencies.

Physically, characteristic impedance is determined by the geometry, size and spacing of the conductors. and
by the dielectric constant of the insulator separating them, It may be calculated from the following formulas,
the various terms having meanings as shown in Fig. 9.5:

K2

{a) Parallel-wlra {b) Coaxial

Fig. 9.5 Transmission-line geometry.

For the parallel-wire line, we have

25
Z,= 276 IUEF Q (9.4)
For the coaxial line, this is
Z,= @l =0 (9.5
JE B

where & = dielectric constant of the tnsulation.
Note that the figure 138 is equal to 1207/e, where 120 = 377 () is the impedance of free space, and e is
the base of the natural logarithm system; 276 is 2 X 138.
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Equation (9.4) appears to take no account of the diclectric constant of the insulating material, This is because
the material is very often air for parallel-wirc lines, and its diclectric constant is unity, The formula for the 2,

of a balanced line with solid dielectric s almost identical, except that the first term becomes 276/ JE .

The usual range of characteristic impedances for balanced lines is 150 to 600 {1, and 40 to 150 £ for coaxial
lines, both being limited by their geometry. This, as well as the method of using the characteristic impedance
formulas, will be shown in the next three examples.

Example 9.1

A coaxial cable has n 75-0) characteristic impedance and a nominal capacitance of 69 pF/m. What is its
inductatice per meter? If the digmeter of the inner conductor is 0.584 mm, and the dielectric constant of the
insulation is 2.23, what is the outer conductor diameter?

Solution
L
Zu= E
L=ZIC=75 x60x10712=388x107 =0.388 uH/m

138 D

Z - ~—=log—

RN

7
1032 S > 0.81

d 138k 138223
D =D x aniilog 0.81 = 0.584 X 6.457 = 3.77 mm

Example 9.2

What is the minimum value that the characteristic impedance of an air-dielectric parallelwire line cotdd have?
Solution

Minimum impedance will occur when 2s/d is also minimum, and this is reached when the two wires of
Fig. 9.5a just touch. It is then seen that s = 4, so that we have

Z,  =276log2 x 1 =276 X 0.3010=83 (1

h.min

Example 9.3
A coaxial cable, having an inner dimmeter of 0.025 mm and using an insulator with a dielectric constant of
2.56, is lo have a characteristic impedance of 2000 §1. What must be the outer conductor diameter?

Solution

gl = P 200 ) on0s L8

d  13giE 1384256 138
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=23 1884
D = d x antilog 23,1884 = 0.025 X 104 x 1.543 = 3.86 % 10" mm
=386 X 10 km

b5
= 386X107 _ o0 lighteycars
9.44 x 1012
A light-year. as the name suggests, is the distance covered by light in | year at a veloeity of 300,000 km per
second, The figure of 409 light-years is almost exactly 100 times the distance of the nearest star (Proxima
Centauri) from the solar system, and this example tries to show conclusively that such a high value of char-
acteristic impedance is jusl not possible!

If a high value of characteristic impedance is needed, it is seen that the conductors must be very small to
give a large inductance per unit length. The distance between them must be very large 1o yield as small a shunt
capacitance per unil fength as possible, One eventually runs out of distance, At the other end of the scale, the
exact opposite applies. That is, distences between conductors become inconveniently small for coaxial lines,
They become impossible for parallel-wire lines, since overlapping of conductors would oceur if a Z, less than
83 §) were attempted.

9.1.3 Losses in Transmission Linas

Types of Losses  There are three ways in which energy, applied 1o a transmission line, may become dis-
sipated before reaching the load: radiation, conductor heating and dielectric heating,

Radiation losses oceur becanse a transmission line may act as an antenna if the separation of the condue-
tors is an appreciable fraction of a wavelength. This applies more to parallcl-wire lines than to coaxial lines.
Radiation losscs are difficult to estimate, being normally measured rather than calculated, They increase with
frequency for any given transmission line, eventually ending that line’s usefulness at some high frequency.

Conductor heating, or /°R loss, is proportional to current and therefore inversely proportional to charac-
teristic impedance. It also increases with frequency. this time because of the skin effect. Dicleciric heating is
proportional t the voltage across the diglectric and hence inversely proportional to the characteristic impedance
for any power transmitted. [t again increases with frequency (for solid dicleetric lines) because of gradually
worsening properties with increasing frequency for any given dielectric medium. For air, however, dielectric
heating remains negligible. Since the last two losses are proportional 1o length, they are usually lumped to-
gether and given by manufacturers in charts, expressed in decibels per 100 meters,

Velocity Factor The velocity of light and atl other electromagnetic waves depends on the medium through
which they travel. It is very neatly 3 X [0* m/s in a vacuum and slower in all other media. The velocity of
light in a medium is given by

ve (9.6
Vi
where v = velocity in the medium
v, = velocity of light in & vacumm
# = dielectric constant of the mediutm (1 lor a vacuum and very nearly | tor air)
The velocity factor of a dielectric substance, and thus of a cable, is the velocity reduction ratio and is
therefore given by
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vf'= (9.7

-

The dielectrie constants of materials commaonly wsed in transmission lines range from about 1.2 to 2.8,
giving corresponding velocity factors from 0.9 to 0.6.
v, fand A are related using

v=1A {(9.8)

v/'is constant. the wavelength 4 is also reduced by a ratio equal to the velocity factor. This is of particular
importance in steb caleulations. 10 a section of 300-0) twin tead has a velocity factor of (.82, the speed of
energy transferred is |8 percent slower than in a vacuum.

9.1.4 Standing Waves

If a Tossless transmission line has infinite length or is terminated in its charactenistic impedance. all the power
applied to the line by the generator at one end is absorbed by the load at the other end. H a finite piece of line
ts terminated in an impedance not equal to the characteristic impedance, it can be appreciated that some (but
not all) of the applied power will be absorbed by the termination. The remaining power will be reflected.

Reflections from an Imperfect Termination When a transmission line is incorrectly terminated, the
power not absorbed by the load is sent back toward the generator, o that an obvious inetficiency exists. The
greater the difference between the load impedance and the characteristic impedance of the line, the larger is
this inefficiency.

A line terminated in its characteristic impedance is called a nonresonant, rexistive, or flat, line. The voltage
and current in such a line are constant in phase throughout its fength if the line is lossless, or are reduced
cxponentially (#s the load s approached) if the line has losscs. When a line is terminated in a short circuit or
an open circuit, none of the power will be dissipated in such a termination, and all of it will be reflected back
to the generator, If the line is lossless, it should be possible to send a wave out and then quickly replace the
generator by a short circuit, The power in the line would shunt back and forth, never diminishing because
the line is lossless. The line is then called resonant because of its similarity to a resonant L cireuit, in which
the power is transferred back and forth between the electric and magnetic fields (refer to Fig. 9.3}, [f the load
impedance has 2 value berween 0 and Z, or between Z and o, oscillations still take place. This time the am-
plitude decreases with time, more sharply as the value of the load impedanee approaches £,

Standing Waves When power is applicd 1o a transmission line by a generator, a voltage and a current
appear whose values depend on the characteristic impedance and the applied power. The voltage and current
waves travel to the load at a speed stightly less than v, depending on the velocity factor. 1f Z, = Z,, the load
absorbs all the power, and none is reflected. The only waves then present are the voltage and current (in
phase) fraveling waves from generator to load.

If Z, is not equal to Z, some power is absorbed. and the rest is reflected. We thus have one set of waves, V
and /, traveling toward the load, and the reflected set traveling back to the generator. These two sets of traveling
waves, going in opposite directions (180° out of phase), set up an interference pattern known as sianding
waves, i.e., beats, along the line. This is shown in Fig. 9.6 for a shor-circuited line. 1t is seen that srarionary
voltage and current minima (nodes) and mazxima (antnodes) have appeared. They are separated by half the
wavelength of the signal, as will be explained. Note that voltage nodes and current antinodes coincide on the
line, as do current nodes and voltage antinodes.
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Load (sfc)

Wave amplitude

[1

n
o A
——|—— | — _——;——-_

Distance along line
Fig. 9.6 Lossivss line ternpinaled in a shork cirenit,

Consider only the forward traveling voltage and current waves for the moment. At the load, the voltage will
be zero and the current a maximum because the load is a short circuit. Note that the current has a finite value
since the line has an impedance. At that instant of time, the same conditions also apply at a point exactly one
wavelength on the generator side of the load, and so on. The curront at the load is always a maximum, although
the size of this maximum varies periodically with time, since the applied wave is sinusoidal.

The reflection that takes place at the short circuit affects both voltage and eurrent. The current now starts
traveling back to the generator, unchanged in phase (series circuit theory), but the voltage is reflected with a
180" phase reversal. At a point cxactly a quarter-wavclength from the load, the current is permanently Zero
(as shown in Fig. 9.6). This is because the forward and reflected current waves are exactly 180° out of phase,
as the reflected wave has had to travel a distance of A/4 + A/4 = A/2 farther than the forward wave. The two
cancel, and a current node is established. The voltage wave has also had to travel an extra distance of /2, but
since it underwent a 180° phase reversal on reflection, its total phase change is 360°. Reinforcement will take
place, resulting in a voltage antinodc at precisely the same point as the current node.

A half-wavelength from the load is a point at which there will be a voltage zero and a current maximum.
This arises because the forward and reverse current waves are now in phase (current has had to travel a total
distance of one wavelength to return to this point). Simultaneously the voltage waves will cancel, because the
F80° phase reversal on reflection must be added to the extra distance the reflected wave has to travel. All these
conditions will repeat at half-wavelength distances, as shown in Fig. 9.6. Every time a point is considered that
is A/2 farther from the load than some previously considered point, the refiected wave has had to travel one
whale wavelength farther, Theretore it has the same relation to the forward wave as it had at the first point.

It must be emphasized that this situation is permanent for any given load and is determined by it; such waves
are truly standing waves. All the nodes are permanently fixed, and the positions of al} antinodes are constant.
Many of the satne conditions apply il the load is an open eircuit, except that the first current minimum (and
voltage maximum) is now at the load. instead of a quarter-wavelength away from it. Since the load determines
the position of the first eurrent node, the type of load may be deduced from the knowledge of this position.

Standing-wave Ratio (SWR)  The ratio of maxinuim current to minimum cwrvent along a transmission
line is called the standing-wave ratio, as is the ratie of maximum to minimum voltage. which is equal to the
current ratio. The SWR is & measure of the mismatch between the load and the line, and is the first and most
important quantity caleulated for a particular load. The SWR is cqual to unity (a desirable condition) when
the load i perfectly matched. When the line is terminated in a purely resistive load, the standing-wave ratio
iz given by
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9.1.5 Quarter- and Half-Wavelength Lines

Sections of transmission lines that are exactly a quarter-wavelength or a half-wavelength long have important
impedance-transforming properties, and are often used for this purpose at radio frequencies. Such lines will
now be discussed.

Impedance Inversion by Quarter-wavelength Lines  Consider Fig. 9.8, which shows a load of imped-
ance Z, connected to a piecc of transmission line of length s and having Z, as its characterjstic impedance.
When the length 5 is exactly a quarter-wavelength line {or an odd number of quartes-wavelengths) and the
Jine is lossless, then the impedance £, scen when looking toward the load, is given by
2
Z = Z (9.11)
-7,

This relationship is somectimes called reflective impedance; i.c., the quarter-wavelength reflects the
oppositz of its load impedance. Equation (9.11) represents a very important and fundamental relation, which
is somewhat too complex to derive here, but whose truth may be indicated as follows. Unless a load 13 resis-
tive and equal to the characteristic impedance of the line to which it is connected, standing waves of voltage
and current are set up along the line, with a node (and antinede) repetition rate of A/2. This has already been
shown and is indicated again in Fig. 9.9, Note that here the voltage and current minima are not zeto; the load
i3 not a short circuit, and therefore the standing-wave ratio is not infinite. Note also that the eurrent nodes are
separated from the voltage nodes by a distance of 4/4, as before,

B s -

Zy - z z

Fig, 9.8 Loaded line.
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Fig. 9.9 Standing waves along a mismatched transmission line; impedance inversion,

It is obvious that at the point A {voltage node, current antinode) the line impedance is low, and at the point
£ (voltage antinode, current node) it is the reverse, e, high. In order to change the impedanee at 4, it would
be necessary to change the SWR on the line, If the SWR were increased, the voltage minimmun at 4 would
be tower, and so would be the impedance at 4. The size of the voltage maximum at 5 would be increased,
and 5o would the impedance at 5. Thus an increase in Z_ is sccompanied by a decrease in Z, (if 4 and B are
A/4 apart). This amounts to saying that the impedance at A is inversely proportional to the impedance at 8.
Equation (9.11) states this relation mathematically and also supplies the proportionality constant; this happens
to be the square of the charactenstic impedance of the transmission line. The relation helds just as well when
the two points are not voltage nodes and antinodes, and a glance at Fig. 9.9 shows that it also applics when
the distance separating the points is three, five, seven and so on, yuarter-wavelengths,
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Another interesting property of the guarter-wave line is seen if, in Equation (9.11), the impedances are
normalized with respect to Z,, Dividing both sides by Z, we have

_ %

Z= 8 (9.12)
‘{ﬂ Zl.
but
i =
z(l -
and
Zy
whenee £,/Z, = /z,.
Substituting these results into Equation (9.12) gives
;=
)
=y {9.13)

where y, is the normalized admittance of the load.

Equation (9.13) is a very important relation. It states that if a quarier-wavelength line is connected to an
impedance, then the normalized input impedance of this line is equal to the normalized load admittance. Both
must be normalized with respect to the line. Note that there is no contradiction here, since all normalized
quantities are dimensionless, Note also that this relation is quite independent of the characteristic impedance
of the line, a property that is very useful in practice.

Quarter-wave Transformer and Inpedance Malching In nearly all transmission-line applications, it
is required that the load be matched to the line. This invelves the tuning out of the unwanied load reactance
(if any} and the transformation of the resulting impedance to the value required. Ordinary RF transformers
may be used up to the middle of the VHF range. Their performance is not pood enough at frequencies
mueh higher than this, owing to excessive leakage inductance and stray capacitances. The quarter-wave line
provides unique opporiunities for impedance transformation up to the highest frequencies and is compatibie
with transmission lines.

Equation (9.11) shows that the impedance at the input of a quatter-wave line depends on two quantities; these
are the load impedance (which is fixed for any load at a constant frequeney) and the characteristic impedance
of the interconnecting transmission line. If this Z, can be varied, the impedance seen at the input to the /4
transformer will be varied accordingly, and the foad may thus be matched to the characteristic impedance of
the main line. This is similar to varying the turns ratio of a transformer to obtain a required value of input
impedance for any given value of load impedance.,

Example 9.4

1t is required to match a 200-€) lond to a 300-C) tranamission line, to reduce the SWR along the line tv 1. What
must be the characteristic impedance of the quarter-wave transformer wsed for this purpose, if it is connected
directly to the load?
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Fig. 9.11 Stub tuning. {a) and () Stult tuning of transmission Hnes. (b) and (d) 5tub tuning for coaxinl lines.
&, is the characteristic impedance of the ling; Z,, represents the antenna input impedance.

The normalized load impedance was inductive, and yet, from Equation (9.15), the normalized impedance
seen A/4 away from the load is capacitive. It is obvious that, somewhere between these two points, it must
have been purely resistive. This point is not necessarily A/8 from the load, but the fact that it exists at all is of
preat importance. The position of the purely resistive point is very difficult to calculate without a chart such
as the Smith chart previously mentioned. Many transmission-line calculations are made easicr by the use of
charls, and none more so than those involving lines with complex loads.

9.2 THE SMITH CHART AND ITS APPLICATIONS

The various propertics of transmission lines may be represented graphically o any of a large number of charts.
The most useful representations are those that give the impedance relations along a lossless line for different
load conditions. The most widely used calculator of this type is the Smith chart.

9.2.1 Fundamentals of the Smith Chart \

Description  The polar impedance diagram, or Smith chart as it is more commonly known, is itlustrated
in Fig. 9.12. It consists of two scts of circles, or arcs of circles, which are so arranged that various important
gquantitics connected with mismatched transmission lines may be plotted and evaluated fairly easily. The
complete circles, whose centers lie on the only straight line an the chart, correspond to various values of
normalized resistance (v = R/Z) along the line. The arcs of circles, to either side of the straight line, similarly
correspond to various values of normalized line reactance jx = jX/Z, A carcful look at the way in which the
circles intersect shows them to be orthogonal, This means that tangents drawn to the circles at the point of
intersection would be mutually perpendicular. The various circles and coordinates have been chosen so that
conditions on a kine with a given load (i.e., constant SWR) correspond to a eirele drawn on the chart with its
center at the center of the chart. This applies only to losstess lines. In the quite rare case of Jossy RF lines,
an inward spiral must be drawn instead of the circte, with the aid of the scales shown in Fig. 9.12 below the
chart,






Transmission Lines 249

at that point; the intersection to the left of the chart center corresponds to 1/r. It would be of use only it it had
been decided always to use values of SWR less than 1.

The preatest advantage of the Smith chart i that trave] along a lossless line corresponds to movement
alung a correctly drawn constant SWR circle. Close examination of the chart axes shows the chart has been
drawn for use with normalized impedances and admittances. This avoids the need to have Smith charts for
every imaginable value of linc characteristic impedance. (1f a particular value of Z is employed widely or
exclusively, it becomes worthwhile to construct a chart for that particular value of Z,. For example, the General
Radio Company makes a 50-£) chart for use with its transmission equipment. It may also be used for any other
50-£} situations and avoids the need for normalization.) Alse note that the chart covers a distanee of anly a
half-wavelength, since conditions repear exactly every half-wavelength on a lessless ling, The impedance at
17.716 A awuy from a load on a line is cxactly the same as the impedance 0.216 A from that load and can be
read from the chart.

Bearing these two points in mind, we see that impedances encountered at successive points along a lossless
line may easily be found from the chart. They lic at corresponding suceessive points along the correct drawn
{this word is repeated to emphasize the fact that such a circle must be drawn by the user of the chart for each
problem, as opposed to the numerous circles already present on the Smith chart) constant SWR circle on the
chart, Distance along a line is represented by (angular) distance around the chart and may be read from the
circumfrrence of the charl as a fraction of a wavelengih. Consider a point some distance away from some
laad. If to determiine the line impedance at 0.079 A away from this new point. it quickly becomes gvident that
there are two points at this distance. one closer to the load and one farther away from it. The impedance ut
these two points will not be the same. This is evident it one of these points just happens to be u voltape node,
The other poinl, being 2 X 0.079 = 0,158 A away from the first, cannot possibly be another voltage node, The
same rcasoning applies in all other situations. The direction of movement around a constant SWR circle is also
of importance. The Smith chart has been standardized so that movement away from the toad, i.e.. toward the
generator, corresponds to clockwise motion on the chart. Movetnent toward the losd corrcsponds ta counter-
clockwise motion; this is always marked on the rim of commercial Smith charts and is shown in Fig, 9.12.

For any piven load, a correct constant SWR circle may be drawn by normalizing the load impedance,
plotting it on the ehart and then drawing a civcle through this point, centered at 0. The poine P in Fig, 9.12
represents a correctly plotted normalized impedance of z = 0.5 4 j0.5. Since it lics on the drawn cirete which
intersects the raxis at 2.6, it corresponds to an SWR of 2.6, If the line characteristic impeduance had been 300 €2,
and if the load impedance had been (150 1 /150) {1, then P would correetly represemt the load on the chart.
and the resulting line SWR would indeed be 2.6. The impedance at any other point on this ling may be found
as described. by the appropriate movemnent from the load around the SWR =26 cirele. As shown in Fig. 9.12,
the normalized impedance at ' is 1.4 + 1.1, where P’ is 0.100 A away from the load.

Applications The following are some of the more important applications of the Smith chart:

1. Admittance calculations. This application is based on the fact that the impedance mcasured at @ is
equal to the admittance at P, if # and ( are A/4 apan and lie on the same SWR circle. This is shown in
Fig.9.12, The impedance at @ is 1 — /1. and a very simple calculation shows that if the impedance is 0.5
+ /0.5, as it waz at £, then the corresponding admittance is indeed 1 =71, as read off at Q.

Since the complete circle of the Smith chart represents a holf-wavelength along the line, a quarter-
wavelength corresponds to a semicirele, It is not necessary to measure A/4 around the cirele from P, but
merely te project the line through 7 and the center of the chart untif it intersects the drawn cirele s @ on
the other side. (Although such an application is not very important in itself, it has been tound of great
value in familiarizing students with the chart and with the method of converting it for use as an admittance
chart, this being essential for stub calculations.)
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(b). The Z of the transmission line to be used for the transformer

Solution

(a) Normalize the load impedance with respect to the ling; thus (100 - 750)/75 = 1.33 ~/0.67. Plot this point
(1) on the Smith chart. Draw a circle whose center hes at the center of the chart, passing through the
plotted point. As & check, note that thiz circle should correspond to an SWR of just under 1.9. Moving
toward the penerator, Le., clockwise, find the nearest point at which the line impedanee is purely resistive
(this is the interscetion of the drawn circle with the only straight line on the chart). Around the rim of the
chart, measure the distance from the load to this point (B); this distance =0,500-0.316=0.184 A, Read
off the normalized resistance at B, here r = 0.53, and convert this normalized resistance into an actual
resistance by multiplying by the Z, of the line. Here R = 0.53 X 75 =39.8{).

Fig.9.13 Smith chart solution of Example 9.7, matching with a quarter-wave transformer.
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{h) 39.8 () is the resistance which the A/4 transformer will have to match to the 75-£) ling, and from this point
the procedure is as in Example 9.4. Therefore

Zh = 242, =[75%39.8=5450

Students at this point are urged 1o follow the same procedure 1o snlve an example with identical requirements,
but now Z, = (230 + j450) (1 and Zj = 300 (2. The answers are distance = 0.080 A and Z}, = 656 (.

Mutching of Load to Line with a Short-circuifed Stub A swub is a picee of transmission linc which
is normally short-circuited at the far end. 1t may very occasionally be open-circuited at the distant end, but
gither way its impedance is a pure reactance. To be guile precise, such a stub has an input admittance which
is & pure susceptance, and it is used 1o lune out the susceptance component of the line admittance at some
desired point. Note that shori-circuited stubs are preferred because open-circuited pieces of transmission line
tend to radiate from the open end.

As shown in Fig. 9.14, a stub is made of the same transmission line as the one to which it is connected.
It thus has an advantage over the quarter-wave transformer, which must be constructed to sult the occasion.
Furthermore, the stub may be made ngid and adjustable. This is of particular use at the higher frequencies
and allows the stub to be used for a variety of loads, and/or over a range of frequencies.

Stub length

Zy

s
~—Togenerater &, y=1-——~@ T+jb

,—<——Distance 1o slub-—-'-‘

Fig. 914 Stub connected 1o loaded bransmizsion line,

Maiching Procedure
1, Normalize the load with respect to the line, and plot the point on the chart,

2. Draw a circle through this point, and travel around it through a distance of /4 (i.¢., straight through) to
find the load admittance. Since the stub is placed in parallel with the main line, it is afwas necessary fo
work with admittances when making siub calculations.

3. Starting from this new point (now using the Smith chart as an adminance chart), find the point nearest
io the load at which the notmalized admittance is 1 & jb. This point is the intersection of the drawn circle
with the + = 1 circle, which is the only circle through the center of the chart, This is the point at which
a stub designed to tune ow the /b component will be placed, Read off the distance traveled around the
circumference of the chart: this is the distance to the stub.

4. To find the length of the short-eircuited stub, start from the point <, joo on the right-hand ritn of the chart,
since that is the admittance of a short eircuit.
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5. Traveling clockwise around the circumferenee of the chart. find the point at which the susceptance thnes
out the £/ susceptance of the line al the point at which the stub is to be connected. For example, if the line
admittance is 1 +70.43, the required susceptance is —/0.43. Ensure that the correct polarily of susceptance
has been obtained; this is always marked on the chart on the lefi-hand rim.

6. Read off the distance in wavelengths from Lhe starting point o, joo to the naw poinl, (&.g., b = —0.43 as
above). This is the required length of the stub,

Example 9.8

(Refer to Fig. 9.15.) A series RC combination, having an impedance 2, = (450 - j600) ) at 10 MHz, is con-

nected to a 300-8) line. Calculate the position and length of a shmt—cnunted stub designed to match Hhis
load to the line.

pietance 19 slub =0.130 3
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Fig. 9.15  Smith chart solution of Example 9.8, matching with a short-circuited stub.
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Solution

[n the following solution. steps are numbered as in the procedure:
L. z, = (450 — /600)/300 = 1.5 — j2,

Circle plotted and has SWR = 4.6. Poinl plolted, £ in Fig. 9.15.
2.y, =024 +/0.32, from the chart.

This. as shown in Fig. 9.14, is /4 away and is marked (.

3. Mearestpointofy =1 x/hisy=1+/1.7.

This is found from the chart and marked R The distance of this point from the load,  to &, is found along
the rim of the ehart and given by
Distance to stub =0.181 - 0.051=0,130 A

Theretore the stub will be placed 0.13 A from the Tead and will have to tune out 4 = +1.7; thus the stub
must have a susceptanee of -1,7,

4,5, and 6. Starting from oo, joo, and traveling clockwise around the rim of the chart, one reaches the point
0, —/j1.7; it is marked § on the chart of Fig. 9.15. From the chart, the distance of this poinl from the short-
circuit admittance point is
Stub length = 0.335 - 0.250 = 0.085 4

Effects of Frequency Variation A stub will match a load to a transmission line only at the (requency at
whieh it was designed to do so, and this applies equally to a quarier-wave transformer. If the load impedance
varies with [requerncy, this is obvious. Howcver, it may be readily shown that a stub s no Ionger a perfect
match at the new [requency even if the load impedance is unchanged.

Consider the result of Example 9.8, in which it was calculated that the load- stub separation should be 0.13 A.
At the stated frequency of 10 MHz the wavelength is 30 m, so that the stub should be 3.9 m away from the
load. If a frequency of 12 MHz is now considered, its wavelength is 25 m. Clearly, a 3.9-m stub iz not 0.13 4
away from the load at this new frequency, nor is its length 0.085 of the new wavelength. Obviously the stub
has neither the correct position nor the correct length at any frequeney other than the one for which it was
designed. A mismatch will exist, although it must be said that if the frequency change is not great, neither is
the mismatch.

It often vecurs that a load is matched (o a line at one frequency, but the setup must also be relatively
lossless and efficient over a certain bandwidth. Thus, some procedure must be devised for caleulating the
SWR an a transmission line at a frequency /” if the load has been matched correctly to the line at a frequency /.
A procedure will now be given for a line and load matched by means of a short-circuited stub; the quarter-
wave transforimer situation is analogous.

Example 9.9
(Refer to Fig. 9.16.) Caleulate the SWR at 12 MHz for the problem of Example 9.8.

Solutlen

For the purpese of the procedure, it is assumed that the calculation involving the position and length of a stub
has been made at a frequency /7. and it is now necessary to calculate the SWR on the main line at £, Matter
teferring specifically to the example will be shown.
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Fig, 916  Smith chart solution of Example 9.9, effects of frequency change on a stub,

. If data are given as to how the load impedance varies with frequency, calculate load Impedance for the
new flequency. [A series RC combination having X, = 450 —j600 at 10 MHz will have Z, = 450 — /600
* '%1 =450 — j500 at 12. MHz.] Normalize this impedance [here z, =(450 — j500)/300 = 1.5 - 167].
Note that if the load impedance is known to be constant, this step may be omitted, since it would have
been performed in the initial stub calculation.

. Plot this point P’ on the chart, draw the usual circle through it, and find &, the normalized load aclrnif-
tance [here 2" is 0.30 + /0.33] from the Smith chart.
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9.3 TRANSMISSION-LINE COMPONENTS

A number of situations, connected with the use of transmission lings, require components that are lar easier
to manufacture or purchase than to make on the spur of the morment, One very obvious requirement is for
some sort of adjustable swb, which could cope with frequency or load impedanee changes and still give
adequate matching. Another situation ofien encountered is onc in which it is desired to sample only the forward
(or perhaps omly the reversc) wave on a transmission line upon which standing waves exist. Again, it often
liappens that a balanced line must be connected to an unhalanced one. Finally, it would be very handy indeed
to have a transmission line, for measurement purposes, on which the various guantities such as nodes, anti-
nodes, or SWR could be measured at any point. All such eventualiti=s are covered by special components,
which will now be discussed.

9.3.1 The Double Stub

Tf a transmission-line matching device is o be useful in a range of different matching situations, it must have
as many variable parameters, or degrees of freedom, as the standing-wave pattern. Since the pattern has two
degrees of freedom (the SWR and the position of the first maximum), so must the stub matcher. A single stub
of adjusiable position and length will do the job very well at {requencies below the microwave range. At such
high frequencies coaxial lines are employed instead of parallel-wire lines, and difficulties with screened slots
are such that stubs of adjustable position are not considercd.

Ta provide the second degree of freedom, a second stub of adjustable position is added to the first one.
‘This results in the double stub of Fig. 9.18 and is a commonly used matcher for coaxial microwave lines.
The two stubs are placed 0.375 A apart (A corresponding to the center frequency of the required range), since
that appears to be the optimum scparation. Two variables are provided, and very good matching is possible.
Not all loads can be matched under a1l conditions, since having a second variable slub is not quite as good as
having a stuh of adjustable position.

3
Ml

J To
To e o
generalar ( E load
Fig. 9.18 Double-stub maicher

Such a matcher is normally connected between the load and the main transmission line to ensure the
shortest possible length of mismatched line. It paturally has the same characteristic impedance as the main
line, and each stub should have a range of variation somewhat in excess of half 3 wavelength. The method of
adjustment for matching is trial and error, which may or may not be preceded by a preliminary calculation.
When trial and error is used, the stub ncarest to the load is set at a number of points along its range, and the
farther stub is racked back and forth over its entire range (at each setting point of the first stub) until the best
possible match has been achieved, The SWR is, of course, monitored constantly while adjustment is taking
place. Unless the load is most unusual, for example, almost entircly reactive, it should be possible to reduce
the SWR on the main line to below about 1.2 with this matcher.

If almost perfect matching under, all conceivable conditions of SWR and load impedance is requircd, a
triple-stub tuner should be used, This is similar to the double- stub tuner but consists of three stubs, adjustable
in length and placed 0.125 A apart (the optimum separation in this case).
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of forward and reverse wave entering the auxiliary line, If the ratio of forward to reverse power measured by
the detector is 30 dB, then the directional coupler 1s said to have a directivity of 30 dB. This value is common
in practice.

The ather important quantity in connection with a directional coupler is its directional coupling. This is
defined as the ratio of the forward wave in the main line to the forward wave in the auxiliary line. It {s mea-
sured in decibels, and 20 dB (100:1) is a typical value.

9.3.3 Baluns

A balun, or balance-10-unbalance transformer, is a circuit elerment used to connect a baianced line to an unbal-
anced line or antenna. Or, as is perhaps a little more common, it is used to connect an unbalanced (coaxial} line
to a balanced antenna such as a dipole. At frequencies low enough for this to be possible, an ordinary tuned
transformer is employed. This has an unbalanced primary and a center-tapped secondary winding, to which
the balaneed antenna is connected. [t must also have an electrostatic shield, which is eatthed to minimize the
effects of stray capacitances.

For higher frequencies, several transmission-line baluns exist for differing purposes and narrowband or
broadband applications. The most common balun, a narrow-band one, will be described here, as shown in
cross section in Fig, 9.20. It is known as the choke, sleeve, or bazooka halun.

Dipote
antenna
Balanced
line L ¥
Sleave A
T
—
Coaxial llne
sl
g

Fig, 9.20 Choke (bazooka) baluon.

As shown, a quarfer-wavelength slceve is placed around the outer conductor of the coaxial line and is
conmnected to it at x. At the point y, thereforc, /4 away from x, the impedance seen when looking down into
the transmission line formed of the sleeve and the outer conductor of the coaxial line is infinite. The outer
conductor of the coaxial line no longer has zero impedance to ground at . Ore of the wires of the balanced
line may be connected to it without fear of being short-vircuited to ground. The other balanced wire is con-
pected to the inner conductor of the coaxial line. Any balanced load, such as the simple dipole antenna shown
in Fig. 9.20, may now be placed upon it.

9.3.4 The Slotted Line

It can be appreciated that a piece of transmission line, so construgted that the voltage or current along it can be
measured continuously over its length, would be of real use in a lot of measurement situations. At relatively
low frequencies, say up to about 100 MHz, a pair of parallel-wire lines may be used, having a traveling detec-
tor connected between them. This detector is easily movable and has facilities for determining the distance
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of the probe from either end of the line, The Lecher fine is the name piven to this piece of equipment, whosc
high-frequeney equivalent is the slpteed line.

The slotted line is a piece of coaxial line with a long narrow longitudinal slot in the outer conductor. A flat
plate is mounted on the outer conductar, with a corresponding slot in it to carry the detector probe carriage.
It has a rule on the side, with & vernier for microwave frequencies to indicate the exact position of the probe.
The probe extends into the slot, coming quite close to the inner conductor of the line, but not touching it, as
shown in Fig. 9.21. In this fashion, loose coupling between line and probe is obtained which is adequate for
measurerncnts, but small cnough so as not to interfere unduly. The slotted line must have the same characteristic
itnpedance as the main line to which it is connected in series. [t must also have a lenglh somewhat in excess
of a half-wavelength at the lowest frequency ol operation.

Slot

Fﬂatéﬁx\\

Probe tip

Inner

Outer

Fig. 921 Cross section of n slotted line,

The slotted line simply permits convenient and aceurate measurement of the position and size of the first
voltage maximum from the load, and any subsequent ones as may be desired, without interfering significantly
with the quantities being measured. The knowledge of these quantitics permits caleulation of

l. Load impedance
2. Standing-wave ratio
3. Frequency of the generator being used

The practieal measurement and calculations methods are normally indicated in the instructions that come
with a particular slotied line. Measurement methods for these pararneters that do not involve the slotted line
also exist.

Multiple-Choice Questions

Each of the following multiple-choifce gquestions 2. A(75-j50)-(} load is connected to a coaxial trans-

consists of an incomplete stutement followed by four mission line of Z, = 75 £}, at 10 GHz. The best
choices (a, b, ¢, and d). Circle the letter preceding the method of matching consists in connecting
line that correctly completes each sentence. a. a short-circuited stub at the Toad
1. I[ndicate the false statement. The SWR on a trans- b. an inductance at the load )
mission line is infinity; the line is terminated in c. a capacitance at some specific distance from
a. ashort circuit the load
b. a complex impedance d. ashort-circuited stub at some specific distance

¢. an open circuit

ITors the load
d. a pure reactance
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3

The velocity factor of a transmission line

a. depends on the dielectric constant of the mate-
rial uzed

b. increases the velocity along the transmission
line

c. is governed by the skin effect

d. is higher for a solid dielectric than for air

Iinpedance inversion may be obtained with
a. ashort-circuited stub

b, an open-circuited stub

€. agquarter-wave ling

d. ahalf-wave line

. Bhort-cireuited stubs are preferred to open-

circuited smbs because the latter are

a. more difficult to make and connect

b, made of a transmission line with a different
characteristic impedance

2. liable to radiate

d. incapable of giving a full range of reactances

. For transmission-fine load matching overa range

of frequencies, it is best to use a

a. balun

b. broadband directional coupler

¢. double stub

d. single stub of adjustable position

The main disadvantage of the two-hole directional
coupler is

a. low directional coupling

b. poor directivity

¢. high SWR

d. narrow bandwidth

. To couple a coaxial line to a parallel-wire line, it

15 best o use a

& slotted line

b. balun

¢. directional coupler

o gquaner-wave transformer

. Indicate the three types of transmission line

energy losses.

a. PR, R, and temperature

b. Radiation, 7R, aud dielectric heating

¢. Dielectric separation, insulation breakdown,
and radliation

10,

13.

14,

d. Conductor heating, diefectric heating, and
radiation resistance,

Indicate the frue staternent below. The directional

coupler is

a. deviee used to connect a transmitier fo a
direetional antenna

b. acoupling device for matching impedance

c. a device used to measure transmission line
power

d. an SWR measuring instrument

. Indicate the true statement, Simplified equiva-

lent circuit representation of transmission at RF
frequencies consists of

a RL Cand G

b, Rand &

¢c. Land G

d, githerRand GorLand C

. Which of the following statements is true?

Characteristic impendance at RF frequencies is
purely

a. resistive

b, inductive

. capacitive

d. conductive

Radiation loss of a transmission line

a. increases with frequency

b. decreases with frequency

¢. increases and then decreases with frequency
d. independent of frequency

Conductor heating loss is

a. directly proportional to current and inversely
propotlioan] to characateristic impendance

b. direetly proportional to both current and char-
acteristic impedance

¢. inversely proportional to current and directly
proportional to characteristic impedance

d. directly proportional to current and indepen-
dent of characteristic impedance

. Radiation, conductor heating and dielectric heat-

ing losses

a. increase with frequency

b. decrease with frequency

¢. first two increase with frequency and last one
remains constant
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d. first one increascs and the lagt two deerease 17, Quarter-wave transmission line has a length of
with frequency At at

a. only one frequency

b. all frequencies

c. for many frequencies

d. independent of frequency

line is

a. directly proportional to the difference between
the load impedance and characieristic imped-
ance

b. invrersely proportional to the difference be-
tween the load impedance and characteristic

18, Which of the following statements is true for a
short-circnit load?
a. one /2 impedanace of both A/4 and A/2 trans-
migsion lines and short-circuit

impedance b. A/ is open circuit and that of A/2 is shert
¢. directly proportional to the product of load circuit

itnpedance and characteristic impadance c. A4 is ghort circuit and that of A/2 is open
d. directly proportional lo sum of the load imped- circuit

ance and characteristic impedance d. both A/4 and A/2 are open circuit.

Review Problems

. Alossless transmission line has a shunt capacitance of 100 pF/m and a series inductance of 4 (H/m. What

is ils eharaclerstic impedanee?

. A coaxial line with an outer diameter of 6 mm has a 50-{} characteristic impedance. If the dielectric

constant of the insulation is 1.60, calculate the inner diameter.

. A transmission line with a characteristic impedance of 300 () is terminated in a purely resistive load. Tt

is found by measurement that the minimum value of voltage upon it is 3 ¢V, and the maximum 7.5 (V.
What is the value of the load resistance?

. A quarter-wave transformer is connecied directly to a 50-£) load, to match this load to a transmission line

whose Z, = 75 {).What must be the characteristic impedance of the matching transformer?

. Using a Smith chart, find the SWR on a 150-0) line, when this line is terminated in a (225 —j75)-(} imped-

ance. Find the nearest point to the load at which a quarter-wave transformer may be connected to match
this load to the lire, and calculate the Zfy of the line from which the transformer must be made,

Calculate the length of a piece; of 50-{) epen-circuited line if its input admittance is to be /80 X 102 5.

. {@) Calculate the SWR on a 50-{) line, when it is terminated in a {50 +750}-() impedance. Using a Smith

chart, determine the actual foad admittance.

(5) ltis desired to match this load to the ling, in either of two ways, so as to reduce the SWR on it to unity.
Calculate the point, nearest to the load, at which one may place a quarter-wave ransformer (calculate
also the Z; of the transformer line).

. Using a Smith chart, caleulate the position and length of 2 stub designed to match a 100 2 load to a 50-£)

line, the stub being short-circuited. If this matching is correct at 63 MHz, what will be the SWR on the
main line at 70 MHz? Note that the load is a pure resistance,

. With the aid of a Smith chart, calculate the position and length of 4 short-circuited stub matching a (180

+ j120)-0) toad to a 300-0) transmission line. Assuming that the load impedance remains constant, find
the SWR on the main line when the frequency is (a) increased by 10 percent; (b) doubled.
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Review Questions

What is a transmission line? Give two examples”?
When coaxial cable is preferred over parallel-line?
When parallel line i preferred over coaxial cable?

Draw the general equivalent circuit of a transmission line and the simplified circuit For a radio-frequency
line. What permits this simplification?

Define the characteristic impedance of a transmission line. When is the input impedance of a transmission
line equal to its characteristic impedance?

6. Write the expressions for characteristic impedance and its simplified form for RF frequencies,

11.

12
13.

16.
17.
18.

1%,
20,

21.

. Discuss the types of losses that may occur with RF transmission lincs. In what unis are these losses

normally given?

. Write the relation between velouitics of light in vacuum and a medium.
. What do you mean by velocity facior? Write the expression to calculate it
10

With a sketch, explain the difference between standing waves and traveling waves, Explain how standing
waves occur in an imperfectly matched transmission line.

Define and explain the meaning of the term standing-wave ratio. What is the tormula for it if the load is
purely resistive”? Why iz a high value of SWR often undesirable?

What do you mean by node and untinode in case of standing wave?

Explain fully, with such sketches as are applicable, the concept of impedanee inversion by a quarter-wave
line.

. For what purposes can short lengths of open- or short-circuited transmission line be used? What is a stub?

Why are short-circuited stubs preferred to open-circuited ones?

. When matching a load to a line by means of a stub and a quarter-wave transformer (both situated at the

load), a certain procedure is followed. What is this procedure? Why are admittances used in connection
with stub matching” What does a stub actwally do?

What is a Smith chart? What are its applications?
Why must impedances (or admittances) be normalized before being ploled on a standard Smith chart?

Describe the double-stub matcher, the procedure used for matching with it, and the applications of the
device.

What iz a directional coupler? For what purposes might it be used?

Defing the terms directivity and directional coupling as used with directional couplers, and explain their
significance.

What is a bafun? What is a typical application of such a device?
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Also, the direction of the electric field, the magnetic field and propagation are mutually perpendicular in
electromagnetic waves, as Fig. 10.1 shows. This is u theoretical assumption which eannot be “checked,” since
the waves arc invisible. [t may be used to predict the behavior of clectromagnetic waves in all cireumstances,
such as reflection, refraction and diffraction, to be discussced later in the chapter.

Wawes in Free Space  Sinee no interference or obstacles are present in free space, clectromagnetic waves
will spread uniformly in all direetions from a point source. The wavefront is thus spherical, as shown in cross
section of Fig. 10.2. To simplify the description even further, “rays™ are imagined which radiate from the
poitt source in all directions. They are everywhere perpendicular to a tangential plane of the wave-front, just
like the spokes of a wheel.

At the distance corresponding to the length of ray P, the wave has a certain phase. Tt may have left the source
at an instant when its voltage and current were maximum in the eircuit feeding the souree, i.e., at an instant
of maximum electric and magnetic field vectors. If the distance traveled corresponds to exactly 100,000.25
wavelengths, the instantaneous electric and magnetic intensitics arc at that moment zero at all such points.
This is virtually the definition of a wavefront; it is the plane

Wavefrant G

Wavefrant P

SOUrce

Ray P

Fig. 10.2  Spherical rapefronts.

joining all points of identical phase. Here, of course, it is spherical, I the length of ray Q is exactly twice
that of ray P, then the aren of the new sphere will be exactly four times the area of the sphere with radius P.
it is scen that the total power output of the source has spread itself over four times the area when its distance
from the source has deubled. If power density is defined as radiated power per unit area, it follows that power
density is reduccd to one-quarter of its value when distance from the source has doubled.

It is seen that power density is inversely proportianal to the square of the distance from the sowrce. This
is the inverse-sguare law, which applies universally to all forms of radiation in free space. Stating thig math-
ematically, we have

P = iz (10.1)
4
where @ = power density at a distance ¢ from an isotrophic source
P = transmitted power

An isotropic souree is one that radiates uniformly in all directions in space. Althaugh no practical source
has this property, the concept of the isotropic radiator is very useful and frequently employed. As a matter of
interest, it may be shown quite simply that the inverse-square law applies also when the source is niot isotro-
pic, and students are invited to demonstrate this for themselves. However, for wavefronts to be spherical, the
velacity of radiation must be constant at all points (as it is in free space). A propagation medium in which this
is true is also called isoiropic.
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from its center. The concept of planc waves is very useful because it greatly simplifies the treatment of the
optical propertics of clectromagnetic waves, such as reflection and refraction,

Radiation and Reception  Antennas’radiate electromagnetic waves. Radiation will result from electron
flow in a suitable conductor. This is predicted mathematically by the Maxwell equations, which show that
current flowing in a wire is accompanicd by a magnetic field around it. 1f the magnetic field is changing, as it
does with alternating current, an electric field will be present also, As will be described in the next chapter,
part of the electric and magnetic field is capable of leaving the cutrent-carrying wire. How much of it leaves
the conductor depends on the relation of 113 length to the wavelength of the current.

Polarization 1t was illustrated in Fig. 10.1 that clectromagnetic waves are transverse, and the electric and
magnetic fields arc at right angles. Since the magnetic field surrounds the wire and is perpendicular to it, it
follows that the electric field is parallel to the wire,

Polarization refers to the physical oricniation of the radiated waves in space. Waves are said 1o be polarized
(actually linearly polarized) if they all have the same alignment in space. It is a characteristic of most antennas
that the radiation they emit is linearly polarized. A vertical antenna will radiate waves whose electric vectors
will all be vertical and will remain g0 in free space. Light emitted by incohierenr sources, such as the sun, has
a haphazard arrangement of field vectors and is said to be randomly polarized.

The wave of Fig. 10.1 is, of course, linearly polarized and is also said to be vertically polarized, since all
the electric intensity vectors are vertical. The decision to label polarization direction after the electric inten-
sity i3 not as arbitrary as it seems; this makes the direction of polarization the same as the direction of the
antenna. Thus, vertical antennas radiate vertically polarized waves, and similarly horizontal antennas produce
waves whose polarization is horizontal. There has been a tendency, over the years, to transfer the label to the
antenna itself, Thus people often refer to antennas as vertically or horizontally polarized. whereas it is only
their radiations that are so polarized.

It is also possible for antenna radiations to be circularly or even eiliptically polarized, so that the polariza-
tion of the wave rotates continuously in corkscrew fashion, This will be discussed further in Section 11.8 in
connection with helical antennas.

Reception Just as a wire carmying HF current is surrounded by electric and magnetic fields. so & wire
placed in a moving electromagnetic fleld will have a current induced in it {basic transfortner theory). This
is another way ol saying that this wire receives some of the adiation and is therefore a receiving antenna.
Since the process of reception is exactly the reverse of the process of transmiission, transmitting and receiving
antennas are basically intcrchangeable. Apart from power-handling considerations, the two types of antennas
are virtually identical. In fact, a so-called principle of reciprocity exists. This principle states that the charac-
teristics of antennas, such as impedance and radiation pattern, are identical regardless of use tor reception or
transmission, and this relation may be proved mathematically. It is of particular value for antennas employed
for balh functions.

AHernuation and Absorption  The inverse-square law shows that power density diminishes fairly rapidly
with distance from the source of electromagnetic waves. Another way of looking at this is to say that electro-
magnetic waves are attenuated as they travel outward from their source, and this attenuation is proportional to
the square of the distance traveled. Attenuation is normally measured in decibels and happens to be the same
numetrically for both field intensity and power dengity. This may be shown as follows.

Let® and% be the power density and ficld intensity, respectively; at a distance r| from the source of elec-
tromagnetic waves. Let simnilar conditions apply 0%, %, and r, with r, being the greater of the two distanecs.
The attenuation of power density at the farther point (compared with the nearer) will be, in decibels.
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Figure 10.3 shows atmospheric absorption split into its two major components, with absorption due to the
water vapor content of the atmosphere taken for a standard value of humidity. Tf humidity is inereased or iF
there is fog, rain or snow, then this form of absorption is increased tremendousty, and refleetion from rainwater
drops may even take place. For example, a radar system operating at 10 GHz may have a range of 75 km in
dry air, 68 km in tight drizzle, 55 km in light rain, 22 km in moderate rain and § km in heavy rain, showing
effectively how precipitation canses severe absorption at microwave frequeneies. It must be repeated that such
absorption is insignificant at lower frequencies, except over very long radio paths.

10.1.2 Effects of the Environment

When propagation near the earth is examined, several Factors which did not exist in free space must be
considered. Thus waves will be reflected by the ground, mountains and buildings. They will be refracted as
they pass through layers of the atmosphere which have differing densities or differing degrees of ienization.
Also, clectromagnetic waves may be diffracted around tall, massive objects. They may even interfere with
each other, when two waves from the same source meet after having traveled by different paths. Waves
may also be absorbed by different media, but it was more convenient to consider this topic in the preceding
section.

Reflection of Wawes There is much sirnilarity between the reflection of light by a mirror and the reflee-
tion of electromagnetic waves by a conducting medium. In bath instances the angle of reflection is equal
to the angle of incidence, as illustrated in Fig. 10.4. Again, as with the reflection of light. the incident ray,
the reflected ray and the normal at the point of incidence are in one plane, The concept of images is used to
advantage in both situations.

Normal

incldant Reflactad
|ncddent wavefront | wavefront \ Reflactad
rays rays

o - - Reflecting
- -~ surface

Image of
source

Fig. 104  Reflection of waves; image formation.

The proof of the equality of the angles of reflection and incidence follows the corresponding proof of what
is known as the second law of reflection for light. Both proofs are based on the fact that the incident and
reflected waves travel with the same veloeity. There is yet another similarity here to the refiection of light by
a mirror. Anyone who has been to a barber shop, in which there is a mirror behind as well as one in front, will
have noticed not only that a huge number of images are present, but also that their brightness is progressively
reduced. As expected, this is due to some abgorption at each reflection; this also happens with radio waves.
The reflection coefficient pis defined as the ratio of the electric intensity of the reflected wave to that of
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the incident wave. 1t is unity for a perfeet conductor or veflector, and less than that for practical conducting
surfaces. The difference is a result of the absorption of energy (and also its transmission) [rorn the wave by
the imperfect conductor, Transmission is a result of currents set up in the imperfeet conductor, which in tum
permit propagation within it, accompanied by refraction.

A number of other points connected with reflection must now be noted. First, it is important that the clectric
vector be perpendicular to the conducting surface; otherwise surface curretts will be set up, and no reflec-
tion will result, {this is discussed further in connection with waveguides). Second, if the conducting surface
is curved. reflection will once again follow the appropriate optical laws, Finally, if the reflecting surface is
rough. reflection witl be muoch the same as from a smooth surface, provided that the angle of incidence is in
excess of the so-called Rayteigh criterion.

Refraction  As with light, refraction takes place when electromagnetic waves pass from onc propagating
mediunt to a medium having a different density. This situation causes the wavefront Lo acquite a new direc-
tion in the second medium and is brought about by 4 change in wave velocity. The simplest case of refraction.
concerning two media with a plane, sharply defined boundary between them, is shown in Fig. 10.5.

Normal
Inzident wavefront

Incidant ray

Medium A
(rarer)

o
e

/ Refracted

wavefront |
PPl

Medium 8 -
{denser}

7

Fig.10.5  Refrackion at a plaue, sharply defined bowndary.

f=)
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Congider the situation in Fig. 10.5, in which a wave passes from medium A to the denser medium #, and
the incident rays strike the boundary at some angle other than 90°. Wavelront P —Q is shown at the instamt
when it is about 1o penctrute the denser medium, and wavefront 2 0 is shown just as the wave has inished
entering the second medium. Meanwhile, ray & has traveled entirely in the rarer medivm, and has eovered
the distance O’ proportienal to its velocity in this medium. In the same time ray a, which traveled entirely
in the denser medinm, has covered the distance P—P' This is shorler than @ - ' because of the lower wave
velocity it the denser medium. The in-between rays have traveled partly in each medium und covered total
distances as shown: the wavefront has been ratated.

The refationship between the angle of incidence 8 and the angle of retraction 8' may be calculated with
the aid of simple trigonometry and geometry. Considering the two right-angled mangles POO" and PP,
we have

OPO'=8 and PO'P' =8 (10.7)
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Therefore

sin@' _ PPUPQ PP vy

§n@  QQUPQ 00 v, (108)
where ¥ = wave velocity in medium 4

v, = wave velocity in medium B

It will be recalled, from Equation (9-7) and the accompanying work, that the wave velocity in a dielectric
medium is inversely proportional to the square root of the diclectric constant of the medium. Substituting this
into Equation (10.8) gives

sinH’___\[E__l
sin & kK'ou (10.9)

where k = dielectric constant of medium A
&* = dielectric constant of medium B
Ht = refractive index

Nole, once again, that the dielectric constant is exactly | for a vacuurn and very nearly [ for air.

When the boundary between the two media is curved, refraction still takes place, again following the optical
laws. If the change in density is gradual, the situation is more complex, but refraction still takes place. Just as
Fig. 10.5 showed that electromagnetic waves Lraveling from a rarer to a denser medium are refracted toward
the normal, so we see that wavces traveling the other way arc bent away from the normal. However, if there is
a linear change in donsity (rather than an abrupt change), the rays will be czoved away from the normal rather
than bent, as shown in Fig. 10.6.
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{rarer) Refracted

wavafront
Fig. 10.6  Refraction in a wediiom having linearly decreasing density (the Enrth is shown flat for simplicity).

The situation arises in the atmospbere just above the earth, where atmospheric density changes (very
slightly. but linearly) with height. As a result of the slight refraction that takes place here, waves are bent
down somewhat instead of traveling strictly in straight lines. The radio horizon is thus increased, but the
effect is noticeable only for horizontal rays. Basically, what happens is that the top of the wavefront travels
in tater atmosphere than the bottom of the wavefront and therefore travels faster, so that it is bent downward.
A somewhat similar situation arises when waves encounter the fonesphere,

Interference of Electromagnetic Waves  Continuing with the optical properties of electromagnetic waves.
we next consider interference. Interference occurs when two waves that left one source and traveled by dif-
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ferent paths amive at a point. This happens very often in high-frequency sky-wavc propagalion (see Section
10.2.2) and in microwave space-wave propagation (see Section 10.2.3), The latter case will be discussed
here. 1t occurs when a microwave antenna is located rear the ground, and waves reach the receiving point not
only directly but also after being reflected fiom the ground. This is shown in Fig. 10.7.

e, ’,f' ’,r""Reﬂemed ray 1°
o *\“‘H Reflacted ray 2

Graund surface
Fig.10.7 Interference of divect and ground-reflected rays,

It is obvious that the direct path is shorter than the path with reflection. For some combination of frequency
and height of antenna above the ground, the difference between paths T and 17 is bound to be exactly a half-
wavelength. There will thus be complete cancellation at the receiving point 2 if the ground is & perfect reflector
and partial cancettation for an imperfect ground, Another receiving point, 0, may be located so that the path
difference between 2 and 27 is exactly one wavelength, In this case reinforcement of the received waves will
take place at this point and will be partial or total, depending on the ground reflectivity. A succession of such
points above one another may be found, giving an interference pattern consisting of alternate cancellations
and reinforcements. A pattern of this form is shown in Fig. [0.8.

Lobes

Ground surfage
Fig. 10.8  Radiation pattern with interference.

The curve of Fig. 10.8 joins poinis of equal electric intensity. The pattern is due to the presence of an
antcnnz at a height above the ground of about a wavelength, with reflections from the ground (assumed to
be planc and perfectly conducting) causing interference. A pattem such as the one shown may be calculated
or plotted from actual field-strength measurements. The “flower petals™ of the pattcrn are called /obes. They
correspond to reinforcement points such as O of Fig. 10.7, whercas the pulls between the lobes correspond
to canecllations such as P of Fig, 10.7.

At frequencies right up to the VHF range, this interfercnce will not be significant hecause of the relatively
large wavelengths of such signals. In the UHF range and above, however, inlerference plays an inereasing
part in the behavior of propagating waves and must definitely be taken into account. It is certainly of greal
significance in radar and other microwave systems. For instance, if a target is located in the direction of one of
the null zones, no increase in the transmitted radar power will make this target detectable. Again, the angle that
the first lobe makes with the ground is of great significance in long-range radar. Here the transmitting anténna
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is horizontal and the maximum range may be limited not by the transmitted power and receiver sensitivity, but
simply because the wanted direction corresponds to the first null zone. 1t must be mentioned thar a solution to
this problem consists of increasing the elevation of the antenna and pointing it downward.

Diffraction of Radio Waves Diffraction is yet another property shared with optics and concerns itself
with the behavior of electromagnetic waves, as affected by the presence of small stits in a conducting plane
or sharp cdges of obstacles. It was first discovered in the seventecnth century and put on a firm footing with
the discovery of Huypens' pringiple fairly soon afterward, (Francesco Grimaldi discovered that no maiter
how small a slit was made in an opaque plane, light on the side opposite the source would spread out in all
directions. No matter how small a light source was constructed, a sharp shadow could not be obtained at the
edge of a sharp opague obstacle. The Dutch astronomer Christian Huygens, the founder of the wave theory
of light, gavc an explanation for these phenomena that was published in 1690 and is still accepted and used.)
Huygens’ principle states that every point on a given (spherical) wavefront may be regarded as a source of
waves from whiceh further waves are radiated outward, in 2 manner as illustrated in Fig. 10.9a. The total fiefd
at successive points away from the source is then equal to the vector sum of thesc secondary wavelets. For
normal propagation, there is no need to take Huygens' principle into account, but it must be used when dif-
fraction is to be accounted for. Huygens’ principle can also be derived from Maxwell’s equations.
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if a plane wave is considered, as in Fig. 10.9b, the question that arises immediately is why the wavefront
continues as a plane, instead of spreading out in all directions. The answer is that an infinite plane wave has
been considered, and mathematics shows that cancellation of the secondary wavelets will peenr in all directions
other than the original direction of the wavefront; thus the wavefront does continue as a plane. When a finite
plane is considered, the cancellation in spurious directions is no longer complete, so that some divergence or
scattering will take place. For this to be noticeable, however, the wavefront must be small, such as that ob-
tained with the aid of the slot in a conducting plane, as in Fig. 10.9¢, Tt is seen that instead of being “squeczed
throuph™ as a single ray, the wave spreads out past the slot, which now acts as Huygens’ point source on a
wavefront and radiates in all directions. The radiation is maximum (but not a sharp maximum if the slot is
smnall) in front of the slot and diminishes gradually away from it

Figure 10.10 shows what happens when a plane wave meets the edge of an obstacle. Although & sharp
shadow might have been expected, diffraction takes place once again for precisely the same reasons as before.
If two nearby points on the wavefront, £ and (, are again considered as sources of wavelets, it is seen that
radiation al angles away from the main direction of propagation is obtained. Thus the shadow zone receives
some radiation. Ifthe obstacle edge had not been there, this side radiation would have been canceled by other
point sources on the wavefront. '

Radiation once again dies down away from the cdge, but not so gradually as with a single slot because some
interference takes place; this is the reason why two point sources on the wavefront were shown. Given a eertain
wavelength and point separation, it may well be that rays a and #°, coming from P and (. respectively, have
a path differcnce of a half-wavelength, 5o that (heir radiations cancel. Similarly, the path difference between
rays f and &' may be a whole wavelength, in which case reinforcement takes plaee in that direction. When
all the other point sources on the wavefront are taken into account, the process becomes less sharp. However,
the overall result is still a succession of interference fringes (each fringe lcss bright than the previous) as one
moves away from the edge of the obstacle.

Shadow zone
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Fig. 10.10  Diffraction around the edge of an obstarie,
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This type of diffraction is of importance in two practical situations. First, signals propagated by means of
the space wave may be received behind talt buildings, mountains and other similar obstacles as a result.of
diffraction. Second, in the design of microwave antennas, diffraction plays a major part in preventing the
narrow pencil of radiation which is often desired, by generating unwanted side lobes,

10.2 PROPAGATION OF WAVES

In an earth environment, electiromagnetic waves propagate in ways that depend not only on their own propertics
but also on those of the environment itself; some of this was seen in the preceding section. Waves travel in
straight lines, except where the earth and its atmosphere alter their path. Except in unusual circumstances,
frequencies above the HF generally travel in straight lines (except for refraction due to changing atrmaspheric
density, as discussed in the previous section). They propagate by means of so-called gpace waves. These are
sometimes called tropospheric waves, since they lravel in the troposphere, the portion of the atmosphere
closest to the ground. Frequencies below the HF range travel around the curvature of the earth, sometimes
tight around the globe. The means are probably a combination of diffraction and a type of waveguide effect
which uses the earth’s surface and the lowest ionized layer of the atmosphere as the two waveguide walls,
These ground waves, or surface waves as they are called, are one of the two original means of beyond-the-
harizon propagation, All broadeast radio signals reecived in daytime propagate by means of surface waves.

Waves in the HF ranpge, and sometimes frequencies just above or below it, are reflected by the ionized layers
of the atmosphere (to be described) and are called sky waves. Such signals are beamed into the sky and come
down again after reflection, returning to carth well beyond the horiron. To reach reecivers on the opposite side
of the eartly, these waves must be reflected by the ground and the ionosphere several times.

Two more means of beyond-the-horizon propagation are tropospheric scatter and stationary satellite com-
runications. Each of these five methods of propagation will now be deseribed in turn.

10.21 Ground (Surface) Waves

Ground waves progress along the surface of the earth and, as previously mentioned, must be vertically
polarized to prevent short circuiting the electric component. A wave induces currents in the ground over
which it passes and thus loses some cnergy by absorption. This is made up by energy difiracted downward
from the upper portions of the wavefront.

There is another way in which the surface wave is attenuated: because of diffraction, the wavefront gradu-
ally tilts over, as shown in Fig. 10.11, As the wave propagates over the earth, it tills over more and more, and
the increasing tilt causcs greater short circuiting of the electric field component of the wave and hence field
strength reduction. Eventually, at some distance (in wavelengths) from the antenna, as partly determined by
the type of surface over which the ground wave propagates, the wave “lies down and dies.” [t is important
to realize this, since it shows that the maximum range of such a transmitter depends on its frequency as well
as its power. Thus, in the VLF band, insufficient range of transmission can be cured by increasing the trans-
mitting power. This remedy will not work near the top of the MF range, since propagation is now definitely
limited by tilt.

Field Strength at @ Distance Radiation from an antenna by means of the ground wave gives rise to a field
strength at a distance, which tmay be calculated by use of Maxwell’s equations. This field strength, in volts
per meter, is given in Equation (10.10), which differs from Equation (10.5) by taking inte account the gain
of the fransmitting antenna.

1207,/

o - 1200 (10.10)
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Fig, 10,11 Cround-wave propagation.

If a receiving antenna is now placed at this point, the signal it will receive will be, in volts,

V= 120:.'1?!1'!)'1E ! (10.11)

Ad
where  120x = characteristic impedance of frec space

h, = effective height (this is not quite the same as the actual height, for reasons dealt with in Sec-
tion 11-4) of the transmitting antenna

h, = effective height of the receiving antenna
[ = mntenna current

d = distance from the transmitting anlenna
A = wavelength

If the distance between the two antennas is fairly long, the reduction of field strength due ta ground and
atmospheric absorption reduces the value of the voltape received, making it less than shown by Equation
(10.11). Although it is possible to calculate the signal strength reduction which results, altogether too many
variables are involved to make this worthwhile, Such variables include the salinity and resistivity of the ground
or water over which the wave propagates and the water vapor content of the air. The normal procedure is to
catimale signal strength with the aid of the tables and graphs available.

VLF Propagation When propapation is over a good conductor like seawater, particularly at frequencies
below about 100 kilz, surface absorption is small, and so is attenuation due to the atmosphere. Thus the
angle of tilt is the main determining factor in the long-distance propagation of such waves. The degree
of tilt depends on the distance from the antenna in wavelengths, and hence the early disappearance of the
surface wave in HF propagation. Conversely, because of the large wavelengths of VLF signals, waves in
this range are able to travel long distances before disappearing (right around the globe if sufficient power is
transmitted).

At distances up to 1000 km, the ground wave is remarkably stcady, showing little diurnal, seasonal or
annual variation. Farther out, the effects of the E fayer’s contribution to propagation are felt. (Sec also the
next section, bearing in mind that the ground and the bottom of the £ layer are said to form a waveguide
through which VLF waves propagate.) Both short- and long-term signal strength variations take place, the
latter including the 11-year solar cycle. The strength of low-frequency signals changes only very gradually,
so that rapid fading doey not aceur. Transmission at these wavelengths proves a very reliable means of com-
munieation over long distances.
~ The most frequent users of long-distance VLF transmmissions are ship communications, and time and fre-
quency transmissions. Ships use the frequencies allocated to them, from 10 to |10 kHz, [for radio navigation
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The D luyer is the lowest, existing at an average height of 70 ki, with an average thickness of 10 km. The
depree of ils ionization depends on the altitude of the sun above the horizon, and thus it disappears at night.
It is the least imporlant layer rom the point of view of HF propagation. It reflects some VLF and LF waves
and absorbs MF and HF waves to a certain extent.

The E layer is next in height, existing at about 100 km, with a thickness of perhaps 25 km. Like the D
layer, it all but disappears at night; the reason for thesc disappearances is the recombination of the ions into
molecules. This is due to the absence of the sun (at night), when radiation is consequently no longer received.
The main cilects of the £ /ayer are to aid MF surface-wave propagation a little and to reflect some HF waves
in daytime.

The E laqver is a thin layer of very high ionization densily, th‘l‘lEtImE‘i making an appearance with the £
fayer. It is also called the sporadic E layer, when it does oceur, it ofien persists during the night also. On the
whole, it does nol have an important part in leng-distance propagation, but it sometimes permits unexpectedly
good reception. Its causes are not well understood.

The V| layer, as shown in Fig. 10.12, exists at a height of 180 km in daytime and combines with the F,
layer at mght its daytime thickness is about 20 km. Although some IIF waves are reflected [rom it, most pass
through to be reflected from the F, layer. Thus the main effect of the F, layer is to provide more absorption
for HF waves. Note that the absorption effcct of this and any other laycr is doubled, because HF waves are
absorbed on the way up and also on the way down.

The F, layer is by far the most important reflecting medium for high-frequency radio waves. Its approximate
thickness can be up to 200 ki, and its height ranges from 250 to 400 km in daytime. At night it falls to & height
of about 300 km, where it combines with the F, layer. [ts height and ionization density vary tremendously, as
Fig. 10.12 shows. They depend on the time of day, the average ambient temperature and the sunspot cycle (se¢
also the following sections dealing with the normal and abnormal ionospheric variations). Tt is most notice-
able that the / layer persists at night, unlike the others. This arises from a combination of reasons; the first is
that since this is the topmost leyer, 1t is also the most highly ionized, and hence there is some chance for the
ionization to remain at night, to some extent at least. The other main reagon is that although ionization density
is high in this layer, the acrual air density is not, and thus most of the molecules in it are ionized. Furthermore,
thiz ow actual density gives the molecules a large mean free patk (the statistical average distance a molecule
travels before colliding with another molecule). This low molecular eollision rate in turn means that, in this
layer, ionization does not disappear as soon as the sun sets, Finally, it must be mentioned that the reasons for
better HF reception at night are the combination of the F. , and F, layers into one F layer, and the virtual disap-
pearance of the other two layers, which were causing noticeable absorption during the day.

Reflection Mechanism  Electromagmetic waves returned to earth by one of the layers of the ionosphere ap-
pear to have becn reflected, Tn actual fact the mechanism involved is refraction, and the situation is identical
to that described in Fig. 10.6. As the ionization density increases for a wave approaching the given layer at an
angle, so the refractive index of the layer is reduced. {Alternatively, this may be interpreted as an increase in
the conductivity of the layer, and therefore a reduction in its electrical density or dielectric constant.} Hence
the incident wave is gradually bent farther and farther away from the normal, as in Fig, 10.6.

If the rate of change of refractive index per unit height (measured in wavelengths) is sufficient, the refracted
ray will cventually become parallel to the tayer. It will then be bent downward, finally emerging from the
ionized layer at an angle equal to the angle of incidence. Some absorption has taken place, but the wave has
been retumed by the ionosphere (well aver the horizon if an appropriate angle of incidence was used).

Terms and Definitions  The terminology that has grown up around the jonosphere and sky-wave propaga-
tion includes several names and expressions whose meanings are not obvious. The most important of these
terms will now be explained. ;
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the globe. Nommal values of MUF may range from 8§ to 35 MHz, but after unusual solar activity they may nise
to as high as 50 MHz. The highest working frequency between a given pair of points is naturally made less
than the MUF, but it 12 not very much less for reasons that will be seen.

The skip distance is the shartest distance from a transmitter, measured along the surface of the earth, at
which a sky wave of fixed frequeney (more than /) will be returned to earth, That there should be a minimum
distance may come as a shock, One expects there to be 8 maximum distance, as limited by the curvature of the
earth, but nevertheless a definite minimum also exists for any fixed transmitting frequency. The reason for this
becomes apparent if the behavior of a sky wave is considered with the aid of'a sketch, such as Fig. 10,14,

When the angle of incidence is made quite large, as for ray 1 of Fig. 10.14, the sky wave returns to ground
at a long distance from the transmitter. As this angle is slowly reduced, naturally the wave returns closer and
closer to the transmitter, as shown by rays 2 and 3. If the angle of incidence is now made significantly less
than that of ray 3, the ray will be too close to the normal to be returned to earth, It may be bent noticeably, as
for ray 4, or only slightly, as forray 5. In either case the bending will be insufficient to return the wave, unless
the frequency being used for comrunication is less than the critical frequency (which is most unlikely); in
that casc everything is returned to earth. Finally, if the angle of incidence is only just smailer than that of ray
3, the wave may be returned, but at a distance farther than the return point of ray 3; a ray such as this is ray 6
of Fig. 10.14. This upper ray is bent back very gradually, because ion density is changing very slowly at this
angle. It thus retums to earth at a considerable distance from the transmitter and is weakened by its passage.

Escaped
rays

f/,«'/x///////f///fy -
lenaspheric layer /

T 3
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Fig. 10.18 Effects of ionosphere on rays of varying incidence.

Ray 3 iz incident at an angle which results in its being returned as close to the transmnitter as a wave of this
frequency can be. Accordingly, the distance is the skip distance. [t thus follows that any higher frequency
beamed up at the angle of ray 3 will not be returned to ground. It is seen that the frequency which makes a
given distance correspond to the skip distance is the MUF for that pair of points.

At the skip distance, only the normnal, or lower, ray can reach the destination, whereas at greater distances
the upper ray can be received as well, causing interference. This is a reason why frequencies not much below
the MUF are used for transmission. Another rcagon is the lack of directionality of high-frequency antennas,
which is discussed in Section 11.6. If the frequency used is low enough, it is possible to receive lower rays
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by two different paths after either one or two hops, as shown in Fig. 10.15, the result of this is interference
onee again.

T R

Two-path
reception

Fig, 1015 Multipath sky-wave propagation.

The transmission path is limited by the skip distance a1 one end and the curvature of the earth at the other.
The longest single-hop distance is obtained when the ray is trensmitted langentially to the surface of the earth,
as shown in Fig. 10.16. For the 7, layer, this corresponds to 2 maximum practical distance of about 4000 km,
Since the semicircumference of the earth is just over 20,000 km, muitiple-hop paths are often required, and
Fig. 10.16 shows such a situation. Mo unusual problems arise with multihop north-south paths. However,
care must be taken when planning long east-west paths to realize that although it is day “here,” it is niglt
“there,” if “there™ happens to be on the other side of the terminator. The result of not taking this into account
is shown in Fig. 10.165. A path calculated on the basis of a constant height of the &, layer will, if it crosses
the terminator, undershoot and misa the receiving area as shown—the F layer over the target is lower than
the F, laycr over the transmitter,

Fading is the fluctuation in signal strength at 2 receiver and may be rapid or slow, peneral or frequency-
selective, In each case it is due te interference between two waves which Jeft the same source but amrived at
the destination by different paths. Because the signal received at any instant is the vector sum of all the waves
received, alternate cancellation and reinforcement will result if there is a length variation as large as a half-
wavelength between any two paths. It follows that such fluctuation is more likely with smaller wavelengths,
i.e., at higher frequencies.

Fading can occur because of interference between the lower and the upper rays of a sky wave; betwecn
sky waves armriving by a different number of hops or different paths; or even between a ground wave and a
sky wave egpeeially at the Jower end of the HF band. It may zlso occur if a single sky wave is being received.
because of fluctuations of height or density in the layer reflecting the wave. One of the more successful means
of combating fading is to use space or frequency diversity.

Because fading is frequency-selective, it is quite possible for adjacent portions of a gignal to fade inde-
pendently, although their frequency separation is only a lew dozen hertz. This is most likely to occur at the
highest frequencies for which sky waves are used. 1t can play havoe with the reception of AM signals, which
are seriously distorted by such frequency-selective fading. On the other hand, 55B signals suffer less from
this fading and may remain quite intelligible under these conditions. This is because the relative amplirude
of only a portion of the reeeived signal is changing constantly. The effect of fading on radiotelegraphy is to
introduce errors, and diversity is used here wherever possible.
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Fig. 10.16 Long-distance sky-wave transmission paths, (@) Narth-south; (b) east-west.

10.2.3 Space Waves

Space waves generally behave with merciful simplicity, They travel in (more or less) straight lines! However,
since they depend on line-of-sight conditions, space waves are limited in their propagation by the curvature
of the earth, cxcept in very unusual circumstances. Thus they propagate very much like electromagnetic
waves in free space, as discussed in Section 10.1.1. Such a mode of behavior is forced on them because their
wavelengths are too short for refiection from the ionosphere, and because the ground wave disappears very
close to the transmitter, owing to tilt.

Radio Horizon The radio horizon for space waves is about four-thirds as far as the optical horizon. This
beneficial effect is caused by the varying density of the atinosphere, and because of diffraction around the

curvature of the earth. The radio horizon of an antenna is given, with good approximation, by the empirical
formula

d =4 \/E (10.13)
where & — distance from transmitting antenna, km

h, — height of transmitting antentia above ground, m
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The same formula naturally applies to the receiving antenna, Thus the total distance will be given by ad-
dition, as shown in Fig. 10.17, and by the empirical formula

d=d +d =4[k +afh, (10.14)

A simple caleulation shows that for a transmitting antenna height of 225 m above ground level, the radio
horizon 15 60 km. Ifthe receiving antenna is 16 m above ground level, the total distance is increased to 76 km.
(reater distance between antennas may be obiained by locating them on tops of mountains, but links longer
than 100 km are hardly ever used in commercial communications,

1 h
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Fig, 1017 Radio horizon for space waves.

General Congiderations As discussed in detail in Section 10.1.2, any tall or massive objects will ab-
struct space waves, since they travel close to the ground. Consequently, shadow zones and diffraction will
result. This is the reason for the need in some areas for antenmas higher than would be indicated by Cquation
{10.14). On the other hand, some areas receive such signals by reflection—any object large cnough to cast
a radio shadow will, if it 15 a good conductor, cause back reflections also. Thus, in areas in front of it a form
of interference known as “ghosting” may be observed on the screen of a television receiver, It is caused by
the difference in path length (and therefore in phase) between the direct and the reflected rays, This situation
is worse near a transmitter than at a distance, beeause reflected rays are stronger nearby. Finally, particularly
severc interference exists at a distance far enough from the transmitter for the dircct and the ground-reflected
rays 1o be received simultaneously.

Microwave Space-wave Propagation  All the effects so far described hold true for microwave frequen-
cies, but some are increased, and new ones are added. Atmospheric abzorption and the effects of precipitation
must be taken into account. So must the faet that at such short wavelengths everything tends to happen very
rapidly. Refraction, interference and absorption tend to be sccentuated. One new phenomenon which occurs
is superrefraction, also known as ducring.

As previously discussed, air density decreases and refractive index increases with increasing height above
ground. The change in refractive index is normally lingar and gradual, but under certain atmospheric condi-
tions a layer of warm air may be trapped above cooler atr, often over the surface of water. The result is that
the refractive index will deerease far more rapidly with height than is usval. This happens near the ground,
often within 30 m of it. The rapid redugtion in refractive index (and therefore diclectric constant) will do o
microwaves whal the slower reduction of these quantities, in an ionized layer, does to HF waves; complete
bending down takes place, a3 illustrated in Fig. 10.18. Microwaves are thus continuously refracted in the
duct and reflected by the ground, so that they are propagated around the curvature of the earth Tor distances
which sometimes exceed 1000 km. The main requirement for the formation of atmospheric ducts is the so-
called temperature inversion, This is an in-crease of air temperature with height, instead of the usuzl decrease
in temperature of 6.5°C/km in the “standard atmosphere,” Superrefraction is. on the whole, more likely in
subtropical than in temperate zones,
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Tropospheric scatter propagation is subject to two forms of fading. The first {s fast, occurring several times
per minute at its worst, with maximum signal strength variations in excess of 20 dB. 1115 often called Rayleigh
Jading and is caused by multipath propagation. As Fig, 10.19 shows, scattering is from a volume, not a point,
g0 that several paths for propagation exist within the scatter volume. The second form of fading is very much
slower and is caused by variations in atmospheric conditions along the path.

It has been found in practice that the best results are oblained from troposcatter propagation if antengas are
elevated and then directed down toward the horizon. Also, because of the fading problems, diversity systems
are invariably employed, with space diversity more common than frequency diversity. Quadruple diversity
systems are generally employed, with two arltennas at cither end of the link {all used for transmission and
reception) separated by distances somewhat in excess of 30 wavelengths.

Multiple-Choice Questions

Each of the following mudtiple-chaice questions

consists of an incomplete stotement followed by four

choices (a, b, ¢, and dj. Circle the letter preceding
the line that correctly completes each sentence,

}. Indicate which one of the following terms applics
to troposeatter propagation:
a. 8IDs
b. Fading
¢. Atmospheric storms
d. Faraday rotation

2. VLF waves are nsed for some types of services
because
a, of the low powers required
b. the transmitting antennas are of convenient
size
¢. they are very reliable
d. they penetrate the ionosphere eagily

3. Indicate which of the following frequencies
cannot be used for reliable beyond-the- horizon
terrestrial communications without repeaters:

a. 20 kHz
b. 15 MHz
c. 900 MHz
d. 12 GHz

4. High-frequency waves are
a. mbsorbed by the F, layer
b. reflected by the £ layer
¢. capable of uze for long-distance communica-
tions on the moon
d. affected by the solar cycle

5.

Distances near the skip distance should be used

for sky-wave propagation

a. to avoid tilting

b. to prevent sky-wave and upper ray interfer-
ence

c. to avoid the Faraday effect

d. 50 as nul to exceed the critical frequeney

. Aship-~to-ship commuaications system is plagued

by fading. The best solution seems to be the use
of

a. a more directional antenna

b. a broadband antenna

c. frequency diversity

d. space diversity

A range of microwave frequencies more easily
passed by the atmosphere than arc the others s
called 2

a. window

b. eritical frequency

¢. pyro frequency range

d. resonance in the atmosphere

Frequencies in the UHF range normally propagate
by means of

a. ground waves

b. sky waves

c. surface waves

d. space waves

Tropospheric scatter is used with frequencies in
the following range:
a. HF
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A 150-m antenna, transmitting at 1.2 MHz (and therefore by ground wave}, has an antenna current of 8 A,

"What voltage is received by a receiving antenna 40 km away, with a height of 2 m? Note that this is a

typical MF broadeasting situation.

Twao points on earth are 1500 km apart and are to communicate by means of HF, Given that this is o be a
single-hop transmission. the cntical frequency at that time is 7 MH2 and conditions are idealized, caleulate
the MUF for those two points if the height of the ionospheric layer is 300 km.

A microwave link consists of repeaters at 40-km intervals. What must be the minimum height of trans-
mitting and receiving antennas above ground level (given that they are the same) to ensare line-of-sight
conditions?

Review Questions

. Electromagnetic waves are said to be transverse; what docs this mean? In what way are transverse waves

different from losgitudinal waves? Hlustrate each type with a skeich.

. Define the term power density, and explain why it is inversely proportional to the square of the distance

from the source.

. Explain what is meant by the terms isofropic sonrce and ivotrogic medium.
. Define and explain field intensity. Relate it to power density with the concept of eharacreristic impedance

of free space.

Explain fully the concept of finear polarization. Can longitudinal waves be polarized? Explain.

6. Why does the atmosphere absorb some power from waves propagating through it? At what frequencies

10.
I1.

does this absomtion become apparent?

. Prove that when clectromagnetic waves are reflected from a perfectly conducting medium. the angle of

reflection is equal to the angle of incidence. Ainr: Bear in mind that all parts of the wavefront travel with
the same velocity, and consider what would happen if the two angles were mof equal.

. What is refraction? Explain under what circumsiances it occurs and what causes it,
. Prove, with a diagram, that clectromagnetic waves passing from a denser to a rarer medium are bent away

from the normal.
What is interference of radio waves? What are the conditions necessary for it to happen?

What is meant by the diffraction of radio waves? Under what conditions does it arise” Under what condi-
tion does it not arise?

. Draw up a table showing radio-frequency ranges, the means whereby they propagate and the maximum

terrestrial distances achievable under normal conditions.

. Describe ground-wave propagation. What is the angle of 1i/f? How does it affeet Reld strength at a distance

from the transmitter?

. Duscribe briefly the strata of the ionasphere and their effects on sky-wave propagation. Why is this propa-

gation generally better at night than during the day?

. Discuss the reflection mechanism whereby electromagmetic waves are bent back by a layer of the iono-

sphere. Include in your discussion a description of the virtual height of a layer. The fact that the virtual
height is greater than the actual height proves something about the reflection mechanism. What is this?
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16. Show, with the aid of a suitable sketch, what happens as the angle of incidence of a radio wave, using
sky-wave propagation, is brought clozer and closer to the vertical. Define the skip disionce, and show
how it is related to the maximum usable frequency.

17. What is fading? List its major causes.

18. Briefly describe the following terms connected with sky-wave propagation: virtual height, critical fre-
guency, maximum usable frequency, skip distance and fading.

19. In connection with space-wave propagation, what is the radio horizon? How does it differ from the optical
horizon?

20, Write the characteristic impedance relation in terms of permeability and electric pormeability of a me-
dium.

21. What is the relation between field intensity and distance from the source?
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Figure 11.4 shaws the voltage and current distribution along a half-wave dipole. We can recognize the

similarity to the distribution of voltage and current on a section of ) transmission line open at the far end.

These voltage and current characteristics are duplicated every A/2 length, along the antenna (Fig. 11.5).
v 730

-~
Freepoint

I | B

(2) (b)

Fig. 11.4  Vbltage and current distribution on a half-wave dipole.

o T—— o= — %

Fig. 115  Current distribution on resonant dipoles,

By referring to Fig. 114, it will become apparent that to connect a transmission line to this antenna
configuration, we must observe the impedance at the connection points. The impedance varies along the
length of the antenpa, being highest where the current is Jowest, and Jowest where the current is highest
(at the center). At the center of a half-wave antenna the impedance is approximately 73 £} and increases to
about 2500 ) at either end. In order to achicve maximum power transfer, this antenna must be connected
o a 72-0) transmission line. This method of connection, the transmission line to the antenna, is sometimes
referred to as center or current fed.

11.2.2 Resonant Antennas, Radiation Patterns, and Length Calculations

Basic resonance theory has taught us that a high { resonant circuit has a very narrow bandwidth, The same
holds true for the resonant antenna. The narrow bandwidth establishes the useful limits for this type of radiator.
This will be fully covered in Section 11.6.2.

The radiation pattern of a wire radiator in free space depends mainly on its length, Refer to Fig. 11.6a for
the standard figure eight pattern of a half wave. Figure 11.66 shows a full wave, Fig. 11.6c a 1} wavelength,
and Fig. 11.64 three wavelengths.

The half-wave antenna has distributed capacitance and inductance and acts like a resonant circuit. The volt-
age and carrent will not be in phase. If an RF voltmeter is connected from the end of the antenna to ground, a
large voltage will be measured. 1f the meter jead is moved toward the center, the voltage will diminish.
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This value is equal to one complete wavelength, and we can see that an antenna capable of transmitting,
even at A/2 (1111.5 ft) or A/4 (555.75 fi), can be quite a structure. This size can become a problem at these
lower frequencies. Note that if we use the value 300 m/MHz (the speed of light), we can quickly calculate the
physical length of a [ull-wave antenna in meters by recognizing that frequency and wavelength are inversely
propartional.

300/ s
100 MHz
2.85 % 3.9 =11.115 fi (FM broadcast band 88 10 108 MHz)

=3mx095=285m

This antenna, cven al one full wavelength, is an easy structure to erect.

A hall-wave dipole (Fig. 11.6a) is like the elementary doublet (Fig. 11.3). but somewhat fiattened. The
slight flattening of the pattern is due to the reinforeement at right angles to the dipole (called a figure eight
pattern).

When the length of the antenna is one complete wavelength, the polarity of the current in one-half of the
antenna is opposite to that on the other half (Fig. 11.64). As a result of these out-of-phase currents, the radia-
tion at right angles from this antenna will e zero. The field radiated by one-half of the antenna alters the field
radiated hy the other half, A direction of maximum radiation still exists, but it is no longer at right angles to
the antenna. For a full-wave dipole, maximum radiation will be at 54° to the antenna. This process has now
generated extra /nhes. There are four in this situation.

As the length of the dipole is inereased to three half wavelengths, the current distribution is changed to
that of Fig. 11.6c. The radiation from one end of the antenna adds to that from the other, at right angles, but
both are partially canceled by the radiation (rom the center, which carrics a current of opposite polarity. There
is radiation at right angles to the antenna, but it is not reinforeed; therefore lobes in this direction are minor
lobes. The direction of maximum radiation, or of major lobes, is closer to the dircetion or axis of the dipole
itself, as shown in Fig. 11.64.

As we continue increasing the length, we increase the number ol lobes, and the direction of the major lohes
is brought closer or more aligned in the direction of the dipole. By looking closely at the patierns emerging,
we can see that there are fust as many radiation lobes on one side of the dipole as there are cutrent lobes of
both polarities. The 1% (3/2 A) wavelength has three radiation lobes on each side, and a 3-A antenna has six
(Fig. 11.6d).

11.2.3 Nonresonant Antennas (Directional Antennas)

A nonresonant anterna, like a properly terminated transmission line, produces no standing waves. They are
suppressed by the use of a correct termination resistor and no power is reflected, ensuring that only forwarding
traveling waves will exist. In a correctly matched transmission line, all the transmitted power is dissipated in
the terminating resistance. When an antenna is terminated as in Fig. 11.7a, about two-thirds of the forward
power is radiated; the remainder is dissipated in the antenna.

As scen in Fig. 11.7, the radiation patterns of the resonant antenna and a nonresonant one are similar
except for one major difference. The nonresonant antenna is unidirectional, Standing waves exist on the
resonant antenna. caused by the presence of both a refiected traveling wave and the forward traveling incident
wave, The radiation pattern of the resonant antenna consists of two parts, as shown in Fig. [1.8a and b, due
to the forward and reflected waves. When these two processes are combined, the results are as shown in Fig.
11.8¢, and the familiar bidirectional pattern results.
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Voltage and
current dnstnbutmn

(:{8 Antanna é

Fig. 11.7 Nonresonant antenna. (a) Layout and current distribution; (b} radiation pattern,

% ;

{a)

(6)

Fig. 11.8  Synthesis of resonant antenna radiation pattern. (a) Due to forward wave;
(b) due to reverse wave; () combined pattern.

11.3 TERMS AND DEFINITIONS

The preceding section shawed that the radiation pattern of a wire antenna is complex, and some way must be
found of describing and defining it. Again, something must be said about the effective resistance of antennas,
their polarization and the degree to which they concentrate their radiation. We will now describe and define a
number of impertant terms used in connection with antennas and their radiation patierns.

11.3.1 Antenna Gain and Effective Radiated Power

Centain types of antennas focus their radiation patter in a specific direction, as compared to an omnidirectional
antenna. Another way of looking at this concentration of the radiation is to say that some antennas have gain
(measured in decibels),

Directive Gain  Direcrive gain is defined as the ratio of the power density i a particular direction of one
antenna to the power density that would be radiated by an omnidirectional antenna (isotropic antenna). The

power density of both types of antenna is measured at a specified distance, and a comparative ratio is estab-
lished.
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The gain of a Hertzian dipole with respect to an isotropic antenna = 1.5:1. Gain in dB = 10 log, 1.5
= 1.76 dB.

The gain of a half-wave dipole compared to the isotropic antenna = [.64:1. Gain in dB = 10 log,,1.64
=2.154dB.

The wire antennas discossed in the preceding section bave gains that vary trom 1.64 (2.15 dB) for a half-
wave dipole to 7.1 (8.5 dB) for an cight-wave dipole. These figures are for resonant antennas m free space.
Similar nonresonant antennas have gains of 3.2 (5.05 dB) and 17.4 (12.4 dB) respectively. Two sets of char-
acteristics can be obtained from the previens information:

1. The longer the antenna, the higher the directive gain.
2, Nonrcsonant antennas have higher directive gain than resonant antennas.

Directivity and Power Gain (ERP) Anocther torm of gain used in connection with antennas is power
Eain. Power gain is a comparison of the ouput power of an antenna in a certain direction to that of an isufro-
pic antenna. The gain of an antenna s a power ratio comparison between an ommnidirectional and unidirec-
tional radiator. This ratio can be expressed as:

A(dB) = 10 log, , (%) (11.4)
I
where A(dB) = antenna gain in decibels
P, = power of unidirectional antenna

P, = power of reference antenna

Example 11.4

A half-wave dipole antenna is capable of radiating 1-kW and has a 2.15-dB gain over an isotropic antenna.
How much power must be delivered to the isotropic (onridirectional) antenna, to match the field-strength
directional antenna?

Solution
A(dB) = 10 log,, (i’)
P
2.15 = 10 log,y (=)
P
0.215 = Iogm(mm)
1Qr215 = (_FZ__)
1000
- (A
64~ (o)
P, = 1.64 % 1000

P, = 1640 W
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Another set of terms is also used in describing the performance of a transmitting system. One term is
effective radiated power (erp). It applics to the field gain of the antenna and the cfficiency of the transmiiter.

Example 11.5

If an antenng has a field gain (expressed in voltage) of 2, and the transmitter has an overall efficiency of 50
percent (the civcuit and transmission line losses) then, if a 1-kW signal is fed to the finals, this will result in
500 W being fed to the antenna. What is the erp?

Solution
emp - £, X field gain’
erp = 500 x 27
erp = 2000 W

11.3.2 Radiation Measurement and Field Intensity

The voltages induced in a receiving antenna are very small, gencrally in the mierovalt range. Field strength
measurements are thus given in microvolts per meter.

Field Intensity  The field strength (field intensity) of an anienna's radiation, ar a given point in space, fs
equal 1o the ammot of voltage induced in a wive antenna | m long, located at that given point,

The field strength, or the induced voltage, is affected by a number of conditions such as the time of day,
atmospheric conditions, and distance,
11.3.3 Antenna Resistance

Radiation resistance is a hypothetical value which, if replaced by an equivalent resistor, would dissipate exactly
the same amount of power that the antenna would radiate. -

Radiation Resistance Radiation resistance is the ratio of the power radiated by the antenna ro the square
of the curvent at the feed poini.

Antenna Losses and Efficiency In addition 1o the energy radiated by an antenna, power losses must be
accounted for. Antenna losses can be caused by ground resistance, corona effects, imperfect dialectric near
the antenna, energy loss due to eddy currents induced into nearby metallic objects, and PR losses in the
antenina itself. We can combine these losses and represent them as shown in Equation (11.5).

P|||:P0+Pmd (11.5)
where P = power delivered to the feed point
£, = power lost

P4 = power actually radiated

Example 11.6

If ant antenna with a total loss of 25% is fed with a signal of 800 watis, how much of it is actually radiated?
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Solutlon
Input power = F_= 800 W
Power lost P, =0.25 X 800 =200 W
Hence, power radiated = P, — £, = 800 W — 200 W = 600 W

Converting Equation (11.5) to 2R terms, we may state the equation as follows.

FRin = FRd * FRmd

Rin = ‘Rd t Rr.n:l
From this expression we can now develop an equation for caleulating antenna efficiency.
n=&xmu% (11.6)
Reag + Ry

R - antenna resistance
R, = antenna radiation resistance

Low-and medium-frequency antennas are least efficient because of difficulties in achieving the proper
physical (resonant) length. These antennas can approach efficiencics of only 75 to 95 percent. Antennas at
higher frequeneics can easily achieve values approaching 100 percent. Radiation resistance values may vary
from a few ohms to several hundred ohms depending on the choice of feed points and physical and cleetrical
charaeteristics.

Example 11.7

If antenna radiation resistance is 100 £} and the radiation efficiency is 75%, what is the antenna resistance?
Solutlon
N=(R_/R_+R}* 100%
R +R,=R_/m
R, =R _/n-R_ =(100/0.75)~ 100
R, =33330Q

11.3.4 Bandwidth, Beamwidth, and Polarization

Bandwidth, heamwidth, and polarization are three important terms dealing respectively with the operating
frequency range, the degree of concentration of the radiation patiem, and the space orientation of the radiated
Waves.

Bawndzidth The term bandwidth refers to the range of frequencies the antenna will radiate effectively,
i.e., the antenna will perform savisfactorily throughout this range of frequencies. When the antenna power
drops to ' (3 dB), the upper and lower cxtremities of these frequencies have been reached and the antenna
no longer perfarms satisfactarily.
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Antennas that operate over a wide frequency range and still maintain satisfactory performance must have
compensating circuits switehed into the system to maintain impedance matching, thus ensuring no deteriora-
tion of the transmitted signals.

Beamwidth The beamwidth of an antenna is described as the angles created by comparing the half-power
points (3 dB) on the main radiation lobe to its maximum power point. In Fig. 11.9, as an example, the beam
angle is 30°, which is the sum of the two angles created at the points where the field strength drops to 0.707
(field strenpth is measured in p/V/m) of the maximum voltage at the center of the lobe. (These points are
known as the hall-power points.)

Polarization Polarization of an antenna refers to the direction in space of the £ field (electric vector) por-
tion of the electromagnetic wave being radiated (Fig. 11.10) by the transmitting system,

a0

m ': m Antanna
v ' /\j; axis

Fig. 11.30  Polarization of the antenna showing E and M fields.
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Low-frequency antennas are usually vertically polanzed because of ground effect (reflected waves, ete.)
and physical construction methods. High-frequency antennas are generally horizontally polarized. Horizontal
polarization i# the more desired of the two because of its rejection to noise made by people, which is, for the
most part, vertically polarized.

11.4 EFFECTS OF GROUND ON ANTENNAS

The interaction of ground with antenna impedance and radiation characteristics has been touched on previ-
ously. Now is the time to go into a more detailed discussion of the interaction (see Fig. 11.11).

(GRS

n=
1

o | 2

h=d

Fig. 11,11  Radiation patierns af an ungrowded half-wave dipole located at varying heights above the ground.

oivect &4

aflectad
rays

Antenna

] Ground

Fig. 1112 Ungrounded anteina and image.

11.4.1 Ungrounded Antennas

As was shown in the preceding chapter, when a radiation source is placed near a reflecting surface, the signal
received at any distant point is the vector sum of the direct (sometimes called the incident) wave and the
reflected wave. To simplify the explanation, an image antenna is visualized to exist below the earth’s surface
and is a true mirror image of the actual antenna (Fig. 11.12).

When a wave is reflected, its polarity is changed by 180°. If direct and reflected waves of equal magnitude
and phase angle arc received at exactly the same time, the two signals will cancel each other out (the vector
sum is equal to zero). This condition is rarely achieved in reality, but combinations of this effect can cause
reception to fade (if the signals are out of phase) or increase (if the reflections happen to be in phase, i.c.,
voltage vector addition).
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11.4.2 Grounded Antennas

If an antenna is grounded, the earth still acts as a mirror and becomes part of the radiating systetn. The
ungrounded antenna with its image forms a dipole array, but the bottom of the grounded antenna is joined to
the top of the irmage. The system acts as an anienna of double size. Thus, as shown in Fig, 11,134, a grounded
quarter-wave vertical tadiator effectively has a quarter-wavelength added to it by its image. The voltage and
current distributions on such a grounded A/4 antenna (cormnmonty called the Marconi cntenna), are the same
as those of the hall-wave dipole in space and are shown in Fig. 11.135.

The Marconi antenna has one important advantage over the ungrounded, or Hertz antenna: to produce any
given radiation pattern, it need be only half as high. On the other hand, since the ground here plays such an
important role in producing the required radiation patterns, the ground conductivity must be good. Where it
is poor, an artificial ground is used, as described in the next section.

The radiation pattern of a Marconi antenna depends on its height, and a selection of patterns is shown in
Fig. 11.14. It is scen that horizontal directivity improves with height up to a eerlain point (5/8 A), afier which
the pattern “lifts off"” the ground.

Voltage
Direct ray
2 &
E Reflected 4
rays
5{ // l Current
ol By
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E ;o
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) a4
) '
1 :r'
{a) (b)

Fig. 11.13 Grounded anfenuas. (a) Antenna and image; (b) voltage and current
distribukion on basic Marconi antena,
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Fig. 11.14  Characterishics of vertical grounded antennas, (a) Heighis and current distributions; (b) radiation patterns,
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element more and reduce its input impedance. This is perhaps the main reason for the almost invariable use
of a folded dipole as the driven clement of such an amay.

The Yagi antenna admittedly does not have high gain, but it is very compact, relatively broadband because
of the folded dipote used and has quite a good unidirectional radiation patiern. As used in practice, it has one
reflector and several directors which are cither of equal length or decreasing slightly away from the driven ele-
ment. Finally, it must be mentioned that the folded dipole, along with one or two other antennas, is sometinies
called a superguin antenna, becanse of its good gain and beamwidth pur unit area of array.

11.6.3 Nonresonant Antennas —The Rhombic

A major requirement for HF is the need for a multiband antenna capable of operating satisfactorily over
most or all of the 3- to 30-MHz range, for either reception or transmission. One of the obvious solutions is
lo employ an array of nonresonant antennas, whose characteristics will not change too drastieally over this
frequency range,

A very interesting and widely used antenna array, cspecially for peint-to-point communications, is shown
in Fig. 11.25. This is the rhombic antenna, which consists of nonresonant elements arranged differently from
any previous arrays, It is a planar rhombus which may be thought of as a piece of paraliel-wire transmission
line bowed in the middle. The lengths of the {(equal) rudiators vary from 2 to 8 A, and the radiation angle, ¢,
varies from 40 to 75°, being mostly determined by the leg lengih.

The four legs are considered as nonresenant antennas. This is achieved by treating the two sets as a trans-
mission line correctly terminated in its characteristic impedance at the far end; thus only forward waves are
present, Since the termination absorbs some power, the rhombic antenna must be terminated by a resistor which,
for transmission, is capable of absorbing about one-third of the power fed to the antenna. The terminating
resistance iz often in the vicinity of 800 {) and the input impedance varies from 650 to 700 £1. The directivity
of the thombic varies from about 20 ta 30°, increasing with leg length up to about 8 A. However, the power
absorbed by the termination must be taken into account, so that the power gain of this antenna ranges from
about 15 to 60°. The radiation pattern is unidirectional as shown (Fig. |1.25).

Radiation pattern
in plane of antenna

I Sm—

Individual
pattarns

Fig, 1125  Rhombic autenna and radintion paiterns.

Because the rthombic is nonresonant, it does not have to be an integral number of half-wavelengths long. It
is thus a broadban antenna, with a frequency range at least 4; | for both input impedance and radiation pattern,
The rhombic is ideally suited to HF transmission and reception and is a very popular antenna in commercial
point-lo-point communications.

11.7 UHF AND MICROWAVE ANTENNAS

Transmitting and receiving antennas designed for use in the UHF {0.3—3 GHz) and microwave { |- 100 (GHz)
regions tend to be directive—some highly so. This condition results from a corbination of factors, of which
the first is undoubtedly feasibility. The dimensions of an antenna must generally be several wavelengths in
arder for it to have high gain. At the frequencies under discussion, antennas need not be physically large to
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have multiple-wavelength dimensions, and consequently several arrangements and concepts are possible
which might have been out of the question at lower frequencies. A number of UHF and microwave applica-
tions, such as radar, are in the direction-finding and measuring field, so that the need for directional antennas
is widespread, Several applications, such as microwave communications links, are essentially point-to-point
services, often in areas in which interference between various services must be avoided, The usc of directional
antennas greatly helps in this regard. As frequencies are raised. the performance of active devices deteriorates,
That is to say. the maximum achievable power from output devices falls off, whereas the noige of receiving
devices increascs. 1t can be seen that having high-gain (and therefore directional) antennas helps greatly to
overcome Lthese problems.

The VHF region, spanning the 30-300 MHz frequency range, is an “overlap” region. Some of the HF tech-
niques so far discussed can be extended into the VHF region, and some of the UHF and microwave antennas
about to be discussed can also be used at VEF. Tt should be noted that the majority of antennas discussed in
Section 11.8 are VHF antennas. One of the most commonly seen VHF antennas used around the world is the
Yagi-Uda, most often used as a TV receiving antenna.

11.7.1 Antennas with Parabolic Reflectors

The parabola is a plane curve, defined as the locus of a point which moves so that its distance from another
point (called the focus) plus its distance from a straight line (direcirix) is constant. These geometric properties
yield an excellent microwave or light reflector, as will be seen.

Geometry of the Parabola  Figure 11,26 shows a parabola CAD whose focus is at 7 and whose axis is A8
Tt follows from the definition of the parabola that

FP+ PP =FQ+ Q' =FR+RR' =k (11.8)

Parabola

Fig. 11.26 Geometry of the paratola.

where k = a constant, which may be changed if a different shape of parabola is required
AF = focal length of the parabola

Note that the ratio of the focal length to the mouth diameter (4F/CD} is called the aperture of the parabola,
just as in camera lenses.

Consider a source of radiation placed at the focus. All waves coming from the source and reflected by
the parabola will have traveled the same distance by the time they reach the directrix, no matter from what
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point on the parabola they are reflected. A/ such waves will he in phase. As a result, radiation is very strong
and concentrated along the A8 axis, bl cancellation will take place in any other direction, because of path-
length differences. The parabola is seen to have properties that lead to the production of concentrated beams
of radiation.

A practical reflector employing the propertics of the parabola will be a three-dimensional bow/-shaped
surface, obtained by revolving the parabola about the axis A8. The resulting geometrie surface is the paraboloid,
often called a parabolic reflectar or micrewave dish. When it is used for reception, exactly the same behav-
ior is manifested, so that this is also 2 high-gain recetving directional antenna reflector. Such behavior is, of
course, predicted by the principle of reciprocity, which states that the propertics of an antenna are independent
of whether it is used for transmission or reception. The reflector is directional for reception because only the
rays amriving from the B4 direetion, ic., normal to the directrix, are brought together at the focus. On the
other hand, rays from any other direction are canceled at that point, again owing to path-length differences.
The reflector pravides a high gain because, like the mirror of a reflecting telescope, it collects radiation from
a large area and concentrates it all at the focal point.

Properties of Paraboloid Reflectors The directional pattern of an antenna using a paraboloid reflector
hias & very sharp main lobe, surrounded by a number of minor lobes which arc much smaller. The three-
dimensional shape of the rmain lobe is like that of a fat cigar (Fig. 11.26), in the direction AB. If the primary,
or feed, antenna is nondirectional, then the paraboloid wil] produce a beam of radiation whose width is given
by the formulas.

704
= — 1.9
b= (11.9)
¢, =20 (11.9
whete A =wavelength, m

= beamwidth between half-power points, degrees
&, = bamwidth between nulls, degrees
[} = mouth diameter, m

Both equations are simplified versions of more complex ones, but they apply accurately to large apertures,
that is, large ratios of mouth diameter 1o wavelength. They are thus accurate for small beamwidths. Although
Equation (11.9") is fairly universal, Equation (11.9) contains a restriction. It applies in the speeific, but com-
mon, case ol illumination which falls away uniformly from the center to the edges of the paraboloid reflector.
This decrease away from the center is such that power density at the edges of the reflector is 10 dB down
on the power density at its center. There are two reasons tfor such a decrease in illumipation: (1) No primary
antenna can be truly isotropic, so that some raduction in power density at the edges must be accepied. (2) Such
a uniform decrease in illumination has the beneficial effect of reducing the strength of minor lobes, Note that
the whole area of the reflector is illuminated, despite the decrease toward the edges. If only half the area of
the reflector were illuminated, the reflector might as well have been only half the stze in the first place.

Example 11.9

Calculate the beamwidih between nulls of a 2-m paraboloid reflector wsed at 6 GHz. Note: Such reflectors are
often used at that frequency as antennas in outside brondeast televizion inicrowave links,
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Fig. 11.31 Offsct paraboloid reflector.

The finite size of the primary antenna also influences the beamwidth of antennas using paraboloid reflectors.
Not being a true point source, the feed antenna cannot aff be located at the focus. Defects known as aberrationy
are therefore produced. The main lobe is broadened and side lobes are reinforced. Tnereasing the aperture of
the reflector, so that the focal length is about one-quarter of the mouth diamcter, is of some help here, So 13 the
use of a Cassegrain feed, which partially helps to concentrate the radiation of the feed antenna to a point.

The fact that the primary antenna does not radiate evenly at the reflector will also introduce distortion. If
the primary is a dipole, it will radiate more in one plane than the other, and so the bearn from the reflector will
be samewhat flattened. This may he avoided by the use of a circular horn as the primary, but difficulties arise
even here. This is because the complete surface of the paraboloid is not uniformly illuminated, since there
is a gradual tapering of illumination toward the edges, which was mentioned in connection with Equation
{11.10). This has the effect of giving the antenna a viriual area that is smaller than the real area and leads, in
the case of reeeiving antennas, to the use of the term capiure area. This is the effective receiving arca of the
parabolic reflector and may be calculated from the power received and its comparison with the power density
of the signal being received. The result is the area of a [ully and evenly illuminated paraboloid required to

praduce that signal power at the primary. The capture area is simply related to the actual mouth arca by the
expression

A =kA (1.1
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where 4, = capture area
A = actual area
k = constant depending on the zntenna type and configuration = 0.65 (approximately) for a
paraboloid fed by a half-wave dipole

Equation (11.11) may be used to indicate how Equation (11.10) is derived, from a more fundamental
relation,

dndy _ 4nkd
A =—38__""=
P FE A?
Substituting for the area of the paraboloid mouth, we have

(111"

dmk(mD?/4) _ ARD? _ Dy D
4= =5 =0.657%(~) =64(=)
= cs.(%)2 (11.10Y

11.7.2 Horn Antennas

As we will see in the next chapter, a waveguide is capable of radiating energy into open space if it is suitably
excited at one end and open at the other. This radiation is much preater than that obtained from the twa-wite
transmission line described at the beginning of this chapter, but it suffers from similar difficulties. Only a
stnall proportion of the forward energy in the waveguide is radiated, and much of it is reflected back by the
open circuit. As with the transmission line, the open circuit is a discontinuity which matches the waveguide
very poorly to space. Diffraction around the edges will give the radiation a poor, nondirective pattern. To
overcame these difficulties, the mouth of the waveguide may be opened out, as was done to the transmission
line, but this time an clectromagnetic hom resilts instead of the dipole.

Basic horns  When 2 waveguide is terminated by a horn, such as any of those shown in Fig. 11.32, the
abrupt discontinuity that existed is replaced by a gradual transformation. Provided that impedance matching
is correet, all the energy traveling forward in the waveguide will now be radiated. Dircetivity will also be
improved, and diffraction reduced.

(&)

()

Fig. 1132 Horu antennas, (a} Sectoral; (b) pyramidal; (e} circular,
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Some conditions dictate the use of a short, shallow horn, in which case the wavefront leaving it is curved,
not plane as so far considered. When this is unavoidable, a diefectric lens may be employed to corzect the
curvature. Lens antennas arc descnbed in the next section.

Special Horns There are two antennas in use which are rather difficull to classify, since each is a cross
between a horn and a parabolic reflector. They are the Cass-horn and the eriply folded horn reflecior, the latter
maore commeonly called the hoghorn anfenna.

In the Cass-horn antenna, radio waves are collected by the large bottomn surface shown in Fig. 11.33, which
is slightly (parabolically) curved, and are reflected upward at an angle of 45°, Upon hitting the top surface,
which is a large hyperbolic cylinder, they are reflected downward to the focal point which, as indicated in
Fig. 11.234, is situated in the ecnter of the bottorn surlace. Onee there, they are collected by the conical horn
placed at the focus. In the case of transmission the exact reverse happens.

Top hyperbolic surface

Ja R

Primary
antenna

Typical ray

‘e
{b) Bottorn parabollc suface

Fig. 11.33(b) Cass-horn antenna.
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i horn canter
Wavaguide

(a) {h)
Pig. 1134 Hoghors antenna. {a) Perspective viewr (h) ray paths.

This type of horn reflector antenna has a gain and beamwidth comparable to those of a parabaloid refiector
of the same diameter. Like the Cassegrain feed, atier which it is named, it has the geometry to allow the place-
ment of the receiver (or tranamirter) at the foeus, this time without any obstruction. 1t is therefore a low-noise
antenna and is used in satellite tracking and communication stations.
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The hoghorn antenna of Fig. 11.34 is another combination of paraboloid and bor. It is a low-noise
microwave antenna like the Cass-horn and has similar applications. [t consists of a parabolic cylinder joined
to a pyramidal horn, with rays emanating from, or being received at, the apex of the hom. An advantage of the
hoghem anlenna is that the receiving point does not move when the antenna is rotated about its axis.

11.7.3 Lens Antennas

The paraboloid refiector is one example of how optical principles may be applied to microwave antennas, and
the lens antenna is yet another, [t is used as a coflimator at frequencies well in excess of 3 GHz and works in
the same way as a glass lens usced in optics,

Principles  Figure 11.35 illustrates the operation of a dieleciric lens antenna. Looking at it from the optical
point of view, as in Fig. 11.25q, we see that refraction takes place, and the rays at the edpes are refracted morc
than those near the center. A divergent beam is collimated, as evidenced by the fact that the rays leaving the
lens are patallel. It is assumed that the source is at the focal point of the lens. The reciprocity of antennas is
nicely illustrated. If a parallel beam is received, it will be converged for reception at the focal puint, Using an
electromagnetic wave approach, we note that a curved wavefront is present on the source side of the lens. We
know that a plane wavefront is required on the opposite side of the lens; to ensure a correct phase relation-
ship. The function of the lens nust therefore be to straighten out the wavetront. The lens does this, as shown
in Fig. 11.35h, by preatly slowing down the portton of the wave in the center. The parts of the wavefront
near the edpes of the lens arc slowed only slightly, since those parts encounter only a small thickness of the
dielectric material in which velocity is redueed. Note that, in order to have a noticeable effect on the velocity
of the wave, the thickness of the lens at the center must be an appreciable number of wavelengths.

Cellimated rays Plane wavafront
Source Source ) { ‘
.))
Lons

i Curved
Radiating
rys wavefromt ™ Leng

@ (b)
Fig, 11.35  Operation of the lens antenna. (a) Optical explanation; (b) wavefront explanation,

Practical Considerations Lens anlennas are often made of polystyrene, but other materials are also em-
ployed. All suffer from the same problem of excessive thickness at frequencies below about 10 GHz, Map-
nifying plasses {the optical counterparis) are.in everyday use, but what is not often realized is how thick
they are when compared to the wavelength of the “signal” they pass. The thickness in the center of a typical
magnifying glass may well be 6 mm, which, compared to the 0.6-1lm wavelength of yellow light, is exactly
10,000 wavelengths! Dielectric antenna lenses do not have to be nearly as thick, relatively, but it is seen that
probiems with thickness and weight can still arise,

Figure 11.36 shows the zoning, or stepping, of dielectrie lenses. This is often used to cure the problem of
great thickness required of lenses used at lower microwave frequencies or for strongly curved wavefronts.
Mot only would the lens be thick and heavy without zoning, but it would also absorb a latpe proportion of the
radiation passing through it. This is hecause any dielectric with a large enough refractive index must, for that
very reason, absorb a lot of power.

The function of a lens is to ensure that signals are in phase after they have passed throogh it. A stepped
lens will ensure this, despite appearances. What happens simply is that the phase ditference between the rays
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11.8.2 Helical Antenna

A helical antenna, is a broadband VHF and UHF antenna which is used when it is desired to provide cireular
polarization characteristics.

The antenna congsists of a loosely wound helix backed up by a grownd plane, which is simply a screen
made of “chicken” wire. There are two modes of radiation, rormal (meaning perpendicular) and axial. In the
first, radiation i in a direction at right angles to the axis of the helix. The second mode produces 3 broadband,
fairly directional radiation in the axial direction. If the helix circumference approximates a wavelength, it
may be shown that a wave travels around the turns of the helix, and the radiant lobe in this end-fire action is
circularly polarized. Typical dimensions of the antenna ate indicated in Fig. 11.39.

Ground plane

Helix

Coaxial

foadar )
0.84 | —
ry Axial
_ 4 radiation

A
4

Fig, 11,39 Dimensions of end-fire helical antenna.

When the helical antenna has the proportions shown, it has typical values of directivity close to 25, bearmwidth
of 90° between nulls and frequency range of about 20 percent on either side of center frequency. The energy
in the circularly polarized wave is divided equally between the horizontal and vertical components; the two
are H)° out of phase, with either one leading, depending on construetion, The transmission from a eireularly
polarized antenna will be acceptable to vertical or horizontal antennas, and sirnilarly a helical antenna will
aceept either vertical or horizontal polarization. -

The helical antenna is used either singly or in an array, for transmission and reception of VHF signals
through the ionosphere, as has already been pointed out. It is thus frequently used for satellite and probe
comnunications, particularly for radiotelemetry.

When the helix cireumference is very small compared to a wavelength, the radiation is a combination
of that of a small dipole loeated along the helix axis, and that of a small loop placed at the helix turns (the
ground plane is then not used). Both such antennas have identical adiation patterns, and they are here at right
angles, so that the normal radiation will be eircularly polarized if its two components are equal, or elliptically
polarized if one of them predominates,

11.8.3 Discone Antenna

Pictured in Fig. 11.40, the discone antenna is, as the name aptly suggests, & combination of a disk and a core in
close proximity. It is a ground plane antenna evolved from the vertical dipole and having 1 very sirmilar radiation
pattern. Typical dimensions are shown in Fig. 11,41, where D = A/4 at the lowest frequency of operation.
The discone antenna is characterized by an enormous bandwidth for both input impedance and radiation
pattern. 1t beliaves as though the disk were a reflector. As shown in Fig, 11.42, there is an inverted cone image
above the disk, reflected by the disk. Now consider a line perpendicular to the disk, drawn from the bottom
cone to the top image cone. If this line is moved to cither side of the center of the disk, its tength will vary
from a minimum at the center (/_ ) to a maximum at the edge (/) of the cone. The frequency of operation
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Why is the maximum radiation from a half-wave dipale in a direction at right angles to the antenna?
Explain fully what is meant by the teem resenant antenna,

What. in general, is meant by the gain of an antenna? What patt does the isorropic antenna play in its
calculation? How is the isotropic radiator defined?

Tao describe the gain of an antenna, any of the rerms directive gain directivity or power gain may be used.
Define each of them, and explain how each is related to the other two.

7. Define the radiation resistance of an antenna. What is the significance of this quantity?

8. Dizeuss bandwicdih, as applied to the two major parameters of an antenna. Also define beamvidih.

20

2]

22,

23,
24,

. In what way does the cffect of the ground on a nearby grounded antenna differ from that on a grounded

one? What is a havic Marconi antenna? Show its voltage and current distribution, as well as its radiation
pattern.

. Deseribe the various factors that decide what should be the “optimum length” of a grounded medium-

frequency antenna.

. There are four major functions that must be fulfilled by antenna couplers {the fourth of which does not

always apply). What arc they?

- What factors govemrn the selection of the {eed point of a dipole antenna? How do cwrrent feed and vollage

Sfeed differ?

. Draw the cireuits of two typical antenna couplers, and briefly explain their operation. What extra require-

ments are there when coupling to parallel-wire transmission lines?

. For what reasons arc high-frequency antennas likely to differ from antennas used at lower {tequencies?

What is an antenna arrav? What specific properties does it have that make it so useful a1 HF?

. Explain the dilference between driven and parasitic elements in an antenna array. What is the difference

between a direcror and a reflecior?

. Describe the end-fire array and its radiation pattern. and explain how the pattern can be made unidirec-

tonal,

. With the aid of appropriate sketches, explain fully the operation of a Yagi-Uda grray. List its applications.

Why ix it called a super gain antenna?

. Inwhat basic way does the rhonthic antenna differ from arrays such as the hroadside and end-fire? What are

the advantages and disadvantages of this difference” What are the major applications of the rhombie?

. What is a parabola? With sketches, show why its geometry makes il 2 suitable basis {or antenna reflectors.

Explain why an antenna using a paraboloid reflector is likely to be a highly dircetive receiving antenna.

With sketches, describe two methods of feeding a paraboloid reflector in which the primary antenna is
located at the focal point. Under what conditions is this method of feed unsatisfactory”?

Describe fully the Cassegrain method of feeding a paraboloid reflector, including a sketeh of the geometry
of this fceding arrangement.

Discuss in detail some shortcomings and difficulties connected with the Casseprain feed of parabolic
reflectors, How can they be overcome?

What is a hom antenna? How is it fed? What are ils applications?

Explain the basic principles of uperation of diefectrie fens antennas. showing how they convert curved
waveltonts into plane ones.
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25,

26.
27.

28,

29,

30.

What is the major drawback of lens antennas, restricting their use to the highest frequencies? Show how
zoning improves matters, while introducing a drawback of its own.

With suitable sketches, do a survey of microwave antennas, comparing their performance.

For what applications are wideband antennas required? List the various broadband antennas, giving iypical
percentage bandwidths for each,

Sketch a hefical antenna, and briefly explain its operation in the axig/ mode. In what very important way
does this untenng differ from the other antennas studied?

Sketch a discone antenna, and use the sketeh to describe its operation. For what applications is it suitablg?
Why do its applications differ from those of a rhombic antenna?

Explain how log-periodic antermas acquire their name.
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Fig. 121 Crenting o waveguide,

To simplify the understanding of the waveguide action, we refer to Section 9.1.5, which explained how the
quarter-wave shorted stub appeared as a paralle] resonant circuit (Hi £) to the source. This fact can be used
in the analysis of a waveguide; i.e., a transmission line can be transformed into a waveguide by connecting
multiple quarter-wave shorted stubs (see Fig. 12.1). These multiple connections represent a Hi Z to the source
and offer minimum attenuation of a signal.

In a similar way, a pipe with any sort of cross section couid be used as a waveguide (see Fig. 12.2), but
the simplest cross sections ate preferred. Waveguides with constant rectangular or circular cross sections are
normally employed, although other shapes may be used from time to time for special purposes. With regular
transmission lines and waveguides, the simplast shapes are the ones easiest to manufacture, and the ones
whose properties are simplest to evaluate,

{a) ()

Fig. 122 Waveguides, (a) Rectangular; (b) circular,

12.1.1 Introeduction

A rectangular waveguide is shown in Fig. 12.2, also a circular waveguide for comparison. [n 4 typical system,
there may be an anlenna at one end of a waveguide and a receiver or transmitter at the other end. The antenta
generates electromagnetic waves, which travel down the waveguide to be cventually received by the load.
The walls of the guide are conductors, and therefore reflections from them take place, as described in
Section 10.1.2. I is of the utmost importance to realize that conduction of energy takes place not through the
walls, whose function is only to confine this energy, but through the dielectric filling the waveguide, which is
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15 easier to leave out the inner conductor than to put it in, wavegnides are simpler to manufacture than coaxial
lings. Similarly, because there is neither an inner conductor nor the supporting dielectric in a waveguide,
(lashover is less likely. Therefore the power-handling ability ol wavepguides is improved, and is about 10
times as high as for coaxial air-dielectric rigid cables of similar dimension (and much more when compared
with flexibie solid-dielectric cable).

There 12 nothing but air in a wavegeide, and sinee propagation is by reflection from the walls instead of
conduction along them, power losses in waveguides are lower than in comparable transmission lines {sue
Fig. 12.3). A 41-mm air-dielectric cable has an attenuation of 4.0 dB/100 m at 3 GHz (which is very good for
a coaxial line). Thiz rizes to 10.8 dB/100 m for a gimilar loam-diclectrie Aexible cable, whereas the figure for
the copper WR284 waveguide is only 1.9 dB/100 m.

Everything else being equal, waveguides have advantages over coaxial lings in mechanical simplicity and
a much higher maximum operaling frequeney {325 GHz as compared with 18 GHez) because of the different
method of propagation.

Fig.12.3 Method of wave propagalion in a waveguide.

12.1.2 Reflection of Waves from a Conducting Plane

[n view of the way in which signals propagate in waveguides, it is now necessary to consider what lhappens
to electromagnetic waves when they encounter a conducting surface. This is an extension of the work in Sec-
tion 10-1.

Basic Behavior  An clectromagnetic plane wave in space s transverse-clectromagnetic, or TEM, The elcc-
trie field, the magnetic field and the direction of propagation are mutually perpendicular. I¥ such a wave were
sent straight down a waveguide, it would not propagate in it. This is because the clectric lield (ho matter what
its direction) would be short-circuited by the walls, since the walls are assumed to be perfect conductors, and
g potential eannot exist across them. What must be found is some method of propagation which does not
requite an electric field to exist near 2 wall and simultaneously be parallel to it. This is achieved by sending
the wave down the waveguide in a zigzag fashion (sce Fig. 12.3), bouneing it off the walls and setting up
a feld that is maximum at or near the center of the guide. and zero at the walls. In this case the walls have
nothing to short-circuit. and they do not interfere with the wave pattern set up between them. Thus propaga-
tion is not hindered.

Twu major conseguences of the zigzag propagation are apparent. The first is that the velocity of propaga-
tion in a waveguide must be less than in free space, and the second is that waves can no longer be TEM. The
second situation arises because propagation by reflection requires not only a normal component but also a
component in the direetion of propagation {as shown in Fig. 12.4) for either the electric or the magnetie ficld,
depending on the way in which waves are set up in the waveguide. This exira component in the direction of
propagation means that waves are no longer transverse-electromagnetic, because there s now cither an
electric or a magnetic additional component in the direction of propagation.
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Fig. 124 Reflection from a conducting surface.

Since there are two different basic methods of propagation, names must be given to the resulting waves Lo
distinguish themn from each other. Nomenclature of these modes has always been a perplexing question. The
Amierican system labels modes according to the field companent that behaves as it did in [rec space. Modes in
which there is no component of electric field in the dircetion of propagation are called transverse-electric (TE,
see Fig. 12.5b) modes, and modes with no such component of magnetic ficld are called transverse-magnetic
(TM, see Fig. 12.5a). The British and European systems label the modes according to the component that has
behavior different from Lhat in free space, thus modes are called 11 instead of TE and E instead of TM. The
American systern will be used here exclusively.

X
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Fig. 125 TM mud TL propagation.

Dominant Mode of Operation The natural mode of operation for a waveguidc is called the dominant
mode. This mode is the lowest possible frequency that can be propagated in a given waveguide. [n Fig.
12.6, half-wavelength is the lowest frequeney where the waveguide will still present the propertics discussed
below. The mode of operation of a waveguide is further divided into two submodes. They are as follows:

1. TE_, for the transversc clectric mode (electric field is perpendicular to the direction ol wave
propagation)
2. T™M  for the transverse magnetic mode (magnetic ficld is perpendicular to the dircetion of wave
propagation)
m = number of half-wavelengths across waveguide width (a on Fig. 12.6)
n = number of halfowavelengthe along the waveguide height (b on Fig. 12.6)

Plane Waves at a Conducting Surface Consider Fig. 12.7, which shows wave- fronts incident on a
perfectly conducting plane (for simplicity, reflection is not shown). The waves travel diagonally from left to
right, as indicated, and have an angle of incidence &,
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If the actual velocity of the waves is v, then simple trigonometry shows that the velocity of the wave in a
direction parallel to the conducting surface, Vs und Lthe velocity normal to the wall, v, respectively, are given by

vy=vﬂsin9 (12.hH

v =v cos @ (12.2)

Magnetic
fields

Electrostatic
flialds

Fig. 12.6  Dominant made of waveguide aperation,

As should have been expected, Equations (12.1) and (12.2) show that waves travel forward more slowly in a
waveguide than in free space.
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Fig. 12.7 Plane waves af a conducting surfice,

Example 12.1
If V. is the velocity of the EM wave incident at 30" ab the input of the wavesuide then what will be velocities
it a direction parallel and normal to Hie conducting surface?
Solution

Veloeity in the parallel divection vo=v sin @=v_sin 30" = (V3/2) v,
Velocity in the normal direction v, = v,cos 0 — v_cos 30° = /2
v and v are smaller than v
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Substituting Equation (12.15) into {12.14) gives
2
Y o= ﬁ:vz—l-—=v2—l_(l/‘;‘“)
n [ c )
v, Vp V.
A2
VS Ve 1 (z)
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(12.13)

(12.16)

Equation (12.16) is an important one and reaffirms that the velocity of propagation (group velocity) in a
waveguide is lower than in tree space. Group velocity decreases as the free-space wavelength approaches the
cuteff wavelength and eventually becomes zero when the two wavelengths are equal. The physical explana-
tion of this is that the angle of incidence (and retlection) has become 90°. there is no traveling wave and all
the energy is refiected back to the generator. There is no transmission-line equivalent of this behavior, but the
waveguide may be thought of as a high-pass filter having no attenuation in the bandpass (for wavelengths

shorter than A}, but very high attenuation in the stop band.

Example 12,7

A wave is propageted in a parallel-plane waveguide, under conditions as just discussed. The frequency is 6

GHz, and the plane separation is 3 e, Calculate
() The cutoff wavelength for the dominant mode

(b) The wavelength in a waveguide, also for the dominant mode

{¢) The corresponding group and phase velocities
Solutlon

{(a) A‘,=2—a=2><%=6cm

m

v, 3x10' 30
b =X= =—=3¢m
(b) A [ oex10® 6

Since the fres-space wavelength is less than the cutoff wavelength here, the wave will propagate, and atl
the other quantities may be calculated. Since [] —(AlAy)? EPPEArs in all the remaining calculations, it is

convenient to galeulate it first. Let it be p; then

p= Jr_(%)z :Jl_(%)zz\/l_ﬂ.ﬁ@;wﬁﬂ

Then
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{c}

=
1l

v =3 10% x 0.553 = 1.66 X 10*m/s

H - 1
=3% 10 =543% 108 m/s

Ur
rop 0.553

Example 12.8

It is necessary to propagate a 12.GHz signal in 2 waveguide whose wall separation is 6 cm. What js the great-
est mwmber of half-waves of electric intensity which it will be possible to establish between the hwo walls,
(L.e., what is the largest value of m)? Calculate the guide wavelength for this mode of propagation.

Solution

. 3|0
A= e XN
Joioxio?
The wave will propagale in the waveguide as long as the waveguide’s eutoff wavelength is greater than the
free-space wavelength of the signal. We calculate the cutoff wavelengths of the guide for increasing values
of m.

Whenm=1,
1% 8120 : :
o= 2X 1= 1Zem (This made will propagate.)
When # = 2,

A,=2X % =6em (This mode will propagate.)

When m =3,

6 r .
A,z 2% 7= 4cm {This mode will propagate.)
When m =4,
A, =2x % =3cm | (This mode will ot propagaie, because the cinoff wavelength is no longer

larger thun the free-space wavelength.)
Tt is seen that the greatest number of half-waves of eleciric intensity that can be established hetween the
walls is three, Since the cutoff wavelength for the m = 3 mode is 4 cm, the guide wavelength will be

A= 3 3 3-—=-=l._‘“.i-’-h:m

;-_\F(;.;)zz\/] 0,552-:%6!

1214 Rectangular Waveguides

When the top and bottom walls are added to our parallel-plane waveguide, the result is the standard rectangular
waveguide used in practice, The two new walls do not really affect any of the results so far obtained and are
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Solution
b= 22222 om
et
(5] = 1-Gey =1- (B P =0s

) =1-057=-043

i = +0.43 = 0.656

A= 0.656A = 0.656 X 6 =3.93 cm

v, 3109

- = 7.63%10° = 7.63GH
A 393 0 z

Field Patterns The electric and magnctic field patterns for the dominant mode are shown in Fig. 12.12a.
The clectric field exists only at right angles to the direction of propagation, whereas the magnetic field has a
component in the direction of propagation as well as a normal component. The clectric field is maximum at
the center of the waveguide for this mode and drops off sinusoidally to zero intensity at the walls, as shown.
The magnetic field is in the form of (closed) loops, which lie in planes normal to the electric field, i.e., paral-
lel to the top and hottom of the guide. This magnetic field is the same in all those planes, regardless of the
position of such a plane along the y axis, as evidenced by the equidistant dashed lines in the end view. This
applies to afl TE_, modes. The whole configuration travels down the waveguide with the group velocity, but
at any instant of t tlme the whole waveguide is filled by these fields, The distance between any two identical
points in the z direction is ?l.’ as implied in Fig, 12,124,

The field patterns for the TE, , mode, as shown in Fiy, 12.125, are very similar. Indeed, the only differences
are that there are now two halr"-wavu variations of the electric (and magnetic) field in the X~ plane, as shown.
The field patterns for the higher TE | modes are logical extensions of those for the first two.

Maodes gther than the TE_ | tend to be complex and difficult to visualize; they are, after all, three-dimensional.
Inthe TE, , mode, the eleclnc field looks like cobwebs in the camers of the guide. Examinarion shows that there
is now oue half-wave change of eleciric intensity in both the x and y axes, with an electric intensity maximum
in the exact center of the wavegmde The magmetic field at any given cross section is as for the TE , mades,
but it novw also varies along the y axis. For the T M, | made, the electric field is radial and the magnenc field
annular in the X~ ¥ plane. Had the waveguide been circular, the electric field would have consisted of sitaight
radial lines and the magnetic field of concentric circles, Also, it is now the electric field that has a cormponent
in the direction of propagation, where the magnetic ficld had one for the TE modes, Finally, it will be noted
from the end view of Fig, 12.12¢ that wherever the electric field touches a wall, it docs so at right angles. Also,
all intersections between electric and magnctic field lines are perpendicular,
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arc the same travel down the waveguide and the same repetition rate A, The same conventions have been
adopted cxeept that now open circles are used Lo show lines (electric or magnetic, depending on the mode)
coming out of the page. and fuli dots are used for lines going into the page.

T
Saction thraugh ed (b) TMg 1 mode

Fig. 1213 Field patierns uf twa common modes In circular wavegnides. (From A.B. Bronwell and
R. E. Bean, Theory and Application of Micrawaves McGraw-Hill, New York.)

Disadvantages The first drawback associated with a circular waveguide is that its cross scetion will be
miich bigger in arca than that of a corresponding rectangular waveguide used to carry the same signal. This
is best shown with an example,

Example 12,15
Calculate the ratio of the cross section of a circular waveguide to that of a rectangular one if each is to have
the same cutoff wavelength for its dominant made.
Solution
For the dominant (TE, |} mode in the circular waveguide, we have
2z _ Imr
" k) 184

The area of a circle with a radius r is given by

idlr

A =

In the rectangular waveguide, for the TE | mode,

Lu

A= -E'I—H—ZLI

0



362  Kenuedy's Electronic Communication Systems

If the two cutofl wavelengths are to be the same, then

2e=341r
- 3";“' = 1,705
The arca of a s1andard rectangulﬂr waveguide is
A abmal = SO0
g 2 pi

The ratic ol the areas will thus be

2
A 57
A 1452

e

It follows from Example 12,15 that (apart {rom any other consideration) the space occupied by a rectangular
waveguide system would be considerably less than that for a circular system. This obviously weighs against
the use of circular geides in some applications.

Another problem with circular waveguides is that it is possible for the plane of polarization to rotate dur-
ing the wave’s travel through the waveguide. This may happen because of roughness or discontinuities in
the walls or departure from true circular cross section. Taking the TE ) hode as an example, it is scen that
the electric ficld usually starts out being horizontal, and thus the receiving mechanism at the other end of the
guide will be arranged accardingly, I this polarization now changes unpredictably before the wave reaches
the far end, as it well might, the signal will be reflected rather than received, with the obvious consequences.
This mitigates against the use of the T, | mode.

Advantages and Special Applications Circular waveguides are easicr to manufacture than rectangular
ones. They are also casier to join together, in the usual plumbing fashion. Rotation of polarization may be
overcome by the use of modes thal are rotationally symmetrical. TM_ | is one such mode. as seen in Fig. 12.13
and TL, | (not shown) is another. The principal current application of virenlar waveguides is in rotational
couplings. as shown in Section 12.3.2, The TM, | mode is likely to be preferred (o the TE,, modg, since it
requires a smaller diameter for the same cutoff wavelength,

The TE, | mode does have a practical application. Tt may be shown thal, especially at frequencies in excess
of 10 Gllz, this is the mode with significantly the lowest attenuation per unit length of waveguide, There is
no mode In efther rectangular or circular wavegnides (or any others. for that matter) for which attenuation is
lower. Although that property is not of the utmost importance for short runs of up to a few meters, it becomes
significant if’ longer-distance waveguide transmission is considered.

12,2,2 Other Wavegnides

There are situations in which properties other than those possessed by rectangular or eircular waveguides are
desirable. For such occasions, ridged or flexible waveguides may be used, and these arc now deseribed.

Ridged Wavegnides  Reclangular waveguides are sometimes made with single or double ridges. as shown
in Fig. 12.14. The principal effect of such ridges is to lower the value of the cutoff wavelength. In turn. this al-
lows a guide with smaller dimensions (o be used lor any given frequency. Another benefit of having a ridge in
a waveguide is to inerease the useful frequency range of the guide. 1t may be shown that the dominant mode is
the unly une to propagate in the ridged guide over a wider frequency range than in any other wavepuide. The
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tidged waveguide has a markedly greater bandwidth than an equivalent rectangular guide. However. it should
be noted that ridged waveguides generally have more attenuation per unit length than rectangular waveguides
and are thus not used in great lengths for standard applications,

(a) {b)
Fig. 12.14 Ridged wavcgnides, (1) Single vidge; (b) double ridge.

Flexible Waveguides 1t is sometimes vequired 10 have a waveguide seetion capable of movement, This
may be bending, twisting, stretching or vibration, possibly continuously, and this must not cause undue dete-
rioration in performance. Applications such as these call for flexible waveguides, of which there are several
types. Among the mare popular is a copper or aluminum tube having an clliptical cross section, small trans-
verse cormugations and transitions to rectangular waveguides al the two ends. These transform the TE, | mode
in the fexible waveguide into the TE,  mode at either end. This waveguide is of continuous construction, and
joints and separate bends are not required. It may have a polyethylene or rubber outer cover and bends eas-
ily but cannot be readily twisted. Power-handling ability and SWR are fairly similar to those of rectangular
waveguides of the same size, but attenuation in dB/m is ubout five times as much.

12.3 WAVEGUIDE COUPLING, MATCHING AND ATTENUATION

Having esplored the theory of waveguides, it is now necessary to consider the practical aspects of their use.
Methods of launching modes in wavepuides will now be described in detail, as will waveguide coupling and
interconnection, various jurnctions, accessories, methods of impedance matching and also attenuation. Auxiliary
companents are considered in Section 123,

12.3,1 Methods of Exciting Waveguides

In order to launch a particular mode in a waveguide, some arrangement or combination of one or more anten-
nas is generally used. However, it is also possible to eouple a coaxial line directly toa waveguide. or to couple
waveguides to cach other by means of slots in common walls.

Antennas  When u short antenna, in the form of a probe or loop, is inserted into a waveguide, it will radiate,
and i it has been placed correctly, the wanted mode will be set up. The correct positioning of such probes for
launching common maodes in rectangular waveguides is shown in Fig. 12.15.

If a comparison is made with Fig. 12.12, it is seen thai the placement of the antennats) corresponds to the
position of the desired maximum electric field. Since each such antenna is polarized in a plane parallel to the
antenna itself, it is placed so as to be parallel to the ficld which it is desired to set up. Needless Lo say, the same
arrangenient may be used at the other end of the waveguide to receive each such mode. When two or more
antennas arc employed, care must be taken to ensure that they are fed in correct phase; otherwise the desired






Waveynides, Resonators and Components 365

Slop Coupling It can be appreciated that current must flow in the walls of a waveguide in which electro-
magnetic waves propagate. The pattern of such current flow is shown in Fig. 12.17 for the dominant mede.
Comparison with Figs. 12,11 and 12.12a shows that the current originates at points of maximum eleetric field
intensity in the waveguide and flows in the walls becanse potential differences exist between various points
along the walls. Such currents accompany all modes, but they have not been shown previously, to simplify
the field pattern dingrams.

If a hole or slot is made in 2 waveguide wall, energy will escape from the waveguide through the slot or
pussibly enter into the wavegnide from outside. As a result, coupling by means of one or more slots scems
a satisfactory method of feeding encrgy into a waveguide trom another waveguide or cavity resonator (or,
alternatively, of taking energy out).

When coupling does take place, it is either because electric ficld lines that would have been terminated by a
wall now enter the second waveguide or because the placement of a slol interrupts the flow of wall current, and
therefore a magnetic field is scl up cxtending into the second guide. Sometimes, depending on the orientation
of the slot, both effects take place. In Fig. 12.17 slot | is situated in the center of the top wall, and therefore
at a point of maximum electric intensity: thus a good deal of electric coupling takes place, On the other hand,
a fair amount of wall current is interrupted, so that there will also be considerable magnetic coupling. The
position of slot 2 is at a point of zero eleetric field, but it interrupts sizable wall current flow: thus coupling
here is primarily through the magnetic field. Slots may be situated at other points in the waveguide walls, and
in each case coupling will take place. It will he determined in type and amount by Lhe position and orientation
ot cach zlot. and also by the thickness of the walls,
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Fig. 1217 Slot coupling and cuerrent flow in waveguide walls for the dominant mode.
(Adapted from M. H, Cufffin, The H, | Mode mied Commtinications, Point-to-Point Teleconuntiications.)

Slot coupling is very often used between adjoining waveguides, as in directional couplers (sec Section
12.5.1}, or between waveguides and cavity resonators (5ee Section [2.4). Because radiation will take place
from a slot, such slots may be used as antennas, and in fact they very often are.

Drirect Coupling te Coaxia