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FOREWORD

Vast amounts of operational data are routinely collected and stored away in the archives of
many organizations. To take a simple example, the railway reservation system has been
operational for over a decade and a vast amount of data is generated each day on train
bookings. Much of this data is probably archived for audit purposes. This archived
operational data can be effectively used for tactical strategic management of the railways.
For instance, by analyzing the reservation data it would be possible to find out traffic
patterns in various sectors and use it to add or remove bogies in certain trains, to decide on
the mix of various classes of accommodation, etc. This, however, was not feasible until
recently due to limitations in both hardware and software. In the last five years there has
been a tremendous improvement in hardware—512 MB of main memory, 40 GB disk and
CPU clock of 1.6 GHZ is now available on a PC. Thus, computer programs which sift
massive amounts of operational data, recognize patterns and previde hints to formulate
hypotheses for tactical and strategic decision-making can now be executed in a reasonable
time. This has opened up a fertile area of research to formulate appropriate algorithms for
mining archival data to formulate and test hypotheses. An array of ideas from computer
science, statistics and management science are being applied in this area. This subject is
currently an active research area.

I am extremely happy that Professor Arun K. Pujari has written this book on Data
Mining Techniques. It is a timely addition to the existing computer science literature and
will be a boon to students. Professor Pujari has been an active researcher in this area, He
has also .introduced a course on Data Mining at the University of Hyderabad and has been
teaching it. His rich experience in teaching and research is evident in the selection of
topics and their treatment in this book. The book starts with a brief introduction followed
by a detailed chapter on data warehousing. It has chapters which discuss a large number of
diverse algorithms using association rules, clustering techniques, decision tree techniques,
neutral networks, genetics, rough sets, and support vector machines. A novel aspect of this
book 1s its discussion of the emerging area of web mining of textual data. A large number
of references are cited and thre treatment is lucid and up to date. I recommend this book to
students who want to explore this important subject.

V. Rajaraman
Honarary Professor
Super Computer Education & Research Center
Indian Institue of Science, Bangalore




PROLOGUE

In this Information Age, the data generated by the day-to-day operations constitute one
of the powerful assets of an enterprise. Most enterprises generate unlimited amounts of
data from their On-Line Transaction Processing (OLTP) systems, Point-of-Service
(POS) systems, financial ATMs and the Web. The challenge faced by these enterprises
with regard to the massive data-rich but information-poor collection is to extract
valuable information to be available at a particular time, place and in the form needed
to support the decision-making process.

Scientific organizations also generate large volumes of data. Artificial satellites are
streaming in volumes of remote sensing data every minute. Worldwide activities on the
genome and related projects are resulting in massive technical material. These are only
two examples of modern technology resulting in valuable data of a highly specialized
nature. The challenge is to analyze the data to arrive at meaningful conclusions.

Techniques like clustering, decision tree, and NN are known in pattern recognition,
statistics and other disciplines and several algorithms have been devised. However,
these algorithms are not suitable for the purpose of mining and hence new algorithms
had to be proposed in recent years for this purpose. '

This book deals with those algorithms that are specially designed for data mining. It
begins with an introduction to the basic concepts of data mining and gradually brings
the reader to the frontiers of research on this topic. It discusses all the major and
current techniques of data mining. Specific mining problems such as web mining, text
mining, temporal mining and spatial mining will be of great interest to researchers who
are already familiar with the basic mining techniques.

Professor Pujari, a distinguished Professor of Computer Science in our University,
with over 10 years of teaching and research experience in our University, has striven
hard to put together this valuable monograph. I am sure that besides students in
Computer Science, those in Mathematical Science and Management Studies will find
it immensely useful. I wish this publication every success.

P. Rama Rao
Vice-Chancellor
University of Hyderabad



PREFACE

Data mining and Data Warehousing are increasingly becoming popular among IT
professionals, academics and pupils. In the last few years, almost in every meeting
which has anything to do with Databases, Neural Networks, Genetic Algorithms,
E-Commerce, or Artificial Intelligence has had a theme or session on Data Mining and
Warchousing. Researchers from different disciplines are gradually being attracted to
work in this new frontier of research. Business enterprises-small-, medium- or large-
scale ones are considering the deployment of a warehouse as a major progressive step
and as a matter of pride. Business Intelligence, Customer Relation Management(CRM)
and E-commerce all hinge on Data Mining and Warehousing. Universities and other
training institutions, keeping pace with technological development, are also beginning
to introduce this subject in their curricula. These two terms are now justly becoming
household terms.

During 199798, many of the universities in US and Europe were introducing this
as a course at the graduate level. To keep abreast with this development, I started an
optional course on data mining and warchousing during the winter semester of
1997-98 at the University of Hyderabad. Since then, this course has become
increasingly popular. I had to depend on the collection of research papers as the course
material and my own compilation of these resuits became the reading material for the
course. Recently, many other universities decided to introduce this as an optional
course for the degree as well as postgraduate level. This development and the self-
compiled lecture notes prompted me to venture to prepare this book.

My aim is to present all the major techniques of Data Mining and Warehousing in a
comprehensible manner, so that it can serve not only as a textbook but also a handbook
for any researcher. Efforts have been made to include the most recent algorithms (till
the latter half of 2000). I have tried to include all the major techniques of data mining
here. Some of the recent techniques like Support Vector Machines, Rough Set Theory,
etc. are also introduced as tools of data mining. I feel that it will be useful for many
researchers and students in Computer Science, Management Science and
Mathematical Sciences. The present text is envisaged as a textbook as well as a
research handbook in the areas of data mining and data warehousing. Since I am trying
to address heterogenous categories of readers, there is some unevenness in the
presentation styles of the chapters. Chapters 2, 3, 4, 5 and 6 are presented in a textbook
style for the benefit of any graduate-level student. In Chapter 7, my intention is to
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apprise the reader about the basic (introductory level) concepts of NN, GA, Rough Sets
and SVM and to show that these techniques are also important ones for Data Mining,
The content of this chapter is, though self-explanatory, not very elaborate like other
chapters. Readers who are interested in learning the algorithmic details of these
techniques may have to refer to other books/articles addressing the specific technique.
Chapter 8 and Chapter 9 are meant for advanced-level readers. In future, I intend
prepare materials elaborating the details of the contents of Chapters 7, 8 and 9.

Readers are requested to send their comments and suggestions on the text without
hesitation.

Arun K Pujarni
akpcs@uohyd.ernet.in
February 2001
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1.1

INTRODUCTION

1.1 Introduction’
1.2 Dara Mining as a Subject

1.3  Guide to this Book

INTRODUCTION

The advent of computing technology has significantly influenced our lives and two
major impacts of this effect are Business Data Processing and Scientific Computing.
During the initial years of the development of computer techniques for business,
computer professionals were concerned with designing files to store the data so that
information could be efficiently retrieved. There were restrictions on storage size for
storing data and on the speed of accessing the data. Needless to say, the activity was
restricted to a very few, highly qualified professionals. Then came an era when the
task was simplified by a DBMS. The responsibility of intricate tasks, such as
declarative aspects of the programs were passed on to the database administrator and
the user could pose his query in simpler languages such as query languages. Thus,
almost any business — small, medium or large scale — began using computers for day-
to-day activities. The scenano on the hardware side'was encouraging too. The storage
cost and machine cost were drastically reduced so that almost any business house
could afford a standard machine. Thus, due to widespread computerization and also
due to affordable storage facilities, there is an enormous wealth of information
embedded in huge databascs belonging to different enterprises. Every organization is
now accumulating a large volume of daily transaction data and storing then as archival
files. As a result, masses and masses of data — megabytes, gigabytes, terabytes — are
piling up in the electronic vaults of companies, governments and research institutions,
Business is inherently competitive and in this competitive world of business one is
constantly on the lookout for ways to beat the competition. A question that naturally
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arose is whether the enormous data that is generated and stored as archives can be
used for improving the efficiency of business performance.

In the domain of scientific computing, the major problem is to infer some valuable
information from the observed data. The use of computing technology has helped
researchers to collect very large volumes of data. The development of other scientific
disciplines helped the community to collect such large volumes of data effortlessly.
Some typical examples are remote-sensing data, as satellites are streaming in an
enormous amount of remote sensing data cvery day. In the area of health science, the
repository of protein data and genome data are an invaluable source of scientific
experiments. On the other side, we are drowning in oceans of text data and data of
other media that are generated from the Web.

What use are all these data? Up to the early 1990s, the answer to this was ‘not
much’. No one was really interested in utilizing data which was accumulated during
the process of daily activities. Once the transaction processing is over, these data were
dumped into archival files.

Such collections of data, whether their origin is business enterprise or scientific
experiment, have recently spurred a tremendous interest in the areas of knowledge
discovery and data mining. Statisticians and data miners now have faster analysis tools
that can help sift and analyze the stockpiles of data, turning up valuable and often
surprising information. As a result, a new discipline in Computer Science, Data
Mining, gradually evolved. Data mining is the exploration and analysis of large data
sets, in order to discover meaningful patterns and rules. The key idea is to find
effective ways to combine the computer’s power to process data with the human eye’s
ability to detect patterns. The techniques of data mining are designed for, and work
best with, large data sets.

The evolution of data mining began when business data was first stored in
computers and technologies were generated to allow users to navigate through the data
in real time. Data mining takes this evolutionary process beyond retrospective data
access and navigation, to prospective and proactive information delivery. This
evolution is due to the support of three technologies that are sufficiently mature:
massive data collection, high performance computing and data mining algorithms. The
core components of the data mining technologies have been under development for
decades, and today the maturity of these techniques coupled with the high performance
relational database engines and broad data integration efforts have made these
techniques practically applicable.

Data mining is a component of a wider process called knowledge discovery from
databases. It involves scientists from a wide range of disciplines, including
mathematicians, computer scientists and statisticians, as well as those working in fields
such as machine learning, artificial intelligence, information retrieval and pattern
recognition. Before a data set can be mined, it first has to be cleaned. This removes
erTors, enstres consistency and takes missing values into account. Data mining may use
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quite simple statistical techniques or it may use highly sophisticated data analysis. What
is new for data miners is the employment of these techniques on vast quantities of data.

Business enterprises are beginning to realize that information on customers and
their buying patterns are the most valuable information. Competitiveness increasingly
depends on the quality of decision making and learning to make quality decision from
past transactions and decisions. The large databases maintained (generated during the
routine operations) by retailers, telecom service providers, and credit card companies
contain very valuable information related to customers. These enterprises could
benefit immensely in the areas of marketing, advertising and sales, if interesting and
previously unknown customer buying and calling patterns can be discovered from the
large volumes of data. Several factors have contributed to bring data mining to the
forefront. To identify a few of these factors:

B The untapped value in large databases.
B The concept of Data Warehousing
B The dramatic drop in the cost/performance ratio of hardware systems.

The most important of the these three is the development of Data Warehousing
technology. Let us take a few minutes to review the layered architecture of the modern
database management systems and the modern applications of these DBMSs. The
different layers can be viewed as follows:

1. External Interface This layer deals with the concepts of data definition language,
data manipulation language and host-language interfaces.

2. Language Processing Query processing, algebraic optimization, and plan
creation are the components of this layer.

3. Code Generation The procedural part is handled in this layer in the form of index
structures, and the implementation of algebraic operations.

4, Transaction Management The important aspects of modern DBMS are
concurrency control, logging and recovery.

5. Storage Management This layer is concerned with memory and buffer
management, secondary storage and device management.

A major change in the above approach is Data Integration. Data integration of data from
multiple sources is the key term in modem database applications. Modern applications of
database technology demand an integrated access to the multiple databases. Typical
applications where data iniegration is relevant, arise from the merging of different
companies, accessing health care data from different institutions, and data access through
web-browsing. Recent developments of e-commerce also demand data integration. Data
integration can be carried out in two modes, virtual or materialized. The virtual modes of
data integration adopt a search engine to collect data from multiple sources, or a mediated
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mode to decompose the queries to each of the sources and present the result in a uniform
manner. The materialized mode of data integration can be either through a universal
DBMS or a data warehouse. In an universal DBMS, data are integrated by physically
migrating data from different sources to a new database in OO-DBMS or OR-DBMS. The
data warehouse collects data from different sources for OLAP and data mining
applications. Among all these modes of integrations, data warehousing is considered to be
the most efficient for decision support applications. This is particularly relevant in the
contexts of Data Mining and OnLine Analytical Processing (OLAP).

As the terms “Data Mining” and “Data Warchousing’ are becoming popular, the last
few years have witnessed the emergence of extremely innovative and elegant techniques
for data mining and warehousing. Most of these results are presented at different
international fora. However, more and more researchers from other areas are interested in
knowing about the subject. The present work aims at providing at one place the most
rccent and important techniques of data mining and warehousing.

1.2 Data MINING AS A SuBJECT

Data mining will be of interest to three major streams:

B Statistics
B Computer Sciencc
B Business Management

The course structure and the major thrust of subtopics may differ, based on which
of the above groups is the target audience. Thus, there can be three different areas of
activities:

B Theory
W Algorithm and implementations
B Applications

The first approach broadly deals with the underlying theoretical concepts of data
mining techniques. One attempts to develop a theoretical foundation to extract
information from data. The theoretical background of the decision tree, clustering,
fuzzy sets, and other statistical techniques, fall into this category of study. A student
from mathematics or from statistics may find this approach very interesting.

Just developing the theoretical foundation for data mining and data warehousing
will not suffice. One has to also develop the appropriate algorithms to handle large
databases. For example, the theory of the decision tree has been known to statistians
for quite some time, and it is widely used by the Machine Learning community. But in
order to make the decision tree cdnstruction process suitable for data mining, it is
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necessary to design new algorithms that can handle large databases which are stored in
secondary memory. Moreover, one needs to work out the details of integrating the
algorithm with a repository of data, cither through a DBMS or through a data
warchouse. These aspects are more relevant to computer scientists.

The third one is to identify new areas of data mining application for effective
business processes. Much of the data mining community comes from an academic
background and have focused on algorithms buried deep in the bowels of technology.
But algorithms are not what business users care about. Over the past few years the
technology of data mining has moved from the research lab to Fortune 500 companies,
requiring a significant change in focus. Companies spend millions of dollars to build
data warehouses to store their data and data mining applications must take advantage
of this. Solving a business problem is much more valuable to a user than solving a
statistical modelling problem. This means that a cross-selling specific application is
more valuable than a general modelling tool that can create cross-seiling models.
Different case studies are to be analyzed in detail in this approach to training. A
management science student will find such an approach useful.

Thus, we attempt to establish here that the techniques of data mining and data
warehousing have grown to such an extent that it can be considered as a full-fledged
subject and it can be a part of the training in Statistics, Computer Science and
Business Management.

This book is envisaged to cater to needs of these three communities. Of course,
Computer Science gets more emphasis in the text. In the following section, we give
navigation chart for each of these disciplines.

1.3 Guipe 1o THIs Book

This section presents a guide for reading this book. The layout of the remainder of the
book and the contents of the individual chapters are reviewed briefly. This book is
divided into 9 chapters. Chapter 2 presents the basic concepts, architecture and
different components of Data Warehousing techniques. It also demonstrates the
relevance of Data Mining in the context of Data Warehousing. Chapter 3 introduces
the fundamentals of Data Mining. Different definitions and different techniques of
Data Mining are discussed in this chapter. Chapter 4 deals with the techniques of
discovering Association Rules. It discusses in details all the major algorithms of
finding frequent sets for a large database. Chapter 5 provides a detailed survey of
clustering techniques for Data Mining. It may be noted that clustering also happens to
be a topic in Pattern Recognition and in Statistics. But this book concentrates solely on
this technique with regard Data Mining applications. Readers interested in the general
theory of clustering technique may require other books for references. Chapter 6 deals
with the Decision Tree techniques of Data Mining. It begins with the basic concepts of
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decision trees and proceeds to survey the techniques to build decision trees for Data
Mining applications. The goal of this chapter is to provide a synthesized exposition of
decision trees. Chapter 7 discusses some of the recent trends in Data Mining
techniques. Topics like Neural Networks, Genetic Algorithms Rough Set Theory or
Support Vector Machines provide very sophisticated tools for Data Mining. But
unfortunately researchers in these areas, unlike in the areas of decision trees and
clustering, have not yet come up with specific modifications of these theories suitable
for large databases. Nevertheless, it is important for a student of Data Mining to study
these topics. Chapter 7 introduces these four topics and provides pointers to their
possible uses in Data Mining. Mining of data in the Web is as important as mining data
in a DBMS or in a warechouse. The Web is a very important source of massive amounts
of data. Chapter 8 discusses the techniques of Web mining. Finally, Chapter 9 deals
with mining of Temporal and Spatial data.

We give below the decision tree-like structure for the reader to select the
appropriate chapters of their interests. For instance, if a reader is a graduate student
with CS major and is doing a course on data warchousing and mining then, he could
read Chapters 1 through 8, ignoring the details of Chapters 4, 5 and 6.

Mathematics &
Statistics

[_Computer Science_]

@search J ( GraduateJ [ Researchj [ Graduatej ( Chapters 1-3, 8]

(Whole Book J(DWw&DM ) ([ oM ) ( Chapters 3-6 )

[Chapters 1,379 J

Chapters 1-8 Chapters 1,
with only 3-8 with
portions of details
Chapters 4-6 of 4-6

Decision Tree-like Structure
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DATA WAREHOUSING

2.1 Introduction

2.2 What is a Data Warehouse?
2.3 Definition

2.4  Multidimensional Data Model
2.5  OLAP Operations

2.6  Warehouse Schema

2.7  Data Warehousing Architecture
2.8  Warehouse Server

2.9  Metadata

2.10 OLAP Engine

2.11 Data Warehouse Backend Process
2.12  Other Features

2.13  Summary

2.1 INTRODUCTION

The advent of Information Technology has affected all walks of life. In the context
of business processes, this ficld has evolved from the good old term EDP to MIS,
and then to DSS. When we talk of the use of information technology in a business
environment, we cannot ignore the presence of a database system at its core.
Database technology, meanwhile, has also grown from a simple file system to a data
navigation system, then to a query-based retrieval system, and to an interactive
information extraction from distributed sources to support decision-making tasks.
Over the fast few decades, a majority of top- and middle-level business institutions
have adopted the computerization process and, as a result, have been using very
large operational databases for their day-to-day activities. Most often, in a large
enterprise there exist several operational databases catering to the needs of different
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departments. The top managers at the corporate level may like to extract enterprise-
wide summarized information to support their decision-making activities. Normally,
the operational databases record transaction-like information, and do not explicitly
record the summarized information as required by the top-level decision-makers at
different points of time. Moreover, corporate managers may like to work in an
environment that need not access (or intervene into) the operational database. There
is another aspect to such enterprise-wide computing. Different departments of the
enterprise design their operational databases taking into their own local
requirements, and the availability of their resources. They also typically collect
diverse kinds of data and maintain large databases from multiple, heterogencous,
autonomous, and distributed information sources. The integration of such data so as
to provide easy and efficient access is highly desirable, and yet challenging. The
state-of-art database technology provides us with two different types of tools to
extract information from a distributed, heterogeneous environment.

The traditional database approach to heterogencous database integration is to build
wrappers and integrators (or mediators) on top of multiple heterogeneous databases.
These tools facilitate the following tasks. As and when a query (a requirement of the
top-level decision-maker) is posed, a metadata dictionary is used to translate the query
into queries appropriate for the individual heterogeneous sites involved. These queries
are then mapped and sent to local query processors. The results returned from the
different sites are integrated into a global answer set. We may also call this a guery-
driven approach (or some term it a /azy approach, or an on-demand approach). This
query-driven approach requires complex information filtering and integration
processes, and competes for resources with processing at local sources. It is inefficient
and potentially expensive for frequent queries, especially for queries requiring
aggregation.

On the other hand, there exists an interesting alternative to this traditional approach.
We term it the update-driven approach, eager approach or, in-advance approach. In an
update-driven approach information from multiple, heterogeneous sources is
integrated in advance and stored separately for direct querying and analysis. Though it
does not contain the most current information, it brings high performance.
Furthermore, query processing in this model does not interfere with the processing at
local sources.

Data warehousing is essentially the process that facilitates the update-driven
approach. It is the new technology that provides us with the tools to store the
summarized information from multiple, heterogeneous databases in a single repository.
Data warehousing is the process of integrating enterprise-wide corporate data into a
single repository, from which end-users can easily run queries, make reports and
perform analysis. A data warehouse is a decision-support environment that leverages
data stored in different sources, organizing it and delivering it to decision makers
across the enterprise, regardless of their platform or technical skill level. In a nutshell,
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data warehousing is the data management and analysis technology adopting an update-
driven principle. Therefore, a large number of organizations have found that data
warchouse systems are valuable tools in today’s competitive and fast evolving world.

The data warehouse is a new approach to enterprise-wide computing at the strategic
or architectural level. A data warehouse can provide a central repository for large
amounts of diverse and valuable information. By filing the data into a central point of
storage, the data warchouse provides an integrated representation of the multiple
sources of information dispatch across the enterprise. It ensures the consistency of
management rules and conventions applied to the data. It also provides the appropriate
tools to extract specific data, convert it into business information, and monitor for
changes and, hence, it is possible to use this information to make insightful decisions.
A data warehouse is a competitive tool that gives every end user the ability to access
quality enterprise-wide data.

In this chapter, we shall briefly study warehousing technology. In Section 2.2, we
discuss the essential feature of a data warehouse. In Section 2.3, we present the
formal definition of data warehousing and discuss each aspect of the definition.
Section 2.4 dcals wilh multidimensional database models. In this section, we study
the data cube concepts of warehousing, OLAP is one of the important compounents of
warehousing architecture. We study OLAP and related concépts in Section 2.5. In
Section 2.6, different schemas required for data warchousing design are discussed.
In Section 2.5, we study the different logical designs of the warehouse. The
architecture of the warehouse is given in Section 2.7. The subsequent sections
(Scction 2.8-2.11) elaborate the different components of a wareliouse. At the end of
the chapter, there 5:¢ some exercises.

2.2 WHaAT 1s A DatA WAREHOUSE?

Let us first ask ourselves, “What is a Data Warehouse?”. From the foregoing
discussion, we can infer thatia data warehouse supports business analysis and decision
making by creating an enterprise-wide integrated database of summarized, historical
information. It integrates data from multiple, incompatible sources. By transforming
data into meaningful information, a data warchouse allows the business manager to
perform more substantive, accurate and consistent analysis, Data warehousing
improves the productivity of corporate decision-makers through consolidation,
conversion, transformation and integration of operational data and provides a
consistent view of the enterprise. Let us try to understand the technology involved in
the data warchousing process.

After knowing this much about a data warehouse, a natural question that comes to
our minds is: “How is a data warehouse different from a database?”. A data warchouse
is supposed to be a place where data gets stored so that applications can access and
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share it easily. But a database does that already. So then, what makes a warehouse so
different?

To answer this question, we can say that a data warehouse is a database of different
kind. 1t 1s not the normal database, as we understand the term “database”. The main
difference is that usual (or, traditional) databases hold operational-type (most often,
transactional-type) data and that many of the decision-support type applications put
too much strain on the databases intervening into the day-to-day operation. A data
warchouse is of course a database, but it contains summarized information. In general,
our database is not a data warehouse unless we also

B collect and summarize information from disparate sources and use it as the place
where this disparity can be reconciled, and

B place the data into a warehouse because we intend to allow several different
applications to make use of the same information.

Loosely speaking, a data warehouse refers to a database that is maintained
separately from an organization’s operational databases. An operational database
is designed and tuned for known tasks and workloads, such as indexing and
hashing using primary keys, searching for particular records and optimized
“canned” queries. On the other hand, data warehouse queries are often very
complex. They involve the computation of large groups of data at the summarized
level, and may require the use of special data organizations, access and
implementations methods based on multidimensional views.

Another important criterion that almost every one seems to agree upon for a
definition is that a warehouse holds read-onfy data. These criteria bring the term, data
warehouse, much closer to our understanding of a warehouse as a place where we
store many different things for the sake of convenience.

In the following section, we shall discuss the formal definition of data-warchousing.

2.3 DEFINITION

Let us now study the formal definition of a data warchouse. W H Inmon (1993) offers
the following definition of a data warehouse. :

A data warehouse is a subject-oriented, integrated, time-varying, non-volatile
collection of data in support of the management’s decisjon-making process.
SuBJECT-ORIENTED

A data warehouse is organized around major subjects such as customer, products,
sales, etc. Data are organized according to subject instead of application. For example,
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an insurance company using a data warehouse would organize their data by customer,
premium, and claim instead of by different products (auto, life, etc.). The data
organized by subject obtains only the information necessary for the decision support
processing.

NON-VOLATILE

A data warchouse is always a physically separate store of data, which is transformed
from the application data found in the appropriate environment. Due to this
separation, data warehouses do not require transaction processing, recovery,
concurrency control, etc. The data are not updated or changed in any way once they
enter the data warehouse, but are only loaded, refreshed and accessed for queries.

TIME-VARYING

Data are stored in a data warehouse to provide a historical perspective. Every key
structure in the data warchouse contains, implicitly or explicitly, an element of time.
The data warchouse contains a place for sorting data that are 5 to 10 years old, or
older, to be used for comparisons, trends and forecasting.

INTEGRATED

A data warehouse is usually constructed by integrating multiple, heterogeneous
sources such as relational databases, flat files, and OLTP files. When data resides in
many separate applications in the operational environment, the encoding of data is
often inconsistent. When data are moved from operational environment into the data
warchouse, they assume a consistent coding convention. Data cleaning and data-
integration techniques are applied to maintain consistency in naming convention,
measures of variables, encoding structure, and physical attributes.

Let us now investigate the technology underlying the process of data warehousing.
In the following section we study the most important concept of data warehousing, that
is, the Multidimensional Data Model.

2.4 MuLtioimensioNaL Data MopEL

At the core of the design of the data warchouse lies a multidimensional view of the
data model. In order to understand this concept, consider the way the statistical tables
are traditionally represented.

Study the data set represented in the following Table 2.1 as a 2-D table, (adopted from
[S Choudhury, 19977). It shows Employment in California by sex, by year and by
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Table 2.1 Statistical Table: Two-dimensional representation

Professional Class
Engineer - Secretary Teaching
PROFESSION PROFESSION PROFESSION
Chemical Civit Junior Executive | Elementary | High School
Engineers | Engineers Secretary Secretary Teachers Teachers

91 1977 2411 5343 1541 2129 1237
Mg 2099 2780 5421 1698 2135 1457
E 923 2237 3352 5862 1854 21 1583
E | 94 2354 3882 5461 1512 2121 1548
% 95 2078 3282 5664 1711 2053 1380
x| F [ 9 258 1120 6673 1623 2160 1751
E 19 289 1276 6925 1744 2175 1993
T 93 312 1398 T152 1889 2189 3125
L |94 581 .| 1216 6543 1534 1857 2387
E |95 329 1321 6129 1567 2453 3287

profession. This form of representing multidimensional tables is very popular in
Statistical Data Analyses, because in the early days it was only possible to represent
information on paper and thus the 2-D restriction. We observe that the rows and the
columns represent more than one dimension, if the data set contains more than 2
dimensions. Selecting an arbitrary order of the dimensions for the rows and the columns
does this. The rows in Table 2.1 represent the two dimensions; sex and year, which are
ordered as sex first then year (the order is arbitrary). The columns, however, do not
really represent 2 distinct dimensions but they do represent some sort of taxonomy of a
dimension. The professional class and profession represent a hierarchical relationship
between the instances of professional class and the instances of the profession. We also
observe that there is summary information, which is the main theme of the table. In this
case the summary function is sum.

Data CuBe

A popular conceptual model that influences data warehouse architecture is a
multidimensional view of data. Figure 2.1 demonstrates a multidimensional view of
the information corresponding to Table 2.1. This model views data in the form of a
data cube (or, more precisely, a hypercube). We shall use the term data cube. It has
three dimensions, namely sex, profession and year. Each dimension can be divided into
subdimensions.

In a multidimensional data model, there is a set of numeric measures that are the
main theme or subject of the analysis. In the above example, the numeric measure is
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executive secretary g 1541 1 1698 | 1854 | 1512 | 1711
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Figure 2.1 Multidimensional Representation of Data

employment. We can have morc than one numeric measure. Some cxamples of
numeric measures are sales, budget, revenuc, inventory, population, cte. Each numeric
measure depends on a set of dimensions, which provide the context for the measure.
All the dimensions togcther are assumed to uniquely determine the measure. Thus, the
multidimensional data views a mcasure as a valuc placed in a cell in the
multidimensional space. Each dimension, in turn, is described by a set of attributes. In
general terms, dimensions are the perspectives or entities with respect to which an
organization wants to keep records. Each dimension is deseribed by a sct of atiributes.
The attributes of a dimension may be related via a hierarchy of relationships or by a
lattice. We can now formally define a data cube at this stage.
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An n-dimensional data cube, C[A,, A, ..., 4,], is a database with n dimensions as
Ay, Ay, ..., and A,, each of which represents a theme and contains |4, number of
distinct elements in the dimension A;. Each distinct element of 4, corresponds to a data
row of C. A data cell in the cube, Cla,, a, ..., a,] stores the numeric measures of the
data for A; = a,, v{. Thus, a data cell corresponds to an instantiation of all dimensions.

In the above example, C[sex, profession, year] is the data cube, and a data cell
C[male, civil engineer, 1992] stores 2780 as its associated measure. As [sex| = 2,
|profession| = 6 and |year| = 5, we have three dimensions with 2, 6 and 5 rows,
respectively.

DimensioN MODELLING

The notion of a dimension provides a lot of semantic information, especially about the
hierarchical relationship between its elements. It is important to note that dimension
modelling is a special technique for structuring data around business concepts. Unlike
ER modelling, which describes entities and relationships, dimension modelling
structures the numeric measures and the dimensions. The dimension schema can
represent the details of the dimensional modelling. The following figures show the
dimension modelling for our example.

Sex

@ | 1991 ] {1902 | [ 1993 || 1904 | [ 1095 |

profession

secretary teacher

chemical civil executive junior elementary| |high school

Figure 2.2 Dimension Modelling

LATTICE OF cuBoIDS

The dimension hierarchy helps us view the multidimensional data in several different
data cube representations. Conceptually, multidimensional data can be viewed as a
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lattice of cuboids. The C[A4,, Ay, ..., A,] at the finest level of granularity is called the
base cuboid and it consists of all the data cells. The (n—1)-D cubes are obtained by
grouping the cells and computing the combined numeric measure of a given
dimension. Finally, the coarsest level consists of one cell with numeric measures of all
n dimensions. This is called an apex cuboid. In the lattice of cuboids, all other cuboids
lie between the base cuboid and the apex cuboid. For our example, the lattice of
cuboids is a trivial one and it contains just two cuboids—the base cuboid and the apex
cuboid. We shall study a better example later.

Thus, we observe that a multidimensional data model has the following conceptual
basic components:

Summary measure; e.g., employment, sales, etc.

Summary function: e.g., sum

Dimension: e.g., sex, year, profession, state

. Dimension hierarchy: e.g., professional class — profession.

B

SummaRY MEASURES

As we have noted, the summary measure is essentially the main theme of the analysis
in a multidimensional model. A measure value is computed for a given cell by
aggregating the data corresponding to the respective dimension-value sets defining the
cell. The measures can be categorized into 3 groups based on the kind of aggregate
function used.

Distributive A numeric measure is distributive if it can be computed in a distributed
manner as follows. Suppose the data is partitioned into a few subsets. The measure can
be simply the aggregation of the measures of all partitions. For example, count, sum,
min and max are distributive measures.

Algebraic  An aggregate function is algebraic if it can be computed by an algebraic
function with some set of arguments, each of which may be obtained by a distributive
measure. For example, average is obtained by sum/count.

Other examples of distributive functions are standard-deviations and center-of-
mass.

Holistic An aggregate function is holistic if there is no constant bound on the storage
size needed to describe a subaggrepate. That is, there does not exist an algebraic
function that can be used to compute this function. Examples of such functions, are
median, mode, most-frequent, etc.

ExampLE 2.2
Let us consider another example at this stage. A store called, Deccan Electronics may
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create a sales data warehouse in order to keep records of the store’s sales with respect
to the time, product and location. Thus, the dimensions are time, product and location.
These dimensions allow the store to keep track of things like monthly sales of items,
and the locations at which the items were sold. A dimension table for product contains
the attributes item name, brand, and type. The attributes shop, manager, city, region,
state, and country describe the dimension /ocation. These attributes are related by a
total order forming a hierarchy, such as shop < city < state < country. This hierarchy is
shown in Figure 2.3. An example of a partial order for the fime dimension are the
attributes week, month, quarter and year. The sales data warehouse includes the sales
amount in rupees and the total number of units sold. Note that we can have more than
one numeric measure. Figure 2.4 shows the multidimensional model for such

Location

C
v
Iguarter

| Monthl

Figure 2.3 Dimension Schema

Hyderabad / 77 yd
Pune / / /
Chen.nal / / / / A

Mumb
vi w7 77 g
ijayawada /
g .
a1 | 695k, | 50k, | 150k, [ 543k, L/ A '
54 | 23 | 28 | 65 A
o |541] 2k | 55k [ sak | L] V]
201 71] 31| & / )
174k, [ 735k, | 50k, | 431k, /
Q3 g5 | 43| 23 | =8 )/
Q4 |550k,|254k,| 50k [ 318k |

63 | 23 | 23 | 83

TV  Audis computer gamag

Figure 2.4 Data Cube for Example 2
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situations. For convenience, we do not take all the subdivisions of the dimensions into
account, The dimension hierarchies considered for the data cube are time: (month <
quarter < year), location: (city < province < country); and product.
Figure 2.4 shows the cuboid Clquarter, city, product]. In the given dimensional
" hierarchies, the base cuboid of the lattice corresponds to Clmonth, city, product] and the
apex cuboid is Clyear, country, product]. Other intermediate cuboids in the lattice are
Clquarter, province, product], Clquarter, country, product], Clmonth, province, product],
Clmonth, country, product], Clyear, city, product] and Clyear, province, product].

2.5 OLAP Oprerations

Once we mode] our data warehouse in the form of a multidimensional data cube, it is
necessary to explore the different analytical tools with which to perform the complex
analysis of data. These data analysis tools are called OLAP (On-Line Analytical
Processing). OLAP is mainly used to access the live data online and to analyze it.
OLAP tools are designed in order to accomplish such analyses on very large databases.
Hence, OLAP provides a user-friendly environment for interactive data analysis.
Whilst data warchousing is primarily targeted at providing consolidated data for
further analysis, OLAP provides the means to analyze those data in an application-
oriented manner,

In the multidimensional model, the data are organized into multiple dimensions and
each dimension contains multiple levels of abstraction. Such an organization provides
the users with the flexibility to view data from different perspectives, There exist a
number of OLAP operations on data cubes which allow interactive querying and
analysis of the data. According to the underlying multidimensional view with
classification hierarchies defined upon the dimensions, OLAP systems provide
specialized data analysis methods. In this section, we study the basic OLAP operations
for a multidimensional model.

Slicing This operation and the following one, Dicing, are used for reducing the data
cube by one or more dimensions. The slice operation performs a selection on one
dimension of the given cube, resulting in a subcube. Figure 2.5 shows a slice operation
where the sales data are selected from the central cube for the dimension time, using
the criteria time= *Q2’.

slice jme=q2 C[quarter, city, product] = Clcity, product]

Dicing This operation is for selecting a smaller data cube and analyzing it from
different perspectives. The dice operation defines a subcube by performing a
selection on two or more dimensions. Figure 2.6 shows a dice operation on the
central cube based on the following selection criteria, which involves three
dimensions: (Tocation= “"Mumbai” or “Pune”) and (time = “Q1” or “Q02").
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Figure 2.5 Slice Operation
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Figure 2.6 Dice Operation

. C[quarter, city, product]

dice time="Q 1" or 'Q2' and location ="Mumbai" or "Pune’
= C[quarter’, city', product].
Where quarter’ and city’ have truncated domains such as {Q1, Q2} and {Mumbai,
Pune}, respectively.

Drilling This operation is meant for moving up and down along classification
hierarchies. The different instances of drilling operations may be distinguished as
follows:

Drill-up This operation deals with switching from a detailed to an aggregated level
within the same classification hierarchy. The drill-up operation (also called as roll-up
operation) performs aggregation on a data cube, either by climbing-up a dimension
hierarchy or by dimension reduction. Figure 2.7 shows the result of a roll-up operation
performed on the central cube by climbing up the dimension hierarchy for the location
given in Figure 2.3. The roll-up operation aggregates the data by ascending the
location hierarchy from the level of the city to the level of province. In other words,
rather than grouping the data by the city, the resulting cube groups the data by the
province. :




Data Warehousing 4 19

s 2 7
4

Sum of ‘games’ items

Maharastra // sold in Q1 in Pune
) %/ and Mumbai
o} 450k | /
106 / /
Q2 /
Q3 //
Q4 ‘

TV  Audio computer games

Figure 2.7 Roll-up Operation

roll-up,. C[quarter, city, product] = Clquarter, province, productj

Here, each data cell of the resulting cuboid is the aggregation of the data cells that
are merged due to the roll-up operation. In other words, the measures stored in the data
cells, C{Q1, Mumbai, computer] and C[Q1, Pune, computer], are added to
determine the measure to be stored at C[Q1, Maharashtra, computer] (Maharashtra
is a province or state in India and the cities Mumbai and Pune are in this province).

- When roll-up is performed by dimension reduction, one or more dimensions are
removed from the given cube. For example, consider a employment data cube
containing only the two dimenstons, profession and time. Roll-up may be performed
by removing, say, the sex dimension, resulting in an aggregation of the total
employment by profession and by year,

Drill-down This operation is concerned with switching from an aggregated to a
more detailed level within the same classification hierarchy, Drill-down is the reverse

Hyderabad v 7 e
Chenn:‘iuw/ / / /
Mumbai// // // //
Vijayawada
Jan
Feb
Mar
Apr
May
June
July
Aug
Sept
Oct
Nov
Dec

TV  Audio computer games

Figure 2.8 Drill-down Operation
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of rolt-up. It navigates from less detailed data to more detailed data. Drill-down can be
realized by either stepping-down a dimension hierarchy or introducing additional
dimensions.

Figure 2.8 shows the result of a drill-down operation performed on the central cube
by stepping down a dimension hierarchy for a time period defined as day < month <
quarter < year. Drill-down occurs by descending in the time hierarchy from the level
of a quarter to the level of a month. The resulting data cube details the total sales per
month rather than summarized by quarter. Drill-down can also be performed by adding
new dimensions to a cube. For example, a drill-down on the given cube can occur by
introducing an additional dimension, such as customer-type.

Drill-within It is switching from one classification to a different one within the same
dimension;

Drill-across It means switching from a classification in one dimension to a different
classification in a different dimension.

Pivot (rotate) Pivot (also called “rotate”) is a visualization operation which rotates
the data axes in order to provide an alternative presentation of the same data. Other
examples include rotating the axes in a 3-D cube, or transforming a 3-D cube into a
series of 2-D planes.

Other OLAP operations may include ranking the top-N or bottom-N items in lists,
as well as computing moving averages, growth rates, interests, and internal rates of
return, depreciation, currency conversions, and statistical functions. The results of
these operations are typically visualized in a cross-tabular form, i.e., mapped to a grid-
oriented, two-dimensional layout structure.

2.6 WAREHOUSE SCHEMA

Having studied data cubes and OLAP operations as the core concepts for data
warehouse design, we now ask the question—“How do we go about actually
designing the warchouse?” A multidimensional data model identifies the
dimensions, their hierarchies, the measure functions, etc. for the design of a data
cube. But there are other types of information that are not yet captured. For example,
for a particular city, we may like to store its population, type and other attributes
which do not participate in any of the hierarchies. The other question is—“How do
we actually realize a data cube?” We can make use of multidimensional arrays to
define the data cube and the well-known matrix arithmetics for OLAP operations.
When we have such a model for OLAP operations, we make use of the MOLAP
engine. On the other hand, we can use the existing relational technology and hence,
in that case, the engine is a Relational OLAP (ROLAP) for analysis. We shall study
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the detailed features of MOLAP and ROLAP in a subsequent section. In this section,
we address the problem of designing data warchouse schemas for this purpose.

STAR SCHEMA

A star schema is a modelling paradigm in which the data warehouse contains a large,
single, central Fact Table and a set of smaller Dimension Tables, one for each dimension.
The Fact Table contains the detailed summary data. Its primary key has one key per
dimension. Each dimension is a single, highly denormalized table. Every tuple in the Fact
Table consists of the fact or subject of interest, and the dimensions that provide that fact.
Each tuple of the Fact Table consists of a (foreign) key pointing to each of the Dimension
Tables that provide its multidimensional coordinates. It also stores numerical values (non-
dimensional attributes, and results of statistical functions) for those coordinates. The
Dimension Tables consist of columns that correspond to the attributes of the dimension. So
cach tuple in the Fact Table corresponds to one and only one tuple in each Dimension
Table. Whereas, one tuple in a Dimension Table may correspond to more than one tuple in
the Fact Table. So we have a I:N relationship between the Fact Table and the Dimension
Table. The advantages of a star schema is that it is easy to understand, easy to define
hierarchies, reduces the number of physical joins, requires low maintenance and very
simple metadata.

ExAmpPLE 2.3
Let us consider the “Employment” data warehouse. We have three Dimension Tables
and one Fact Table. The Star Schema for this example is shown in Figure 2.9.

Fact Table

sex-key
time-key
prafession key

sex-key / —_—— Dimension {time) Table
sex

Dimension (sex) Table

time-key
year
profession quarter
month
day
Dimension {profession}/Table

profession-key
profession-class
title

level

discipline

Figure 2.9 Star Schema
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SNOWFLAKE SCHEMA

We notice that star schema consists of a single fact table and a single denormalized
dimension table for each dimension of the multidimensional data model. To support
attribute hierarchies, the dimension tables can be normalized to create snowflake
schemas. A snowflake schema consists of a single fact table and multiple dimension
tables. Like the Star Schema, each tuple of the fact table consists of a (foreign} key
pointing to each of the dimension tables that provide its multidimensional
coordinates. It also stores numerical values (non-dimensional attributes, and results
of statistical functions) for those coordinates. Dimension Tables in a star schema are
denormalized, while those in a smowflake schema are normalized. A generalized
view of the snowflake schema is presented in Figure 2.10. The advantage of the

Fact Table
time-key
Dimension (itern) Table item-key
itern-key location-key
itemn-name Dimension {time) Table
brand Rupees-sold time-key
type units-sold year
supplier-key quarter
month
: day
Dimensionf{location) Table
! ) ) location-key Dimension {city) Table
i! Dimension|{supplier} Table street \ City-key
i supplier-key city-key city-name
E supplier-name state
supplier-address country
supplier-type pin-code

Figure 2.10 Snowflake Schema

snowflake schema is as follows. A normalized table is easier to maintain.
Normalizing also saves storage space, since an un-normalized Dimension Table
tends to be large and may contain redundant information. However, the snowflake
structure may be reducing the effectiveness of navigating across the tables due to a
larger number of join operations.

ExampLE 2.4

An example of a snowflake schema for a company Deccan Electronics is given in
Figure 2.10. It can be seen that the dimension table for the items is normalized
resulting in two tables namely, the item and supplier tables. '
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Fact CONSTELLATION

Most often, there may be a need to have more than one Fact Table and these are called
Fact constellations. A Fact Constellation is a kind of schema where we have more
than one Fact Table sharing among them some Dimension Tables. It is also called
Galaxy Schema. For example, let us assume that Deccan Electronics would like to
have another Fact Table for supply and delivery. It may contain five dimensions, or

keys: time, item, delivery-agent, origin, destination along with the numeric measure as
the number of units supplied and the cost of delivery. It can be seen that both Fact
Tables can share the same item-Dimension Table as well as time-Dimension Table.
FACT 1 FACT 2
Dimension1-key Dimension2-key
Dimension2-key Dimension3-key
Dimension3-key Dimensiond-key
Summary Summary
Dimension?
Schema
Dimension3
Schema
Dimension2 . .
Schema Dimension4
Schema

Figure 2.11 Fact Constellation: Factl and Fact2 Share the same Dimension Tables, Dim?2 and
Dim3

2.7 Data WAREHOUSING ARCHITECTURE

Based on the logical data model of the data warehouse, let us now study the
architecture of the warehouse. In this section, we shall study the popular 3-tier
architecture and the components of the warehouse at different layers. In the following
sections, we discuss the features of these components in detail.

Figure 2.12 shows a typical data warehousing architecture. Very often, this structure
can be visualized as 3-tier architecture. Tier 1 is essentially the warechouse server, Tier
2 is the OLAP-engine for analytical processing, and Tier 3 is a client containing
reporting tools, visualization tools, data mining tools, querying tools, etc. There is also
the backend process which is concerned with extracting data from multiple operational
databases and from external sources; with cleaning, transforming and integrating this
data for loading into the data warehouse server; and of course, with periodically
refreshing the warehouse. Tier 1 contains the main data warehouse. It can follow one
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Figure 2.12 Data Warchouse Architecture

of three models or some combination of these. It can be single enterprise warehouse,
or may contain several departmental marts. The third model is to have a virtual
warehouse. We shall explain these concepts in the following sections. Tier 2 follows
three different ways of designing the OLAP engine, namely ROLAP, MOLAP and
extended SQL OLAP.

, 2.8 WAREHOUSE SERVER

The warehouse server sits at the core of the architecture described above. We shall
discuss different models of the warehouse server. As mentioned earlier, there are three
data warehouse models.

| " ENTERPRISE WAREHOUSE

This model collects all the information about the subjects, spanning the entire
organization. It provides corporate-wide data integration, usually from one or more
operational systems or external information providers. An enterprise data warehouse
requires a traditional mainframe. ’




Data Warchousing € 25

Data MaRTs

Data Marts are partitions of the overall data warchouse. If we visualize the data
warchouse as covering every aspect of a company’s business (sales, purchasing, payroll,
and so forth), then a data mart is a subset of that huge data warchouse built specifically
for a department. Data marts may contain some overlapping data. A store sales data mart,
for example, would also need some data from inventory and payroll. There are several
ways to partition the data, such as by business function or geographic region.

Historically, the implementation of a data warehouse has been limited to the
resource constraints and priorities of the MIS organization. The task of implementing a
data warehouse can be a very big effort, taking a significant amount of time. And,
depending on the implementing alternatives chosen, this could dramatically impact the
time it takes to see a payback or return on investment. There are many alternatives to
design a data warehouse. One feasible option is to start with a set of data marts for
each of the component departments. One can have a stand-alone data mart or a
dependent data mart.

The current trend is to define the data warehouse as a conceptual environment, The
industry is moving away from a single, physical data warehouse toward a set of
smaller, more manageable, databases called data marts. The physical data marts
together serve as the conceptual data warehouse. These marts must provide the easiest
possible access to information required by its user community.

StanD-ALONE Dara Mart
This approach enables a department or work-group to implement a data mart with
minimal or no impact on the enterprise’s operational database.

Derenpent Dara Mart

This approach is similar to the stand-alone data mart, except that management of the
data sources by the enterprise database is required. These data sources include
operational databases and external sources of data.

VIrRTuaL Data WAREHOUSE

This model creates a virtual view of databases, allowing the creation of a “virtual
warehouse” as opposed to a physical warehouse. In a virtual warehouse, you have a
logical description of all the databases and their structures, and individuals who want
to get information from those databases do not have to know anything about them.
This approach creates a single “virtual database” from all the data resources. The
" data resources can be local or remote. In this type of a data warehouse, the data is
not moved from the sources. Instead, the users are given direct access to the data.
The direct access to the data is sometimes through simple SQL queries, view
definition, or data-access middieware. With this approach, it is possible to access
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remote data sources including major RDBMSs.

The virtual data warehouse scheme lets a client application access data distributed
across multiple data sources through a single SQL statement, a single interface. All
data sources are accessed as though they are local users and their applications do not
even need to know the physical location of the data.

There is a great benefit in starting with a virtual warehouse, since many
organizations do not want to replicate information in the physical data warehouse.
Some organizations decide to provide both by creating a data warehouse containing
summary-level data with access to legacy data for transaction details.

A virtual database is easy and fast, but it is not without problems. Since the queries
must compete with th¢ production data transactions, its performance can be consider-
ably degraded. Since there is no metadata, no summary data or history, all the queries
must be repeated, creating an additional burden on the system. Above all, there is no
clearing or refreshing process involved, causing the queries to become very complex.

2.9 MeTADATA

Metadata is to the data warchouse what the card catalogue is to the traditional library.
It serves to identify the contents and location of data in the warehouse. Metadata is a
bridge between the data warehouse and the decision support application. In addition to
providing a logical linkage between data and application, metadata can pinpoint access
to information across the entire data warchouse, and can enable the development of
applications which automatically update themselves to reflect data warchouse content
changes.

In a traditional database a schema describes the conceptual or logical data structures
of all the objects or entities with which the database is concerned, together with all
relationships between them known to the database. In such a weli-defined concept the
difference between metadata and data disappears—metadata is simpie data. However,
in the context of the data warehouse, metadata is needed to provide an unambiguous
interpretation. Metadata provides a catalogue of data in the data warehouse and the
pointers to this data. In addition to this, metadata may contain: data extraction/
transformation history, column aliases, data warehouse table sizes, data
communication/modelling algorithms and data usage statistics. Metadata is also used
to describe many aspects of the applications, including hierarchical relationships,
stored formulae, whether calculations have to he performed before or after
consolidation, currency conversion information, time series information, item
description and notes for reporting, security and access controls, data update status,
formatting information, data sources, availability of pre-calculated summary tables,
and data storage parameters. [n the absence of this information, the actual data is not
intelligible and it would not be wise to attempt to view or update it. '
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A deeper look at what metadata is — expanding the basic “data about data”
. definition — reveals the following, metadata, in its broadest sense, defines and
describes the entire application environment. It answers such questions as

B What does this field mean in business terms?

Which business processes does this set of queries support?

When did the job to update the customer data in our data mart last run?

Which file contains the product data, where does it reside, and what is its detailed
structure?

A metadata repository should contain:

B A description of the structure of the data warehouse. This includes the warehouse
schema, view, dimensions, hierarchies and derived data definitions, data marts
location and contents etc.

B QOperational metadata, such as data linkages, currency of data and monitoring
information (warehouse usage statistics, error reports, and its trails).

B The summarization processes which include dimension definition, data on
granularity, partitions, summary measure, aggregation, summarization etc.

B Details of data sources which include source databases and their contents, gateway
descriptions, a data partitions, data extractions, clearing, transformation rules and
defaults.

B Data related to system performance, which include indices and profiles that
improve data access and retrieval performances, in addition to rules for timing and
scheduling of refresh, update, and replication cycles; and

B Business metadata, which includes business terms and definitions, data ownership
information, and changing policies.

TypPes oF METADATA

Due to the variety of metadata, it is necessary to categorize it into different types,
based on how it is used. Thus, there are three broad categories of metadata.

BuiLb-TiMe METADATA :

Whenever we design and build a warchouse, the metadata that we generate ean be
termed as build-time metadata, This metadata links business and warehouse terminol-
ogy and describes the data’s technical structure. It is the most detailed and exact type
of metadata and is used extensively by warehouse designers, developers, and adminis-
trators. It is the primary source of most of the metadata used in the warchouse.

Usace MEeTapata
When the warehouse is in production, usage metadata, which is derived from build-time
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metadata, is an important tool for users and data administrators. This metadata is used
differently from build-time metadata, and its structure must accommodate this fact.

ControL METADATA

The third way metadata is used is, of course, by the databases and other tools to
manage their own operations. For example, a DBMS builds an internal representation
of the database catalogue for use as a working copy from the build-time catalogue.
This representation functions as control metadata. Most control metadata is of interest
only to systems programmers. However, one subset which is generated and used by the
tools that populate the warehouse, is of considerable interest to users and data
warchouse administrators, It provides vital information about the timeliness of
warehouse data and helps users track the sequence and timing of warehouse events.

2.10 OLAP EncINE

The main functions of the OLAP engine is to present the user a multidimensional view
of the data warehouse and to provide tools for OLAP operations. If the warehouse
server organizes the data warehouse in the form of multidimensional arrays, then the
implementational considerations of the OLAP engine are different from those when
the server keeps the warchouse in a relational form. With these considerations in mind,
there are three options of the OLAP engine.

SpeciaLizep SQL Server

This model assumes that the warehouse organizes data in a relational structure and the
engine provides an SQL-like environment for OLAP tools. The main idea is to exploit
the capabilities of SQL. We shall see that the standard SQL is not suitable for OLAP
operations. However, some researchers, (and some vendors) are attempting to extend
the abilities of SQL to provide OLAP operations. This is of relevance when the data
warehouse is available in a relational structure,

ReLationaL OLAP(ROLAP)

The ROLAP approach begins with the premise that data does not need to be stored
multidimensionally to be viewed multidimensionally. A scalable, parallel, relational
database provides the storage and high-speed access to this underlying data. A middle
analysis tier provides a multidimensional conceptual view of the data and an extended
analytical functionality which are not available in the underlying relational server. The
presentation tier delivers the results to the users. ROLAP systems provide the benefit
of full analytical functionality, while maintaining the advantage of relational data.




L :
Bhandarkarg’ College Library G 0 52 ?3
[\ . Nundapoea - 576 2y Data Warchousing 4 29

| B T AN P AV
pis ANE s AW AW T L)

ROLAP depends on a specialized schema design and its technology is limited by its
non-integrated, disparate tier architecture, The problem is that the data is physically
separated from the‘analytical processing. For many queries this is not a major problem,
but it limits the scope of analysis. Normally, the ROLAP engine formulates optimized
SQL statements that it sends to the RDBMS server. It then takes the data back from the
server, reintegrates it, and performs further analysis and computation before delivering
the finished results to the user.
Two important features of ROLAP are

B Data warehouse and relational database are inseparabie

B Any change in the dimensional structure requires a physical reorganization of the
database, which is too time consuming. Certain applications are too fluid for this and
the on-the-fly dimensional view of a ROLAP tool is the only appropriate choice.

MuLtioimensionaL OLAP (MOLAP)

The third option is to have a special purpose Multidimensional Data Model for the
data warchouse, with a Multidimensional OLAP (MOLAP) server for analysis. The
traditional ER model tends to be too complex and difficult to navigate, as the most
important data warehouse requirement is to have fewer queries accessing a large
number of records.

MOLAP servers support multidimensional views of data through array-based data
warchouse servers. They map multidimensional views of a data cube to array
structures. The advantage of using a data cube is that it allows fast indexing to
precompute summarized data. As with a multidimensional data store, storage
utilization is low, and MOLAP is recommended in such cases.

ROLAP vs MOLAP

The following arguments can be given in favour of MOLAP:

Relational tables are unnatural for multidimensional data.

Multidimensional arrays provide efficiency in storage and operations.

There is a mismatch between multidimenstonal operations and SQL.

For ROLAP to achieve efficiency, it has to perform outside current relational
systems, which is the same as what MOLAP does.

bl

The following arguments can be given in favour of ROLAP:

1. ROLAP integrates naturally with existing technology and standards.
2. MOLAP does not support ad hoc queries effectively, because it is optimized for
muitidimensional operations.
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Since data has to be downloaded into MOLAP systems, updating is difficult.

4. The efficiency of ROLAP can be achieved by using techniques such as encoding
and compression.

5. ROLAP can readily take advantage of parallel relational technology.

The claim that MOLAP performs better that ROLAP is intuitively believable. In a
recent paper, this claim was also substantiated by tests. However, the debate will
continue as new compression and encoding methods are applied to ROLAP databases.

2.11 Dara WaReHouse BACKEND PRrRocEss

Data warehouse systems use backend tools and utilities to populate and refresh their
data. These tools and facilities include the following functions: (1) data extraction,
which gathers data from multiple, heterogeneous, and external sources; (2) data
cleaning, which detects errors in the data and rectifies them when possible; (3) data
transformation, which converts data from legacy or host format to warchouse format;
(4) load, which sorts, summarizes, consolidates, computes, views, checks integrity, and
builds indices and partitions; and (5) refresh, which propagates the updates from the
data sources to the warchouse,

Darta ExTRACTION

Data extraction is the process of extracting data for the warehouse from various
sources. The data may come from a variety of sources, such as

production data,
legacy data,

internal office systems,
external systems,
metadata.

Data CLEANING

Since data warehouses are used for decision making, it is essential that the data in the
warchouse be correct. However, since large volumes of data from heterogeneous
sources are involved, there is a high probability of errors in the data. Therefore, data
cleaning is essential in the construction of quality data warehouses. The data eleaning
techniques include

B using transformation rules, e.g., translating attribute names like ‘age’ to ‘DOB’
B using domain-specific knowledge;
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B performing parsing and fuzzy matching, e.g., for multiple data sources, one can
designate a preferred source as a matching standard, and
B auditing, i.e., discovering facts that flag unusual pattems.

It is difficult and costly, however, to clean the data that are entered as a result of
poor business practices, such as no clear naming conventions, no consistent data
standards, etc.

DaATA TRANSFORMATION

The sources of data for datawarehouse are usually heterogeneous. Data transformation
is concerned with transforming heterogeneous data to an uniform structure so that the
data can be combined and integrated.

LoADING

Since a data warchouse integrates time-varying data from multiple sources, the volumes
of data to be loaded into a data warehouse can be huge. Moreover, there is usually an
insufficient time interval when the warehouse can be taken off-line and when loading
data, indices and summary tables need to be rebuilt. A loading system should also allow
system administrators to monitor the status, cancel, suspend, resume loading or change
the loading rate, and restart loading after failures without any loss of data integrity.

There are different data loading strategies.

B Batch loading.
8 Sequential loading.
B Incremental loading.

REFRESH

When the source data is updated, we need to update the warchouse. This process is
called the refresh function. Determining how frequently to refresh is an important
issue. One extreme is to refresh on every update. This is very expensive, however, and
is normally only necessary when OLAP queries need the most current data, such as
Active Data Warchouse, for example, an up-to-the-minute stock quotation. ‘A more
realistic choice is to perform refresh periodically. Refresh policies should be set by the
data administrator, based on user needs and data traffic.

212 OtHER FEATURES

There are some recent features of data warehousing, which we shall briefly outline
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here. Readers are requested to refer to a complete text book on Data “/arehousing to
study these features in detail.

WaRreHouse MANAGEMENT TooLs

Data warchouse architecture usually provides a set of management tools which
include load manager, warehouse manager, query manager. In addition, a data
warchouse must be supported by other management tools like server manager,
network manager.

DaTA WaRreHouse UsaGe

Data warehouses and data marts are used in a wide range of applications. Business
executives in almost every industry use the data collected, integrated, preprocessed,
and stored in data warehouses and data marts, to perform data analysis and make
strategic decisions. In many firms, data warehouses are used as an integral part of a
plan—execute-assess or “closed-loop” feedback system for enterprise management.
Data warehouses are used extensively in banking and financial services; consumer
goods and retail distribution sectors; and controlled manufacturing, such as demand-
based production.

Data warehouse is a process that evolves gradually within an enterprise. Typically,
the longer that a data warchouse has been in use, the more it will have evolved.
Initially, the data warehouse is mainly used for generating reports and answering
predefined queries. Eventually, it is used to analyze summarized and detailed data. In
the next phase, the data warehouses are used for strategic purposes, performing
multidimensional analysis and sophisticated slice-and-dice operations. Finally, the data

. warehouse may be employed for knowledge discovery and strategic decision making
using data mining tools. In this context, the tools for data warehousing can be
categorized into access and retrieval tools, database reporting tools, data analysis
tools, and data mining tools

THE WAREHOUSE ATLAS

In the data warehouse atlas, metadata provides a variety of high-lgvel views as
starting points of data warehouse exploration for various users. It provides views for
executive users, for management, a physical features view for data administrators
and key business users, and a searchable, no-nonsense index for everyday users. Just
as a world atlas often drills down to provide both topographical and political details,
a warchouse atlas provides two detailed views—one for end users and one for
builders.
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THe MisunpoersToob OLAP ENGINE

There are three fundamental misconceptions about OLAP engines.

2.13

OLAP servers can perform data warchousing functions.

No. OLAP engines build relational cubes that provide the ability to perform
multidimensional analysis on a given data set. They are completely inadequate for
many tasks commonly associated with data warehouses, such as historical
archiving.

OLAP engines can cleanse and manipulate data being loaded.

No. OLAP servers focus on providing multidimensional analysis. Most available
products emphasize the OLAP functionality and leave the data preparation to the
user.

OLAP engines store the data in a format open to other tools.

No. There is nothing “open” about OLAP data stores. In order to perform effective
roll-up, drill-down, or data pivoting, OLAP servers store their cubes in proprietary
formats, if not proprietary file managers. If other application tools have access to
that data, it is simply because they have written custom drivers to accommodate
the format. OLAP does not and cannot stand on its own. It is a core component of
the broader, overall data warehousing application.

SUMMARY

In this chapter, a brief introduction to data warehousing techniques is outlined. The
discussion includes the basic concepts of data warehousing, its architecture and its
components. It also addresses the relationship of data warehousing with OLAP and
Muitidimensional Data Models. We have discussed the concept Data Marts and of
Metadata. The three-level architecture also demonstrates the need for data mining
tools in the present context. Based on the implementation details, the different OLAP
engines like MOLAP and ROLAP are also discussed in this chapter.

EXERCISES

L.

A data warehouse is said to contain a ‘time-varying’ collection of data because
a. Its contents vary automatically with time

b. Its life-span is very limited

oIt contains historical data

d. It content has explicit time-stamp.
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The content of a data warehouse is said to be ‘non-volatile’, because
a. It remains the same even after the system crashes

o0 lis life-span is very long

¢t is a read-only data
d. Tt disappears when the system is switched off

A data warehouse is said to contain a ‘subject-oriented” collection of data because
ay Ats contents have a common theme

b. It is built for a specific application

¢. It cannot support multiple subjects

d. Itis a generalization of “object-oriented’

A data warehouse is an ‘integrated’ collection of data because
a. Itis acollection of data of different types.

bt is a collection of data derived from multiple sources

c. Itis arelational database

d. It contains summarized data

A data warehouse is built on historical data and is not guaranteed to be up-to-date
information. True or False?

A data warehouse is built as a separate repository of data, different from the
operational data of an enterprise because

a. It is necessary to keep the operational data free of any warehouse operations.

b. A data warehouse cannot afford to allow corrupted data within it.

~ ¢, _A data warchouse contains summarized data whereas the operational database

contains transactional data

In order to populate the data warehouse which of the following set of operations
are appropriate? '

a. Refresh and load

b. Create and edit

c. Insert and delete

d. Query and update

Dimension data within a warehouse exhibits one of the following properties:

a. Dimension data consists of the minor part of the warchouse

b. The aggregated information is actually dimension data

c. It contains historical data

d. Dimension data is the information that is used to analyze the elemental
transaction.

The *Slice’ operation deals with
aw-Selecting all but one dimension of the data cube.
b. Merging the cells along one dimension
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¢. Merging cells of all but one dimension
d. Selecting the cells of any one dimension of the data cube.

Consider the following case

Case Stupy ONe

Institutional finance for the rural sector consists essentially of loans extended by
financial institutions for rural development. The financial institutions are Scheduled
Commercial Banks, Regional Rural Bank; Cooperatives, Large-size Adivasis
Multipurpose Banks. A data warehouse is built to study the institutional finance of the
rural sector. We are interested in finding out the year-wis¢ details of loan
disbursements and outstanding loans. It is to study the loan disbursement of the
bank-—group-wise, purpose-wise, region-wise. The country is categorized into
different regions namely, North, North-East, East, Central, West and South. Each
region consists of a set of states.

10. Given the information of total loans disbursed (in Rs.) during the period 1991-95
and 1996—2000 for each of the states, if we want to get the total loan disbursement
for the period 1991-95, for each region then which of the following is the correct
sequence of operations ?

A slice followed by dice

A dice followed by slice

A slice followed by roll-up

A slice followed by drill-down

None of these

o a0 opR

11. Given the information of the total loans disbursed (in Rs.) during the period
1991-95 and 1996-2000 for each of the states, if we want to arrive at the total
loan disbursement year-wise and region-wise, then which of the following is the
correct sequence of operations ?

A roll-up followed by dice

A drili-down followed by slice

A slice followed by roll-up

A roli-up followed by drill-down

None of these

°po o

12. Given the information of the total loans disbursed (in Rs.) during the period
1991-95 and 1996—2000 for each of the states, if we want to arrive at the total
loan disbursement for the period 1991-95, for two states say, Maharashtra and
Bihar, then which of the following is the correct sequence of operations ?

a. Aslice only
b. A dice followed by slice
¢. A dice only
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d. A drill-down followed by slice
e. None of these ,
13. Given the information of the total loans disbursed (in Rs.} during the period 1991-
95 and 19962000 for each bank group-wise, (there are three bank groups, namely
the SBI and its associates, nationalized banks and cooperative banks), if we want
to arrive at the total loan disbursement for the period 1991-95 and 1996-2000 for
all the banks taken together, which of the following operations is appropriate?
a. Aslice
b. Roll-up
¢. Drill-down
d. Dice
e. No single operation suffices
14. The ‘Dice’ operation is concemned with
a. multiple runs of slice
b. slice on more than one dimension
c. selecting certain cells of more than one dimension
d. two consecutive slice operations in two different dimensions
15. The ‘Pivot’ is an OLAP operation which
a. integrates several dimensions
b.-i§a visualization operation, rotating the axes for alternative presentation
c. isnot a visualization operation
16. A ‘virtual warehouse’ is essentially
a._A traditional relational database providing a multidimensional view through a
middleware and it is different from the enterprise’s operational database

b. It is the operational database but provides warehouse facilities through a
middleware.

¢. It is the materialized view of the operational and transactional database.

17. ‘Roll-up’ is an OLAP operation

a:_Which switches from the details to the aggregate Jevel within a classification
hierarchy. )

b. Which switches from the details to the aggregate level along many dimensions.

c. Which switches from the aggregate to the detail level within a classification
hierarchy

d. Which switches from the details to the aggregate levels across many
classification hierarchies.

18. A ‘drill-down ’ operation is concerned with

a. Which merges cells of two dimensions
b. Which merges cells of any one dimension based on the characteristics of the
dimension
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19. A

20.

21.

22.

23..

¢. Which splits cells of two dimensions
d._Which splits cells of any one dimension based on the characteristics of the
dimension

‘drill-through’ is an OLAP operation that is derived from drill-down in the

following sense

a. Drill-through navigates along many dimensions whereas drill-down navigates
only in one dimension

b. Drill-through moves both upward and downward, whereas drill-down moves
only downward.

c. Drill-through is a bi-directional approach, whereas drill-down is a uni-

directional approach

Consider the 3-tier architecture of the data warehouse. The OLAP engine
corresponds to

a. The first layer of the architecture

b.—S8€cond layer

¢. Third layer

A data mart

a. is the analysis unit of the overall architecture of a warehouse.

b. is a stand-alone of a data warehouse, by itself, of a department of the
enterprise.

c._isan essential component, in the sense that every data warehousc necessarily
has several data marts.

One of the techniques of implementing the OLAP cngine is a ‘specialized SQL

server’. This server exhibits the following properties:

a. It assumes that the data warehouse is in a multidimensional model and is
implemented in a relational DBMS

b. It facilitates SQL queries for the data warehouse that is physically organized as
a multidimensional model

c. It facilitates OLAP operations in SQL.

d. It facilitates OLAP operations in SQL when the data warehouse is organized as
relational tables.

-What is ‘ROLAP’?

‘a. ROLAP is an OLAP engine for (i) multidimensional models and (ii) SQL
based OLAP operations.

b. ROLAP is an OLAP engine for (i) relational model and (ii) SQL-based OLAP
operations.

c. ROLAP is an OLAP engme for (i) Multidimensional models and (ii) SQL
queries, but does not support ‘slice’ and ‘dice’” operations.

d. ROLAP is a set of relational operations equivalent to OLAP operations.
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24. What is ‘MOLAP’? :
a. MOLAP is an OLAP engine for (i) relational models and (ii) multidimensional
OLAP operations.
b. MOLAP is an OLAP engine for (i) multidimensional models and (ii) SQL-
based OLAP operations.
c. MOLAP is an OLAP engine for (i) multidimensional models and (ii) supports
multidimensional OLAP operations.
d. MOLAP is an ROLAP with a supporting multidimensional model.
25. Which of the following statements are false? MOLAP is preferred to ROLAP
a. when relational tables are not suitable for warehouse modelling.
b. because multidimensional arrays provide efficiency in storage and operations.
c. because the current technology of a relational system does not provide full-
. fledged OLAP operations.
d. because indexing and hashing techniques are easy to implement for MOLAP.
26. Consider Case Stupy ONE
If we want to design a star schema, the content of the Fact Table would be
a. The details of all banks and corresponding loans disbursed
b. Details of the loan amounts disbursed
c. Details of banks—groups, regions, years
d. None of these
27. Consider Cast Stupy ONE
If we want to design a star schema for this, there are several dimensions. Identify
the ones which are not dimensions.
a. Bank-groups
b. Purpose
c. Year
d. Region
¢. Loan amount
28. Consider Case STupy ONE
If we want to design a star schema for this, the content of the join-keys will be
a. Bank-id, Region-id, Loan-id
b. Bank-id, loan-id, region-id, year-id, purpose-id
c. Loan-id
d. None of these
29. Consider Case STuny ONE

If we want to design a data warehouse, the attributes of a bank such as its manager,
interest rates, and address are stored in

a. Facttables

b. Dimension tables

¢. Metadata
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30. Which of the following indexing techniques are appropriate for data warehousing

a.
b.
c.

d.

Hashing on primary keys?

Indexing on foreign keys of the fact table
Bit-map indexing ’

Join indexing

31. What is bit-map indexing?

a.

b.
c.
d.

It is a method of indexing a relational table, where each tuple is mapped to a
binary string.

It is a method of indexing fact tables based on signatures

It is a method of mapping a set of tuples to a bucket, based on a single attribute
It is to code whether a particular value of a selected attribute is present in a
tuple or not.

32. ROLAP is preferred over MOLAP when

a.
b.

c.
d.

A data warehouse and relational database are inseparable.

The data warehouse is in relational tables, but no slice and dice operations are
required.

The multidimensional model does not support query optimization.

A data warehouse contains many fact tables and many dimension tables.

33. Consider the following case

Case Stupy Two
The weather data is stored for different locations in a warchouse, The weather data
consists of ‘temperature’, ‘pressure’, “humidity’ and “wind velocity’. The location
is defined in terms of ‘latitude’, ‘longitude’, ‘altitude’ and ‘time’. Assume that
nation() is a function that returns the name of the country for a given latitude and
longitude.

Propose a warehousing model for this case.

Assume that this information is stored in a data warehouse as a data cube. If we

want to extract the average temperature and maximum pressure for all

locations for every week, which of the following is the appropriate sequence
operations on the multidimensional model?

a. To compute the average temperature and the highest value of pressure for
each week, slice along time to get the values week-wise.

b. The average temperature and maximum pressure are precomputed while
constructing the warehouse. It is to carry out only a slice operation on
‘time’.

¢. The average temperature and maximum pressure are precomputed while
constructing the warehouse. It is to carry out only a roll-up operation on
‘time’
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d. The average temperature and maximum pressure are to be computed as in
(a.) and to carry out slice and drill-down operation on ‘time’.

¢. None of these

* Assume that this information is stored in a data warchouse as a data cube,
along with the average temperature and maximum pressure for all dimensions.
Which of the following is the appropriate sequence operations to get the
average temperature year-wise?
a. Slice on time.
b. Slice on temperature
¢. Roll-up on time
d. Roll-up on temperature.
¢. None of these

*  We want to build a warehouse using the above information with the numeric
measures such as average temperature, maximum pressure, maximum and
minimum humidity,-and average wind velocity. In a constellation (galaxy)
schema, which of the following tables store the above information?
a. Facttable
b. Summary table
¢. Dimension table
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3.1 INTRODUCTION

We have seen in the carlier chapter that when an enterprise has made substantial
investments in capturing, cleaning, storing and managing data for decision support and
has built a data warchouse, it is in a position to generate a range of reporting
applications through ad hoc query capabilities, visualization and drill-down
functionalities via OLAP tools. Data mining complements all of these. It also adds
value to existing investments by enabling people who understand the warehousing
environment (and others) to exploit data assets and.gain deeper insights into key
3 aspects of business performance. For example, a marketing department might have
well-established models for modelling customer profiles. Data mining helps the
marketing analyst to break free of established customer models and construct detailed
customer profiles reflecting actual behaviour in different situations. In a marketing
situation, such profiles can be used as a basis for enabling promotion costs to be cut
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and response ratios to be increased. The net impact of an effective data mining project
can be very high.

In this chapter, we shall introduce the concept of data mining. In a sense, we build
up arguments to motivate the readers to undertake a detailed study of data mining
techniques. We shall present a number of definitions of data mining and discuss the
important features of the subject. We shall also identify the major techniques of data
mining and discuss possible areas of data mining applications. Data mining is a
component of data warehousing, but it can also be stand-alone process for data
analysis, even in the absence of a data warehouse.

In Section 3.2, we shall explain the basic concept of data mining. Different
definitions of data mining are given in Section 3.3. We also discuss different aspects of
these definitions. Though popularly DM and KDD are often used interchangeably,
there are some differences between them. This is highlighted in Section 3.4, The DM
process can be coupled with a DBMS in tightly-coupled mode or loosely-coupled
mode. The advantages and disadvantages of these modes are discussed in Section 3.5.
Section 3.6 is concerned with the relationship of DM with other disciplines in
Computer Science. Section 3.7 briefly outlines several data mining techniques. Some
of these techniques are elaborated in subsequent chapters. It may be noted that
database research is no Jonger confined only to data repository stored in a DBMS.
Unstructured data such as text data, time series data or spatial data have already been

- identified as different fields of research. In Section 8, we shall discuss the data mining
problems for these types of data. In Section 3.9, we shall identify the current trends
which have influenced the development of DM techniques. Section 3.10 discusses the
issues and trends of DM. There arc many possible areas where DM methodology can
be applied. In Section 3.10, we identify the sources of voluminous data and hence the
possible domains of applications of DM. Section 3.12 illustrates some typical
applications of DM.

3.2 WHarT I1s Data MiniINnG?

Data mining is the non-trivial process of identifying valid, novel, potentially useful,
and ultimately understandable patterns in data. With the widespread use of databases
and the explosive growth in their sizes, organizations are faccd with the problem of
information overload. The problem of effectively utilizing these massive volumes of
data is becoming a major problem for all enterprises. Traditionally, we have been
using data for querying a reliable database repository via some well-circumscribed
application or canned report-generating utility. While this mode of interaction is
satisfactory for a large class of applications, there exist many other applications which
demand exploratory data analyses. We have seen that in a data warehouse, the OLAP
engine provides an adequate interface for querying summarized and aggregate
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information across different dimension-hierarchies. Though such methods are relevant
for decision support systems, these lack the exploratory characteristics of querying.
The OLAP engine for a data warehouse (and query languages for DBMS) supports
query-triggered usage of data, in the sense that the analysis is based on a query posed
by a human analyst. On the other hand, data mining techniques support automatic
exploration of data. Data mining attempts to source out patterns and trends in the data
and infers rules from these patterns. With these rules the user will be able to support,
review and examine decisions in some related business or scientific area. This opens
up the possibility of a new way of interacting with databases and data warehouses.
Consider, for example, a banking application where the manager wants to know
whether there is a specific pattern followed by defaulters. It is hard to formulate a SQL
query for such information. It is generally accepted that if we know the query precisely
we can turn to query language to formulate the query. But if we have some vague idea
and we do not know the precisely query, then we can resort to data mining techniques.

The evolution of data mining began when business data was first stored in
computers, and technologies were generated to allow users to navigate through the
data in real time. Data mining takes this evolutionary process beyond retrospective
data access and navigation, to prospective and proactive information delivery. This
evolution is due to the support of three technologies that are sufficiently mature:
massive data collection, high performance computing and data mining algorithms.

We shall study some definitions of the term data mining in the following section.

3.3 Dara Mining: DEFINITIONS

Data mining, the extraction of the hidden predictive information from large databases,
is a powerful new technology with great potential to analyze important information in
the data warehouse. Datd mining scours databases for hidden patterns, finding
predictive information that experts may miss, as it goes beyond their expectations.
When implemented on a high performance client/server or parallel processing -
computers, data mining tools can analyze massive databases to deliver answers to
questions such as which clients are most likely to respond to the next promotional
mailing. There is an increasing desire to use this new technology in the new
application domain, and a growing perception that these large passive databases can be
made into useful actionable information.

DerFiNITIONS

The term ‘data mining’ refers to the finding of relevant and useful information from
databases. Data mining and knowledge discovery in the databases is a new
interdisciplinary field, merging ideas from statistics, machine learning, databases and
parallel computing. Researchers have defined the term ‘data mining’ in many ways.
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We discuss a few of these definitions below.

1. Data mining or knowledge discovery in databases, as it is also known, is the non-
trivial extraction of implicit, previously unknown and potentially useful
information from the data. This encompasses a number of technical approaches,
such as clustering, data summarization, classification, finding dependency
networks, analyzing changes, and detecting anomalies.

Though the terms data mining and KDD are used above synonymously, there are
debates on the difference and similarity between data mining and knowledge
discovery. In the present book, we shall be using these two terms synonymously.
However, we shall also study the aspects in which these two terms are said to be
different.

Data retrieval, in its usual sense in database literature, attempts to retrieve data that
is stored explicitly in the database and presents it to the user in a way that the user can
understand. It does not attempt to extract implicit information. One may argue that if
we store ‘date-of-birth’ as a field in the database and extract ‘age’ from it, the
information received from the database is not explicitly available. But all of us would
agree that the information is not ‘non-trivial’. On the other hand, if one attempts to
find out the average age of the employees in a particular company, it can be visualized
as a sort of non-trivial extraction of implicit information. Then, can we say that
extracting the average age of the employees of a department from the employees
database (which stores the date-of-birth of every employee) is a data-mining task? The
task is surely ‘non-trivial extraction of implicit information’, It is indeed a type of data
mining task, but at a very low level. A higher level task would, for example, be to find
correlations between the average age and average income of individuals in an
enterprise.

2. Data mining is the search for the relationships and global patterns that exist in
large databases but are hidden among vast amounts of data, such as the
relationship between patient data and their medical diagnosis. This relationship
represents valuable knowledge about the database, and the objects in the
database, if the database is a faithful mirror of the real world registered by the
database.

Consider the employee database and let us assume that we have some tools
available with us to determine some relationships between fields, say relationship
between age and lunch-patterns. Assume, for example, that we find that most of
employees in their thirties like to eat pizzas, burgers or Chinese food during their
lunch break. Employees in their forties prefer to carry a home-cooked lunch from their
homes. And employees in their fifties take fruits and salads during lunch. If our tool
finds this pattern from the database which records the lunch activities of all employees
for last few months, then we can term our tool as a data mining tool. The daily lunch
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activity of all employees collected over a reasonable period of time makes the database
very vast. Just by examining the database, it is impossible to notice any relationship
between age and lunch patterns.

3. Data mining refers to using a variety of techniques to identify nuggets of
information or decision-making knowledge in the database and extracting these in
such a way that they can be put to use in areas such as decision support,
prediction, forecasting and estimation. The data is often voluminous, but it has low
value and no direct use can be made of it. It is the hidden information in the data
that is useful.

Data mining is a process of finding value from volume. In any enterprise, the
amount of transactional data generated during its day-to-day operations is massive in
volume. Although these transactions record every instance of any activity, it is of little
use in decision making. Data mining attempts to extract smaller pieces of valuable
information from this massive database. '

4. Discovering relations that connect variables in a database is the subject of data
mining. The data mining system self-learns from the previous history of the
investigated system, formulating and testing hypothesis about rules which systems
obey. When concise and valuable knowledge about the system of interest is
discovered, it can and should be interpreted into some decision support system,
which helps the manager to make wise and informed business decision.

Data mining is essentially a system that leamns from the existing data. One can think
of two disciplines which address such problems—Statistics and Machine Leamning.
Statistics provide sufficient tools for data analysis and machine learning deals with
different learning methodologies. While statistical methods are theory-rich-data-poor,
data mining is data-rich-theory-poor approach. On the other hand machine learning
deals with whole gamut of learning theory, which most often data mining is restricted
to areas of learning with partially specified data.

5. Data mining is the process of discovering meaningful, new correlation patterns
and trends by sifting through large amount of data stored in repositories, using
pattern recognition techniques as well as statistical and mathematical techniques.

One important aspect of data mining is that it scans through a large volume of data
to discover patterns and correlations between attributes. Thus, though there are
techniques like clustering, decision trees, etc., existing in different disciplines, these
are not readily applicable to data mining as they are not designed to handle large
amounts of data. Thus, in order to apply statistical and mathematical tools, we have to
modify these techniques to be able efficiently sift through large amounts of data stored
in the secondary memory. :
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3.4 KDD vs. Data MiNiNG

Knowledge Discovery in Database (KDD) was formalized in 1989, with refcrence
to the general concept of being broad and high level in the pursuit of seeking
knowledge from data. The term data mining was then coined; this high-level
application technique is uscd to present and analyze data for decision-makers.

Data mining is only one of the many steps involved in knowledge discovery in
databases. The various steps in the knowledge discovery process include data
selcction, data cleaning and prcprocessing, data transformation and reduction, data
mining algorithm selection and finally the post-processing and the interpretation
of the discovered knowledge. The KDD process tends to be highly iterative and
interactive. Data mining analysis tends to work up from thc data and the best
techniques are developed with an orientation towards large volumes of data,
making use of as much data as possible to arrive at reliable conclusions and
decisions. The analysis process starts with a set of data, and uses a methodology to
develop an optimal representation of the structure of data, during which
knowledge is acquired. Once knowledge is acquired, this can be extended to large
sets of data on the assumption that the large data set has a structure similar te the
simple data set.

Fayyad et al. distinguish between KDD and data mining by giving the following

- definitions.

Knowledge Discovery in Databases is the process of identifying a valid, potentially
useful and ultimately understandable structure in data. This process involves selecting
or sampling data from a data warchouse, cleaning or preprocessing it, transforming or
reducing it (if needed), applying a data mining component to produce a structure, and
then evaluating the derived structure.

Data Mining is a step in the KDD process concerned with the algorithmic means by
which patterns or structures are enumerated from the data under acceptable
computational efficiency limitations. '
Thus, the structures that are the outcome of the data mining process must meet
certain conditions so that these can be considered as knowledge. These conditions are:
validity, understandability, utility, novelty and interestingness. '

Staces oF KDD

The stages of KDD, starting with the raw data and finishing with the extracted
knowledge, are given below.
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SELECTION

This stage is concerned with selecting or segmenting the data that are relevant to some
criteria. For example, for credit card customer profiling, we extract the type of
transactions for each type of customers and we may not be interested in details of the
shop where the transaction takes place.

PREPROCESSING

Preprocessing is the data cleaning stage where unnecessary information is removed. For
example, it is unnecessary to note the sex of a patient when studying pregnancy! When
the data is drawn from several sources, it is possible that the same information is
represented in different sources in different formats. This stage reconfigures the data to
ensure a consistent format, as there is a possibility of inconsistent formats.

TRANSFORMATION

The data is not merely transferred across, but transformed in order to be suitable for
the task of data mining. In this stage, the data is made usable and navigable.

Data MiNING

This stage is concerned with the extraction of patterns from the data.

INTERPRETATION AND EVALUATION

The patterns obtained in the data mining stage are converted into knowledge, which in
turn, is used to support decision-making.

DATA VISUALIZATION

Data visualization makes it possible for the analyst to gain a deeper, more intuitive
understanding of the data and as such can work well alongside data mining. Data
mining allows the analyst to focus on certain patterns and trends and explore them in-
depth using visualization. On its own, data visualization can be overwhelmed by the
volume of data in a database but in conjunction with data mining can help with
exploration. :

Data visualization helps users to examine large volumes of data and detect the
patterns visually. Visual displays of data such as maps, charts and other graphical
representations allow data to be presented compactly to the users. A single graphical
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screem can encode as much information as can a far larger number of text screens. For
example, if a user wants to find out whether the production problems at a plant are
correlated to the location of the plants, the problem locations can be encoded in a
special colour, say red, on a map. The user can then discover locations in which the
problems are occurring. He may then form a hypothesis about why problems are
occurring in those locations, and may verify the hypothesis against the database.

3.5 DBMS vs DM

We have seen that DBMS supports query languages which are useful for query-
triggered data cxploration, whereas data mining supports automatic data exploration. If
we know exactly what information we are seeking, a DBMS query would suffice;
whercas if we vaguely know the possible correlations er patterns, then data mining
techniques are useful. One of the tasks of data mining is hypothesis testing, wherein
we formulate a hypothesis and test it by sifting through the database. This task can be
handled by a DBMS query. Thus, in these senses, DBMS supports some primitive data
mining tasks.

From the architectural perspective, let us look the way a data mining system makcs
use of an existing database.

There are threc different ways in which data mining systems use a relational
DBMS. They may not use it at all, be loosely coupled or tightly coupled.

A majority of data mining systems do not use any DBMS and have their own
memory and storage management. They treat the database simply as a data repository
from which data is expected to be downloaded into their own memory structures,
before the data mining algorithm starts. The advantage of such an approach is that one
can optimize the memory management specific to the data mining algorithm. On the
contrary, thesc systems ignore the field-proven technologies of DBMS, such as
recovcery, concurrency, ete.

The second approach is to have a loosely-coupled DBMS. In this case, DBM?: is
used only for storage and retrieval of data. For instance, one can use a loosely-coup’t '
SQL to fetch data records as required by the mining algorithm. The front-end of the
application is implemented in a host programming language, with embedded SQL
statements in it. The applications use a SQL sclect statement to retrieve the set of
records of interest from the database. A loop in the application program copies records
in the result set one-by-one from the database address space to the application address
space, where computation is performed on them. This loosely-coupled approach does
not usc the querying capability provided by the DBMS,

In tightly-coupled approach, the portions of the application programs are selectively
pushed to the database system to perform the necessary computation. Data arc stored
in the database and all processing is done at the databasc end. It is different from
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bringing the data from the database to the data mining area. On the other hand, the
data mining application goes where the data naturally reside. This avoids performance
degradation and takes full advantage of database technology. The performance of this
approach depends on the way to optimize the data mining process while mapping it to
a query. There are two suggested approaches. We can leave the optimization task to a
built-in query optimizer of the DBMS or we can have an external optimizer.

3.6 OTHeR RELATED AREAS

Data mining research has drawn on a number of other ficlds such as machine
learning and statistics. We review the relations of data mining with some of the
important areas.

STATISTICS

As we mentioned earlier, statistics is a theory-rich approach for data analysis.
Statistics, with its solid theoretical foundation, generates results that can be
overwhelming and difficult to interpret. These require user guidance as to where and
how to analyze the data. Notwithstanding these, statistics is one of the foundational
principles on which data mining technology is built. Statistical analysis systems are
used by analysts to detect unusual patterns and explain patterns using statistical
models, such as linear models. Statistics have an important role to play and data

analyses based on the results of data mining.

MACHINE LEARNING

Machine learning is the automation of a learning process and learning is tantamount to
the construction of rules based on observations. This is a broad field which includes
not only learning from examples, but also reinforcement learning, learning with a
teacher, etc. A learning algorithm takes the data set and its accompanying information
as the input and returns a statement, e.g., a concept representing the results of learning
as output.

Inductive learning, where the system infers knowledge itself from observing its
environment, has two main strategies: Supervised Learning and Unsupervised
Learning. The mode! produced by inductive learning methods can be used to predict
the outcome of future situations; in other words, not only for states encountered but
rather for unseen states that could occur. There can be many possible models from a
given set of examples. In such situations, the principle Occam’s Razor is very
appropriate. It states that if there are multiple explanations for a particular phenomena,

mining will not replace such analyses, but rather statistics can act upon more directed -
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it makes sense to choose the simplest because it is more likely to capture the nature of
the phenomenon.

SuPERVISED LEARNING

Supervised learning means learning from examples, where a training set is given
which acts as examples for the classes. The system finds a description of each class.
Once the description (and hence a classification rule) has been formulated, it is used to
predict the class of previously unseen objects. This is similar to discriminate analysis
which occurs in statistics.

UNSUPERVISED LEARNING

Unsupervised learning is learning from observation and discovery. In this mode of
learning, there is no training set or prior knowledge of the classes. The system
analyzes the given set of data to observe similarities emerging out of the subsets of the
data. The outcome is a set of class descriptions, one for each class, discovered in the
environment. This is similar to cluster analysis in statistics.
Data mining, and the part of machine learning dealing with learning from examples,
overlap in the algorithms used and the problems addressed. Data mining 1s concerned
" with finding understandable knowledge, while machine learning is concerned with
improving the performance of an intelligent system or agent for problem-solving tasks.
When integrating machine learning techniques into database systems, some of the
databases require more efficient learning algorithms because realistic databases are
normally very large and noisy.

MATHEMATICAL PROGRAMMING

The relationship between mathematical programming and data mining was not so
obvious until the pioneering work by O L Mangasarian. Most of the major data mining
tasks can be equivalently formulated as problems in mathematical programming for
which efficient algorithms arc available. It provides a new insight into the problems
the data mining. One of the major active research topics in this ficld is Support Vector
Machines approach for classification. We shall discuss this approach briefly in the

following section.

3.7 DM TecHNIQUES

Researchers identify two fundamental goals of data mining: prediction and
description. Prediction makes use of existing variables in the databasc in order to
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predict unknown or future values of interest, and description focuses on finding
patterns describing the data and the subsequent presentation for user interpretation.
The relative emphasis of both prediction and description differ with respect to the
underlying application and the technique. There are several data mining techniques
fulfilling these objectives. Some of these are associations, classifications, sequential
patterns and clustering. The basic premise of an association is to find all associations,
such that the presence of one set of items in a transaction implies the other items.
Classification develops profiles of different groups. Sequential patterns identify
sequential patterns subject to a user-specified minimum constraint. Clustering
segments a database into subsets or clusters.
Another approach of the study of DM techniques is to classxfy the techniques as

B User-guided or verification-driven data mining, and
B Discovery-driven or automatic discovery of rules

Most of the techniques of data mining have elements of both the models.

VERIFIcATION MODEL

In this process of data mining, the user makes a hypothesis and tests the hypothesis on
the data to verify its validity. The emphasis is on the user who is responsible for
formulating the hypothesis and issuing the query on the data to affirm or negate the
hypothesis.

In a supermarket, for example, with a limited budget for a mailing campaign to
launch a new product, it is important to identify the section of the population most
likely to buy the new product. The user formulates a hypothesis to identify potential
customers and their common characteristics. Historical data about transactions and
demographic information can then be queried to reveal comparable purchases and the
characteristics shared by those purchasers. The whole operation can be repeated by

| successive refinements of hypotheses until the required limit is reached. The user.may
come up with a new hypothesis or may refine the existing one and verify it against the
database.

Discovery MoDEL

The discovery model differs in its emphasis, in that it is the system automatically
discovering important information hidden in the data. The data is sifted in search of
frequently occurring patterns, trends and generalizations about the data without
intervention or guidance from the user.

The manner in which the rules are discovered depends on the class of the data
mining application.




Data Mining ¢ 53

An example of such a model is a supermarket database, which is mined to discover
the particular groups of customers to target for a mailing campaign. The data is
searched with no hypothesis in mind other than for the system to group the customers
according to the common characteristics found.

The typical discovery driven tasks are ‘

Discovery of association rules
Discovery of classification rules
Clustering

Discovery of frequent episodes
Deviation detection,

These tasks are of an exploratory nature and cannot be dircctly handed over to
currently available database technology. We shall concentrate on these tasks now.

Discovery oF AssoclaTioNn RULES

An association rule is an expression of the form X = ¥, where X and Y are the sets of
items. The intuitive meaning of such a rule is that the transaction of the database
which contains X tends to contain Y. Given a database, the goal is to discover all the
p rules that have the support and confidence greater than or equal to the minimum
support and confidencc, respectively.
Let L={/,,f2,....ln} be a set of literals called items. Let D, the database, be a set of
transactions, where each transaction T is a set of items. T supports an item x, if x is in
T. T is said to support a subset of items X, if 7 supports each item x in X. X = ¥ holds
with confidence c, if ¢% of the transactions in D that support X also support Y. The
| rule X = Y has support s in the transaction set D if 5% of the transactions in [J support
l XUY. Support means how often X and Y occur together as a percentage of the total
| transactions. Confidence measures how much a particular item is dependent on
‘ another.
Thus, the association with a very high support and confidence is a pattern that
l occurs often in the database that should be obvious to the end user. Patterns with
extremely low support and confidence should be regarded as of no significance. Only
patterns with a combination of intermediate values of confidence and support provide
the user with interesting and previously unknown information. We shall study the
‘techniques to discover association rules in Chapter 4.

CLUSTERING

‘ Clustering is a mcthod of grouping data into different groups, so that the data in cach
" group share similar trends and patterns. Clustering constitutes a major class of data
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mining algorithms. The algorithm attempts to automatically partition the data space
into a set of regions or clusters, to which the examples in the table are assigned, either
deterministically or probability-wise. The goal of the process is to identify all sets of
similar examples in the data, in some optimal fashion.

Clustering according to similarity is a concept which appears in many disciplines.
If a measure of similarity is available, then there are a number of techniques for
forming clusters. Another approach is to build set functions that measure some
particular property of groups. This latter approach achieves what is known as
optimal partitioning.

The objectives of clustering are:

@ to uncover natural groupings
B (o initiate hypothesis about the data
B to find consistent and valid organization of the data.

A retailer may want to know where similarities exist in his customer base, so that he
can create and understand different groups. He can use the existing database of the
different customers or, mere specifically, different transactions collected over a period
of time. The clustering methods will help him in identifying different categories of
customers. During the discovery process, the differences between data sets can be
discovered in order to separate them into different groups, and similarity between data
sets can be used to group similar data together. Chapter 5, we shall discuss in detail
about using the clustering algorithm for data mining tasks. .

~Discovery oF CLassIFICATION RULES

i Classification involves finding rules that partition the data into disjoint groups. The
input for the classification is the training data set, whose class labels are already
known. Classification analyzes the training data set and constructs a model based on
the class label, and aims to assign a class label to the future unlabelled records. Since
the class field is known, this type of classification is known as supervised learning. A
set of classification rules are generated by such a classification process, which can be
used to classify future data and develop a better understanding of each class in the
database. We can term this as supervised learning too.
; There are several classification discovery models. They are: the decision trees,
neural networks, genetic algorithms and the statistical models like linear/geometric
' discriminates. The applications include the credit card analysis, banking, medical
applications and the like. Consider the following example.

The domestic flights in our country were at one time only operated by Indian
Airlines. Recently, many other private airlines began their operations for domestic
travel. Some of the customers of Indian Airlines started flying with these private

4
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airlines and, as a result, Indian Airlines lost these customers. Let us assume that

Indian Airlines wants to understand why some customers remain loyal while others

leave. Ultimately, the airline wants to predict which customers it is most likely to

lose to its competitors. Their aim to build a model based on the historical data of
loyal customers versus customers who have left. This becomes a classification
problem. It is a supervised learning task as the historical data becomes the training
set which is used to train the model. The decision tree is the most popular
classification technique. In Chapter 6, we shall discuss different methods of decision
iree construction.
/?FIEQUENT EPisoDEs

Frequent episodes are the sequence of events that occur frequently, close to each other

and are extracted from the time sequences. How close it has to be to consider it as

frequent is domain dependent. This is given by the user as the input and the output are

the prediction rules for the time sequences.

Given a set R of event types, an event is a pair (4, t) where 4 « R is an event type
and ¢ is an integer, we can calculate the occurrence time of the event. An event
sequence s of R is a triple (Ts, T¢, S), where Ty < T are integers. Ty is the starting time
and T¢ is the ending time.

§={(4,, 1), (42, 1), (4., 1,)} is the ordered sequence of events, such that 4, ¢ R and
Ts<t<Toforalli=1,2... n—1.

These episodes can be of three types. The serial episodes which occur in sequence.
The parallel episodes in which there are no constraints on the order of the event types

. A and B given. And the non-serial and non-parallel episodes which occur in a sequence
if the occurrences of 4 and B precede an occurrence of C, and there is no constraint on
the relative order of 4 and B given.

The applications include telecommunications, and share market analysis, and these
are mainly used for temporal data,

Deviation DETECTION

Deviation detection is to identify outlying points in a particular data set, and explain
whether they are due to noise or other impurities being present in the data or due to
trivial reasons. It is usually applied with the database segmentation, and is the source
of true discovery, since the outliers express deviation from some previously known
expectation and norm. By calculating the values of measures of current data and
comparing them with previous data as well as with the normative data, the deviations
can be obtained. They can be applied in forecasting, fraud detection, customer
retention, etc,
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NeuraL NETWORKS

Neural networks are a new paradigm in computing, which involves developing
mathematical structures with the ability to learn. The methods are the result of
academic attempts to mode! the nervous system learning. Neural networks have the
remarkable ability to derive meaning from complicated or imprecise data and can be
used to extract patterns and detect trends that are too complex to be noticed by either
humans or other computer techniques. Neural networks have broad applicability to
real world business problems and have already been successfully applied in many
industries. Since neural networks are best at identifying patterns or trends in data, they
are well suited for prediction or forecasting needs.

Neural networks use a set of processing elements (or nodes) analogous to neurons
in the brain. These processing elements arc interconnected in a network that can
then identify patterns in data once it is exposed to the data, i.c., the network learns
from experience just as people do. This distinguishes neural networks from
traditional computing programs that simply follow instructions in a fixed sequential
order.

Neural networks have been used successfully for classification but suffer somewhat,
in that the resulting network is viewed as a black box and no explanation of the results
is given. This lack of explanation inhibits confidence, the acceptance and application
of results. Another problem is that neural networks suffer from long leamning times,
which become worse as the volume of data grows.

GEeNETIC ALGORITHMS

Genetic algorithms are a relatively new computing paradigm, inspired by Darwin’s
theory of evolution. A population of individuals, each representing a possible solution
to a problem, is initially created at random. Then pairs of individuals combine
(crossover) to produce offspring for the next generation. A mutation process is also
o used to randomly modify the genetic structure of some members of each new
i generation. The algorithm runs to generate solutions for successive generations. The
probability of an individual reproducing is proportional to the goodness of the solution
it represents. Hence, the quality of the solutions in successive generations improves.
The process is terminated when an acceptable or optimum solution is found, or after
some fixed time limit. Genetic algorithms are appropriate for problems which require
optimization, with respect to some computable criterion.

This paradigm can also be applied to data mining problems. Here, the quantity to be
minimized is often the number of classification errors on a training set. However, the
mining of large data sets by genetic algorithms has only recently become practical due
to the availability of affordable, high-speed computers. But there is hardly any special
genetic algorithm designed to suit data mining problems. '
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RougH SETs TECHNIQUES

The rough sets theory has recently become a popular theory in the field of data mining.
The theory, introduced by Pawlak in the early 1980s, provides a formal framework for
the automated transformation of data into knowledge. The rough sets theory, though
mathematically simple, has displayed its fruitfulness in a variety of data mining areas.
A rough set is a pair of approximations—lower approximation and upper
approximation sets. The lower approximation is also said to be positive cases and the
upper approximation is said to be possible cases. Using these approximations, the
rough set theory develops tools to discover rules from the given databases. A wide
range of applications utilize the ideas of the theory. Medical data analysis, aircraft
pilot performance evaluation, irnage processing, and voice recognition are a few
examples. Almost inevitably, the database used for data mining will contain
imperfections, such as noise, unknown values or errors due to inaccurate measuring
equipment. The rough set theory comes handy for dealing with these types of
problems, as it is a tool for handling vagueness and uncertainty inherent to decision
situations. An important result from the theory is that it simplifies the search for
dominating attributes leading to specific properties, or just rules pending in the data.

41PPQRT VECTOR MACHINES

Support Vector Machines (SVM) is based on statistical learning theory and is
increasingly becoming useful in data mining. The main idea is to non-linearly map the
data set into a high-dimensional feature space and use a linear discriminator to classify
the data. Its success has been demonstrated in the areas of regression, classification and
decision-tree construction. Unlike other classification techniques, which attempt to
minimize the error of classification, SVMs incorporate structured risk minimization
which minimizes an upper bound on the generalized error. Consider a simple case when
two sets A and B are linearly separable. The idea is to determine from an infinite
number of planes correctly separating 4 and B, the one which will have the smallest
generalization error. SVMs select the plane which maximizes the margin separating the
two classes. The margin is defined as the distance between the separating hyperplane to
the nearest point of 4, plus the distance from the hyperplane to the nearest point in B.

3.8 OtHer MinING ProBLEMS

We observed that a data mining system can either be a portion of a data warchousing
system or a stand-alone system. Data for data mining need not always be enterprise-
related data residing on a relational databasc. Data sources are very diverse and appear
in varied form. It can be textual data, image data, CAD data, Map data, ECG data or
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the much talked about Genome data. Some data ar¢ structured and some are
unstructured. Data mining remains an important tool, irrespective of the forms or
sources of data. We shall study the DM problems for different types of data.

Seauence MINING

Sequence mining is concerned with mining sequence data. It may be noted that in the
discovery of association rules, we are interested in finding associations between items
irrespective of their order of occurrence. For example, we may be interested in the
association between the purchase of a particular brand of soft drinks and the
occurrence of stomach upsets. But it is more relevant to identify whether there is some
pattern in the stomach upsets which occurs after the purchase of the soft drink. Then
one is inclined to infer that the soft drink causes stomach upsets. On the other hand, if
it is more likely that the purchase of the soft drink follows the occurrence of the
stomach upset, then it is probable that the soft drink provides some sort of relief to the
user. Thus, the discovery of temporal sequences of events concerns causal
relationships among the events in a sequence. Another application of this domain
concerns drug misuse. Drug misuse can occur unwittingly, when a patient is prescribed
two or more interacting drugs within a given time period of each other. Drugs that
interact undesirably are recorded along with the time frame as a pattern that can be
located within the patient records. The rules that describe such instances of drug
misuse are then successfully inducted based on medical records.

Another related area which falls into the larger domain of temporal data mining is
trend discovery. One characteristic of sequence-pattern discovery in comparison with
trend discovery is the lack of shapes, since the causal impact of a series of events
cannot be shaped.

WEeB MlNlNG

With the huge amount of information available online, the World Wide Web is a fertile
area for data mining research. Web mining research is at the crossroads of research
from several research communities, such as database, information retrieval, and within
Al, especially the subareas of machine learning and natural language processing. Web
mining is the use of data mining techniques to automatically discover and extract
information from web documents and services. This area of research is so huge today
partly due to the interests of various research communities, the tremendous growth of
information sources available on the web and the recent interest in e-commerce. This
phenomenon often creates confusion when we ask what constitutes web mining. Web
mining can be broken down into following subtasks:

1. Resource finding: retrieving documents intended for the web.
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2. Information selection and preprocessing: automatically selecting and
preprocessing specific information from resources retrieved from the web.

3. Generalization: to automatically discover general patterns at individual web sites
as well as across mulfiple sites.

4. Analysis: validation and/or interpretation of the mincd patterns

TexT MINING

The term text mining or KDT (Knowledge Discovery in Text) was first proposed by
Feldman and Dagan in 1996. They suggest that text documents be structured by means
of information extraction, text categorization, or applying NLP tcchniques as a
preprocessing step before performing any kind of KDTs. Presently the term text
mining, is being used to cover many applications such as text categorization,
exploratory data analysis, text clustering, finding patterns in text databascs, finding
sequential patterns in texts, IE (Information Extraction), empirical computational
linguistic tasks, and association discovery.

/épATlAL DaTta MINING

Spatial data mining is the branch of data mining that deals with spatial {(location} data.
The immense explosion in geographically-referenced data occasioned by
developments in IT, digital mapping, remote sensing, and the global diffusion of GIS,
places demands on developing data driven inductive approaches to spatial analysis and
modelling. Spatial data mining is regarded as a special type of data mining that seeks
to perform similar generic functions as conventional data mining tools, but modified to
take into account the special features of spatial information.

For example, we may wish to discover some association among patterns of
residential colonies and topographical features. A typical spatial association may look
like: *The residential land pockets are dense in a plain region and rocky areas are thinly
populated”; or, “The economically affluent citizens reside in hilly, secluded arcas
whereas the middie income group residents prefer having their houses near the market”.

-

3.9 Issues AND CHALLENGES IN DM

Data mining systems depend on databases to supply the raw input and this raises
problems, such as that databases tend to be dynamic, incomplete, noisy and large.
Other problems arise as a result of the inadequacy and irrelevance of the information
stored. The difficulties in data mining can bc categorized as

B Limited information
W Noise or missing data
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B User interaction and prior knowledge
@ Uncertainty
B Size, updates and irrelevant fields

Limited information A database is often designed for purposes other then that of
data mining and, sometimes, some attributes which are essential for knowledge
discovery of the application domain are not present in the data. Thus, it may be very
difficult to discover significant knowledge about a given domain.

Noise and missing data Attributes that rely on subjective or measurement
judgments can give rise to errors, such that some examples may be misclassified.
Missing data can be treated in a number of ways—simply disregarding missing
values, omitting corresponding records, inferring missing values from known values,
and treating missing data as a special value to be included additionally in the
attribute domain. The data should be cleaned so that it is free of errors and missing
data.

User interaction and prior knowledge An analyst is usually not a KDD expert,
but simply a person making use of the data by means of the available KDD
techniques. Since the KDD process is by definition interactive and iterative, it is
challenging to provide a high performance, rapid-response environment that also
assists the users in the proper selection and matching of the appropriate techniques
to achieve their goals. There needs to be more human-computer interaction and
less emphasis on total automation, which supports both the novice and expert
users. The use of domain knowledge is important in all steps of the KDD process.
It would be convenient to design a KDD tool which is both interactive and
iterative,

Uncertainty This refers to the severity of error and the degree of noise in the data.
Data precision is an important consideration in a discovery system.

Size, updates and irrelevant fields Databases tend to be large and dynamic, in that
their contents are keep changing as information is added, modified or removed. The
problem with this, from the perspective of data mining, is how to ensure that the rules
are up-to-date and consistent with the most current information.

3.10 DM ArprLICATION AREAS

The discipline of data mining is driven in part by new applications which require new
capabilities that are not currently being supplied by today’s technology. These new
applications can be naturally divided into three broad categories [Grossman, 1999].
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A. BusiNEss AND E-comMERCE DATA

This is a major source category of data for data mining applications. Back-office,
front-office, and network applications produce large amounts of data about business
processes. Using this data for effective decision making remains a fundamental
challenge.

BusinNEss TRANSACTIONS

Modern business processes are consolidating with millions of customers and
billions of their transactions. Business enterprises require necessary information
for their effective functioning in today’s competitive world. For example, they
would like know: “Is this transaction fraudulent?”; “Which customer is likely to
migrate?”, and “What product is this customer most likely to buy next?’.

ELecTRoNic COMMERCE

Not only does electronic commerce produce large data sets in which the analysis of
marketing patterns and risk patterns is critical but, it is also important to do this in
near-real time, in order to meet the demands of online transactions.

B. ScienTiFic, ENGINEERING AND HEALTH CARE Data

Scientific data and metadata tend to be more complex in structure than business data.
In addition, scientists and engineers are making increasing use of simulation and
systems with application domain knowledge.

Genomic Dara

Genomic sequencing and mapping efforts have produced a number of databases which
are accessible on the web. In addition, there are also a wide variety of other online
databases. Finding relationships between these data sources is another fundamental
challenge for data mining.

Senson Data

Remote sensing data is another source of voluminous data. Remote sensing satellites
and a variety of other sensors produce large amounts of geo-referenced data. A
fundamental challenge is to understand the relationships, including causal
relationships, amongst this data.

SimuLaTioN Data

Simulation is now accepted as an important mode of science, supplementing theory
and experiment. Today, not only do experiments produce huge data sets, but so do
simulations. Data mining and, more generally, data intensive computing is proving to
be a critical link between theory, simulation, and experiment.
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HeaLth Care Dara

Hospitals, health care organizations, insurance companies, and the concerned
government agencies accumulate large collections of data about patients and health
care-related details. Understanding relationships in this data is critical for a wide
variety of problems—ranging from determining what procedures and clinical protocols
are most effective, to how best deliver health care to the maximum number of people.

Wes Dara

The data on the web is growing not only in volume but also in complexity. Web data
now includes not only text, audio and video material, but also streaming data and
numerical data.

MuctiMeDiA DocuMENTS

Today’s technology for retrieving multimedia items on the web is far from satisfactory.
On the other hand, an increasingly large number of matters are on the web and the
number of users is also growing explosively. It is becoming harder to extract
meaningful information from the archives of multimedia data as the volume grows.

Dara Wes _ .
Today, the web is primarily oriented toward documents and their multimedia extensions.
HTML has proved itself to be a simple, yet powerful, language for supporting this.
Tomorrow, the potential exists for the web to prove equally important for working with
data. The Extensible Markup Language (XML) is an emerging language for working
with data in networked environments. As this infrastructure grows, data mining is
expected to be a critical enabling technology for the emerging data web.

3.11 DM ArprLicaTiONS—CASE STUDIES

There is a wide range of well-established business applications for data mining. These
include customer attrition, profiling, promotion forecasting, product cross-selling,
fraud detection, targeted marketing, propensity analysis, credit scoring, risk analysis,
etc. We shall now discuss a few mock case-studies and areas of DM applications.

Housing LoAaN PREPAYMENT PREDICTION

A home-finance loan actually has an average life-span of only 7 to 10 years, due to
prepayment. Prepayment means that the loan is paid off early, rather than at the end of,
say, 25 years. People prepay loans when they refinance or when they sell their home.
The financial return that a home-finance institution derives from a loan depends on its
life-span. Therefore, it is necessary for the financial institutions to be able to predict
the life-spans of their loans. Rule discovery techniques can be used to accurately
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predict the aggregate number of loan prepayments in a given quarter (or, in a year), as
a function of prevailing interest rates, borrower characteristics, and account data. This
information can be used to finetune loan parameters such as interest rates, points, and
fees, in order to maximize profits.

MoRTGAGE LoAaN DELINQUENCY PREDICTION

Loan defaults usually entail expenses and losses for the banks and other lending
institutions. Data mining techniques can be used to predict whether or not a loan
would go delinquent within the succeeding 12 months, based on historical data, on
account information, borrower demographics, and economic indicators. The rules can
be used to estimate and finetune loan loss reserves and to gain some business insight
into the characteristics and circumstances of delinquent loans. This will also help in
deciding the funds that should be kept aside to handle bad loans.

CriME DETECTION

Crime detection is another area one might immediately associate with data mining. Let
us consider a specific case: to find patterns in ‘bogus official’ burglaries.

‘A typical example of this kind of crime is when someone turns up at the door
pretending to be from the water board, electricity board, telephone department or gas
company. Whilst they distract the householder, their partners will search the premises
and steal cash and items of value. Victims of this sort of crime tend to be the elderly.
These cases have no obvious leads, and data mining techniques may help in providing
some unexpected connections to known perpetrators.

In order to apply data mining techniques, let us assume that each case is filed
electronically, and contains descriptive information about the thieves. It also contains a
description of their modus operandi. We can use any of the clustering techniques to
examine a situation where a group of similar physical descriptions coincide with a
group of similar modus operandi. If there is a good match here, and the perpetrators
are known for one or more of the offences, then each of the unsolved cases could have
well been committed by the same people.

" By matching unsolved cases with known perpetrators, it would be possible to clear
up old cases and determine patterns of behaviour. Alternatively, if the criminal is
unknown but a large cluster of cases seem to point to the same offenders, then these
frequent offenders can be subjected to careful examination.

StoRE-LEVEL FRUITS PURCHASING PREDICTION

A super market chain called ‘FruitWorld’ sells fruits of different types and it purchases
these fruits from the wholesale suppliers on a day-to-day basis. The problem is to
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analyze fruit-buying patterns, using large volumes of data captured at the ‘basket’
| level, Because fruits have a short shelf-life, it is important that accurate store-level
g ' purchasing predictions should be made to ensure optimum freshness and availability.
The situation is inherently complicated by the ‘domino’ effect. For example, when one
variety of mangoes is sold out, then sales are transferred to another variety. With the
help of data mining techniques, a thorough understanding of purchasing trends enables
a better availability of fruits and greater customer satisfaction.

OTHER APPLICATION AREAS

Risk ANALYS!S

| Given a set of current customers and an assessment of their risk-worthiness, develop
51 descriptions for various classes. Use these descriptions to classify a new customer into
;. one of the risk categories.

TARGETED MARKETING

Given a database of potential customers and how they have responded to a solicitation,
develop a model of customers most likely to respond positively, and use the model for
more focussed new customer solicitation. Other applications are to identify buying
patterns from customers; to find associations among customer demographic
characteristics, and to predict the response to mailing campaigns

CusToMER RETENTION

Given a database of past customers and their behaviour prior to attrition, develop a
model of customers most likely to leave. Use the model for determining the best
course of action for these customers.

PoRrTtroLic MANAGEMENT
Given a particular financial asset, predict the return on investment to determine the
inclusion of the asset in a folio or not.

Branp LoYALTY
Given a customer and the product he/she uses, predict whether the customer will
switch brands.

BANKING
The application areas in banking are:

B detecting patterns of fraudulent credit card use

identifying ‘loyal’ customers

predicting customers likely to change their credit card affiliation
determine credit card spending by customer groups
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B finding hidden correlations between different financial indicators
B jdentifying stock trading rules from historical market data

3.12 ConcLusION

Successful applications of data mining are increasingly appearing in diverse
applications. These are driven mainly by a glut in databases that have grown to
surpass raw human processing ability. Some success stories in data mining
applications in industries are reported by Brachman ef a/. [Brachman, 1996], and
in scientific analysis by Fayyad et al. [Fayyad, 1996]. Driving the growth of this
field are strong forces that are a product of the data overload phenomenon. In
recent years, government agencies and industrial enterprises are using the web as
the medium of publication. As a result, a very large collection of documents,
images and other forms of data in structured, semistructured and unstructured
forms are available on the web. Demands are being posed by the web-user
community to provide data mining solutions to explore the massive repository of
hyperlink data. On the other side, the database community have evolved
themselves to address database-related solutions, not only for data in a DBMS but
also for data in the form of time-series, sequence, temporal and spatial data. These
developments will not only ensure the emergence of a new engineering discipline,
* but will also provide a real-world test platform for any theoretical research that
results from such studies.
One, of course, cannot ignore the fact that the fundamental problems of data
analysis are still as difficult as they were in the past. In the following chapters, we
shall elaborate upon some of the major data mining techniques.

CuRRENT TRENDs AFFecTiNnG DM

Five external trends arc identified by Grossman [Grossman, 1999], which promise
to have a fundamental impact on data mining. We shall briefly discuss these

trends.

Darta TRENDS

Perhaps the most fundamental external trend is the explosion of digital data over the
past two decades. The amount of data has probably grown'between six to ten orders of
magnitude. Much of this data is now available on the web or accessible through
networks. In order to avoid dumping such data in archive files without any practical
use, techniques such as data mining must be developed, which can automate this data,
and extract meaningful knowledge.
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HarDwaARE TRENDS

Data mining requires numerically and statistically intensive computations on large data
sets. The increasing memory and processing speed of workstations enables the mining of
data sets using current algorithms and techniques that were too large to be mined just a
few years ago.

NeTwoRrk TRENDS

With the next generation internet connectivity, it becomes possible to correlate
distributed datasets using current algorithms and techniques. In addition, new
protocols, algorithms, and languages can facilitate distributed data mining using
current and next generation networks.

ScieNTIFic COMPUTING TRENDS

Data mining and knowledge discovery play an important role in linking theory,
experiment and simulation, especially for those cases in which the experiment or
simulation results in large datasets.

BusiNEss TRENDS

Today’s businesses must be more profitable, react quicker, and offer higher quality
services than ever before, and do it all using fewer people and at a lower cost. With
these types of expectations and constraints, data mining becomes a fundamental
technology in enabling businesses to predict opportunities and risks generated by their
customers and their customers’ transactions more accurately.

FurTHER READING

The detailed bibliography for most of the major techniques are given at the end of
each chapter. This chapter deals with the general concept of data mining.
The Bayesian Network approach to data mining is introduced in [Heckerman,
1997]. P-. Shapiro and Frawley give some definition of data mining. Grossman ef
_al. [Grossman, 1999] and Virmani [Virmani, 1998] identify the trends in data
mining. The special issue in Communication ACM in 1996 [Fayyad, 1996]
provides an interesting reading of the general subject of data mining and its
applications. Nestorov outlines the different types of integrating RDBMS with
data mining. 1BM group also have investigated the possible integration of data
mining with DB2.
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EXERCISES

I R S
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14.

15.
16.
17,
18.
19.
20.
21.
22,
23.

24,
25.
26.
27.

What is data mining?

How is data mining different from KDD?

Discuss the role of data mining in data warehousing.
Discuss different data mining tasks.

Give a brief account of data mining techniques.
What is spatial data mining?

What is sequence mining?

What is web mining?

What is text mining?

. Give some examples where temporal mining is relevant.

. Discuss the applications of data mining in the banking industry.

. Discuss the applications of data mining in customer relationship management.

. What is clustering of data? Distinguish supervised and unsupervised

classifications. _

What do you understand by deviation detection? Is it similar to association rule
discovery? Give a justification.

Write an essay on ‘Data Mining: Concepts, Issues and Trends”.

“Text mining is different from conventional data mining.”” Comment.

What are the different application areas of data mining?

How can you link data mining with a DBMS.

How is data mining relevant to scientific data?

How is data mining relevant for web-based computing?

Discuss the usefulness of data mining in e-commerce.

Can we do data mining on the data generated by the web? Justify.

What are different ways of interfacing a data mining system with database
systems?

Discuss the possibilities of formulating data mining tasks using SQL-92.

Discuss the application of data mining in science data.

How is sequence mining different from mining of data in DBMS?

What are ‘nuggets’ of information? Why are they important?
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baskets. The discovery of such association rules can help the retailer develop
marketing strategies, by gaining insight into matters like “which items are most
frequently purchased by customers”. It also helps in inventory management, sale
promotion strategies, etc.

It is widely accepted (except for some recent developments) that the discovery of
association rules is solely dependent on the discovery of frequent sets. Thus, a
: majority of the algorithms are concerned with efficiently determining the set of
| frequent itemsets in a given set of transactions database. The problem is essentially to
compute the frequency of occurrences of each itemset in the database. Since the total
number of itemsets is exponential in terms of the number of items, it is not possible to
count the frequencies of these sets by reading the database in just in one pass. The
number of counters are too many to be maintained in a single pass. As a result, having
multiple passes for generating all the frequent itemsets is unavoidable. Thus, different
algorithms for the discovery of association rules aim at reducing the number of passes
by generating candidate sets, which are likely to be frequent sets. In other words, these
algorithms attempt to eliminate, as early as possible, all those sets which can be
estimated to be infrequent sets. The algorithms differ from one another in the method
of handling the candidate sets and the method of reducing the number of database
passes. However, one of the very recent algorithms attempts to discover frequent sets

without having to generate candidate sets.

There are other related problems in this context. One can ask whether it is possible
to find association rules incrementally. The algorithms for discovering frequent sets
are not directly suitable when the underlying database is incremented intermittently.

- The idea is to avoid computing the frequent sets afresh for the incremented set of data.
! The concept of border sets becomes very important in this context. The sets of border
sets can be determined without any extra efforts. And if no border set is affected by a
database update, then it is shown that the set of frequent sets can be found without
having search through the whole database.

i In real-life applications, the number of frequent sets are very large in number and,
: as a result, the number of association rules are also too large to be useful. It-then
becomes meaningful to generate only those association rules in which the user is
interested. The user can specify the constraint to indicate which combinations of items
are the subject of his interest. The discovery of frequent itemsets with item constrainfs
is one such important related problem, which is discussed in this chapter.

In this chapter, we shall study the important methods of discovering association
rules in a large database. The main aim of this chapter is to introduce different data
mining tasks related to the association rule discovery and to study different approaches
to discover such rules. In Section 4.1, we shall introduce the basic concepts of frequent
sets, border sets, ctc., and in Section 4.4, the most popular algorithm for the discovery
of frequent sets, the 4 priori Algorithm, is discussed. Section 4.5 outlines the Partition
Algorithm and in Section 4.6, we present the Pincer-Search Algorithm. The Dynamic
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Itemset Counting Algorithm is given in the next section. The most recent one, the FP-
Tree Growth Algorithm is discussed in Section 4.8. In the following sections, we shall
study the other related problems, such as incremental computation of following
frequent sets and frequent sets with item constraints.

4.2 WHAT I1s AN AssocliATION RuLE?

In this section, the basic definitions and concepts of the association rule are

introduced.
LetA={I, 1, .. I,} be a set of items. Let T, the transaction database, be a set of
transactions, where each transaction 7 is a set of items. Thus, f is a subset of 4,

Derinimon 4.1  SuPPORT

A transaction { is said to support an item [, if / is present in ¢. ¢ is said to support a
subset of items X C A, if t supports each item / in X. An itemset X < 4 has a support
s in 7, denoted by s(X),, if s% of transactions in T support X.

The support can also be defined as a fractional support, which means the proportion
of transactions supporting X in T. It can also be defined in terms of absolute number of
transactions supporting X in 7. In the present text, unless specified otherwise, we

“assume the support to be %-support. We shall often drop the subscript T in the
expression s(X),, when T is obviously implied. For absolute support, we refer it to as
support count

ExampLE 4.1
Let us consider the following set of transactions in a bookshop.

We shall look at a set of only 6 transactions of purchases of books. In the first
transaction, purchases are made of books on Compiler Construction, Databases,
Theory of Computations, Computer Graphics and Neural Networks; we shall denote
these subjects by CC, D, TC, CG and ANN, respectively. Thus, we describe the 6
transactions as follows;

= { ANN, CC, TC, CG}
= {CC, D, CG}

:= {ANN, CC, TC, CG}

:= {ANN, CC, D, CG}

:= {ANN, CC, D, TC, CG}
= {CC, D, TC}.

.

1

.

2

T R

sy
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S04 := {ANN, CC, D, TC, CG} and T:= {1, £, 1,, 1,, 1, 1.}

We can see that ¢, supports the items CC, D and CG. The item D is supported by 4
out of 6 transactions in T. Thus, the support of D is 66.6%.

Dermimion 4.2  AssociaTioNn RuLE

For a given transaction database T, an association rule is an expression of the form

X = Y, where X and Y are subsets of 4 and X = Y holds with confidence 7, if 7% of
1 transacticns in D that support X also support Y. The rule X = Y has support o in the
} transaction set T'if % of transactions in T support X\UY.
The intuitive meaning of such a rule is that a transaction of the database which
H contains X tends to contain Y. Given a set of transactions, T, the problem of mining
: association rules is to discover all rules that have support and confidence greater than
or equal to the user-specified minimum support and minimum confidence,
respectively.

ExampLE 4.1 (CONTD.)

Consider the example of the bookshop. Assume that o= 50% and 7 = 60%. Clearly,
ANN = CC holds. The confidence of this rule is, in fact, 100%, because all the
transactions that support ANN also support CC. On the other hand, CC = ANN also
holds but its confidence is 66%.

There is a famous myth in data mining that involves an apocryphal discovery that
the sales of beer and diapers are correlated. Although it probably never happened, we
will use diapers and beer as example in our discussion. Association (and sequencing)
i tools discover rules like

When people buy diapers they also buy beer 50% of the time.

Each rule has a left-hand side (buy diapers) and a right-hand side (buy beer). The
left-hand side is also called the antecedent and the right-hand side is also called the
consequent. In general, both the left-hand side and the right-hand side can contain
multiple items, but for simplicity we will use single items for now.

As we have defined above, an association rule has two measures, called confidence
and support'. To see what these terms mean and how they are computed, consider the
i following example of beer and diapers.

I Let T consist of 500,000 transactions; 20,000 transactions of these contain diapers;
30,000 transactions contain beer; 10,000 transactions contain both diapers and beer.

; Support (or prevalence) measures how ofien beer and diapers occur together as a
percentage of the total transactions, 2% in this case (10,000/500,000). Confidence (or
H:

! Some, Silicon Graphics with MineSet for example, use the terms predictability and prevalence instead of confi-
dence and support. ’
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predictability) measures how much a particular item is dependent on another. Since
20,000 transactions contain diapers and 10,000 also contain beer, when people buy
diapers, they also buy beer %2 or 50% of the time.

The inverse rule has a confidence of 33.333% (computed as 10, 000/30 ,000) and

would be stated as

When people buy beer they also buy diapers 1/3 of the time.

Note that these two rules have the same support. Support does not depend on the
direction (or implication) of the rule; it is only dependent on the set of items in the
rule. For this reason, association tools also identify frequently occurring itemsets,
whether or not any rules are being generated.

In the absence of any knowledge about what else was bought, we can also make the
following assertions:

People buy diapers 4% of the time,
People buy beer 6% of the time.

These numbers (4% and 6%) are called the expected confidence of buying diapers or
beer, respectively.

Observe that our transaction database is a very simplistic one, in the sense that we
assumne that an item is either present or absent in a transaction. For instance, in the
above example, we do not distinguish between ¢, and ¢, even when ¢, may involve 2
books of Neural Networks, 3 books of Compller Constructxon a book of Theory of
Computation and 5 books of Computer Graphics; and ¢, may have one book of each of
these subjects. Theoretically, it is possible to translate any of the real-life transaction
databases to this model. But it will be a cumbersome process. The first part of our
study deals only with a binary database, that is, transaction records with only the
presence or absence of an item. After understanding the basic concepts and techniques
of this simple model, we shall study different generalizations of this mode.

4.3 MeTHoDS TO Discover AssociaTiON RULES

The discovery of association rules is the most well-studied problem in data mining.
There are many interesting algorithms proposed recently and we shall discuss some of
the important ones. One of the key features of all algorithms is that each of these
methods assume that the underlying database size is enormous and they require
multiple passes over the database. For disk-resident databases, this requires reading
the database completely for each pass, resulting in a large number of disk-reads. In
these algorithms, the effort spent in performing just the I/O may be considerable for
large databages. For example, a | GB database will require 125,000 block reads for a
single pass (for a block size of 8KB). If the algorithm requires 10 passes, this results in
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a 1,250,000-block read. Assuming an average read time of 12 ms per page, the time
spent in just performing the I/0 is 1,250,000 x 12 ms = 4 hours.
Apart from poor response times, this problem places a huge burden on the I/0Q
_ system. Usually, the data is collected by an online transaction processing system
i running hundreds or thousands of transactions per second. Running this algorithm
i  under such workloads will adversely affect the transaction response time, and may
even disrupt the daily database server. Over a network such as LAN, it will create
network congestion problems and lead to poor resource utilization, Thus, the desirable
features of any efficient algorithm are: (a} to reduce the I/O operations, and (b) at the
same time be efficient in computing.

PRoBLEM DECOMPOSITION

The problem of mining association rules can be decomposed into two subproblems:

W Find all sets of items (itemsets) whose support is greater than the user-specified
minimum support, o Such itemsets are called frequent itemsets.
B Use the frequent itemsets to generate the desired rules. The general idea is that if,
say ABCD and 4B are frequent itemsets, then we can determine if the rule
AB = CD holds by checking the following inequality

S({‘4=BJC!D}) -
s({4,8}) ’
where s(X) is the support of X in T..
Much research has been focused on the first subproblem, as the database is accessed

in this part of the computation, and several algorithms have been proposed. We shall de-
scribe five important algorithms.

Derinvmon 4.3  Frequent Set

Let T be the transaction database and o be the user-specified minimum support. An
itemset X C A is said to be a frequent itemset in T with respect to ¢ if

s(X)p2o

In Example 4.1, if we assume o= 50%, then {ANN, CC, TC} is a frequent set as it
is supported by at least 3 out of 6 transactions. You can see that any subset of this set
is also a frequent set. On the other hand, {ANN, CC, D} is not a frequent itemset and
hence, no set which properly contains this set is a frequent set.

You can also see that the set of frequent sets for a given T, with respect to a given &;
exhibits some interesting properties.

B Downward Closure Property Any subset of a frequent set is a frequent set.




Association Rules € 75

B Upward Closure Property Any superset of an infrequent set is an infrequent
set.

Discovering all frequent itemsets and their supports is a non-trivial problem if the
cardinality of 4, the set of items and the database T are large. For example, if (4| = m,
the number of possible distinct itemsets is 2™. The problem is to identify which of
these are frequent in the given set of transactions. One way to achieve this is to set up
2" counters, one for each distinct itemset and count the support for every itemset by
scanning the database once. However, for many applications m can be more than
1,000; clearly, this approach is impractical. It should be noted that a large number of
itemsets would have minimum support. Hence, it is not necessary to test the support
for every itemset. Even if it is practically feasible, testing support for every possible
itemset results in much wasted effort. On the other hand, we have just one counter and
make a database pass to count the support for each database. This is not practical ei-
ther, as we may have to carry out a very large number of I/O on the database.

To reduce the combinatorial search space, all algorithms exploit the two properties
outlined above. All existing algorithms for discovering frequent sets are variants of
this approach.

Derinmion 4.4  MaximaL FREQUENT SET

A frequent set is a maximal frequent set if it is a frequent set and no superset of this is
a frequent set.

Dernimion 4.5 BORDER SET

An itemset is a border set if it is not a frequent set, but all its proper subsets are
frequent sets.

One can see that if X is an infrequent itemset?, then it must have a subset (not
necessarily a proper subset) that is a border set. It is easy to derive a proof for this.
Since X is not frequent, it is possible that it is a border set. In that casc, the proof is
done. Let us assume that X is not a border set too. Hence, there exists at least one
proper subset of cardinality | X|-1 that is not frequent, say X". If X" is a border set, then
the proof is complete. Let us, hence, assume that X' is not a border set. We recursively
construct X, X’, X”,..., and so on, having the common property that neither of these is
a frequent set nor a border set and this construction process terminates when we get a
set which is a border. This construction process must terminate in a finite number of
steps as we are decreasing the size of the sets by 1 in every step. In most peculiar
case, we may land up in a singleton itemset (the empty itemset is always considered to
be a frequent set).

2 | use this expression to mean an itemset which is not frequent
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Note that if we know the set of all maximal frequent sets of a given T with respect
| to a g; then we can find the set of all frequent sets without any extra scan of the
: database. Thus, the set of all maximal frequent sets can act as a compact
| representation of the set of all frequent sets. However, if we require the frequent sets
together with their respective support values in 7, then we have to make one more

abcde

abed abce abde acde bcde

abec abd abe acd ace ade bed bee bde cde

ab ac ad ae bc bd be cd ce de

Figured.1 Lattice of subsets

database pass to derive the support values when the set of all maximal frequent sets is
known,

We shall often refer to the lattice of subsets of 4 throughout this chapter. For exam-
ple, if 4 = {a, b, c, d, e}, then the lattice is given the following figure (Figure 4.1). In
this lattice, the set of maximal frequent sets acts as a boundary between the set of all
frequent sets and the set of all infrequent sets. It is thus easy to characterize the class
of frequent sets and the class of infrequent sets in terms of the boundary sets between
these two classes. Note that some maximal frequent sets aré proper subsets of some
border sets. But there can also be a maximal frequent set which is not a proper subset
of any border set. Similarly, it is possible that a proper subset of a border set, of
cardinality one less than the border set, is not necessarily always maximal

Thus, we cannot establish a definite relationship between the set of maximal fre-
quent sets and the set of border sets. However, the set of all border sets and the set of
the maximal frequent, which are not proper subsets of any of the border sets, jointly
provide a better representation of the set of frequent sets.

ExampLE 4.2
Study the following transaction database. We shall use this database for illustration
throughout this chapter.
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A= {A), A2, A3, A4, A5, A6, A7, A8, A9}. Assume o= 20%. Since T contains 15
records, it means that an itemset that is supported by at least three transactions is a

frequent set.

Table 4.1 Sample Database

Al | A2 [ A3 A4 |AS |A6 [A7 | AR | A9
1 0 0 0 1 1 0 1 0
0 1 0 1 0 0 0 1 0
0 0 0 1 1 0 1 0 0
0 1 1 0 0 0 0 0 0
0 0 0 0 1 1 1 0 0
0 1 1 1 0 0 0 0 0
0 1 0 0 0 1 1 0 1
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 0
0 0 1 0 1 0 1 0 0
0 0 1 0 1 0 1 0 0
0 0 0 0 1 1 0 1 0
0 1 0 1 10 1 1 0 0
1 0 1 0 1 0 1 0 0
0 1 1 ¢ 0 0 0 0 1
Table 4.2 Frequent Count for Some Itemnsets
X SUPPORT COUNT
{1} 2
{2} 6
{3} 6
{4} 4
{5} 8
{6} 3
{7} 7
{8} 4
. {9} 2
A {5, 6} 3
{5,7} 5
{6, 7} 3
{5,6,7} 1

The number of transactions supporting some of the itemsets are given in Table 4.2.
Please note that we are using the index i for the item 4. We shall use this notational con
vention henceforth. So {1} is not a frequent with respect to o; but {3} is a frequent set.
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It is easy to check that {5, 6, 7} is a border set; {5, 6} is a maximal frequent set;
{2, 4} is also a maximal frequent set. But there is no border set having {2,4} as a
proper subset, Thus, {2, 4} and {5, 6, 7} jointly represent the set of all frequent sets of
T with respect to o This is so, because we can generate all the frequent sets from these
two itemsets. If we know the set of all maximal frequent sets, we can generate all the
frequent sets. Alternatively, if we know the set of border sets and the set of those
maximal frequent sets, which are not subsets of any border set, then also we can gener-
ate all the frequent sets.

4.4 A Pnriorr ALGORITHM

It is also called the level-wise algorithm. Tt was proposed by Agrawal and Srikant in
1994, 1t is the most popular algorithm to find all the frequent sets. It makes use of the
downward closure property. As the name suggests, the algorithm is a bottom-up
search, moving upward level-wise in the lattice. However, the nicety of the method is
that before reading the database at every level, it graciously prunes many of the sets
which are unlikely to be frequent sets.

The first pass of the algorithm simply counts item occurrences to determmc the
frequent itemsets. A subsequent pass, say pass k, consists of two phases. First, the
frequent itemsets L, , found in the (k—1)* pass are used to generate the candidate
itemsets C,, using the a priori candidate generation procedure described below.
Next, the database is scanned and the support of candidates in C, is counted. For fast
counting, we need to efficiently determine the candidates in C, contamed in a given
transaction ¢. The set of candidate itemsets is subjected to a pruning process to
ensure that all the subsets of the candidate sets are already known to be frequent
itemsets. The candidate generation process and the pruning process are the most
important parts of this algorithm. We shall describe these two processes separately
below.

CANDIDATE GENERATION

Given L, , the set of all frequent (k-1)-itemsets, we want to generate a superset of the
set of all frequent 4-itemsets. The intuition behind the a priori candidate-generation
procedure is that if an itemset X has minimum suppott,.so do all subsets of X, Let us
assume that the set of frequent 3-itemsets are {1, 2, 3}, {1, 2, 5}, {1, 3, 5}, {2, 3, 5},
{2, 3, 4}. Then, the 4-itemsets that are generated as candidate itemsets are the
supersets of these 3-itemsets and in addition, all the 3-itemset subsets of any candidate
4-itemset (so generated) must be already known to be in L.. The first part and part of
the second part is handled by the a priori candidate-generation method. The following
pruning algorithm prunes some candidate sets which do not meet the second criterion.
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A"

The candidate-generation method is described below.

gen_candidate_itemsets with the given L, , as follows:

C,=

forall itemsets |, € L, do

forall itemsets [, € L,  do
LN = L[] A LR2)=L[2) A .o A LE-1] < L[A-1]
then c = I[1], [;[2].. .1, [&1], L[A-1]
C, = Cu {c}

Using this algorithm: C, == {{1, 2, 3, 5}, {2, 3, 4, 5}} is obtained from L, == {{1, 2, 3},
{1,2,5}, {1,3,5}, {2,3, 5}, {2,3,4}}. {1, 2, 3, 5} is generated from {1, 2, 3} and {1,
2, 5}. Similarly, {2, 3, 4, 5} is generated from {2, 3, 4} and {2, 3, 5}. No other pair of
3-itemsets satisfy the condition

L= LT ALY = L[2] A - AL TR-1] < L{A-1]

PRUNING

The pruning step eliminates the extensions of (k—1)-itemsets which are not found to be
frequent, from being considered for counting support. For example, from C,, the

-~ jtemset {2, 3, 4, 5} is pruned, since all its 3-subsets are not in L, (clearly, {2, 4, 5} is

not in Z). The pruning algorithm is described below.

prune(C)

forallce C,

for all (k-1)-subsets d of c do
ifde L,
then C,=C,Mc}

The a priori frequent itemset discovery algorithm uses these two functions
(candidate generation and pruning) at every iteration. It moves upward in the lattice
starting from level 1 till level k, where no candidate set remains after pruning.

A Priori Algorithm

Initiglize: k := 1, C, = all the I-itemsets;
read the database to count the support of C, to determine L
L, = {frequent l-itemsets};
k := 2; I/ k represents the pass number//
while (L, = (&) do
begin
C, = gen_candidate_itemsets with the given L,
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prune(C,)
Jor all mansactions ¢ € T do
increment the count of all candidates in C,'that are contained in /;
L, = All candidates in C, with minimum support ;
k=k+1;
end
Answer =, L,/

A Prioni ALGORITHM BY EXAMPLE

We illustrate the working of the algorithm with Example 4.2 discussed above.

k=1
Read the database to count the support of 1-itemsets(Table 4.3). The frequent
1-itemsets and their support counts are given below.

" Table4d.3

i}
{2}
{3}
{4}
{5}
{6}
{7}
{8}
$}

Ll EoF Rt B IV R 1- - B 1 e ) L

L, = { {2}6. {3} 56, {4} >4, {5}8, (6)-35, {T}>7, {814 }.
k:=2

In the candidate generation step, we get

C,={12.3}, {24}, {2, 5}, {2,6}, {2, 7}, {2, 8}, {3, 4}, {3,
{4,5}, {4, 6}, {47}, {4, 8},{5,6}, {5. 7}, {5, 8}, {

5}, {3, 6}, {3,7}, {3, 8},
7}, {6, 8 8)

), 16,8, {7, 8})

The Pruning step docs not change C,.
Read the database to count the support of elements in C, to get
L,={{2,3}3,{24}53, {3,5}3, {3, 7}3, {5,6}3, {5, 7} 5, {6, 7}>3}

k:=3
In the candidate generation step,

using {2,3} and {2,4} , we get {2, 3, 4}
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using {3, 5} and {3, 7}, we get {3, 5, 7} and
similarly from {5, 6} and {5, 7}, we get {5, 6, 7}.

C,:=1{{2,3,4}, {3,5, 7}, {5,6,7}}.

| The Pruning step prunes {2, 3, 4} as not all subsets of size 2, i.e., {2, 3}, {2, 4}, {3, 4}
; are present in L,. The other two itemsets are retained.
: Thus the pruned C; is {{3, 5,7}, {5,6,7}}.

| Read the database to count the support of the itemsets in C, to get
L =1{{3,57} >3}

ki=4
Since L, contains only one element, C, is empty and hence the algorithm stops,
returning the set of frequent sets along with their respective support values as

L:=L1UL2UL3

4.5 PARTITION ALGORITHM

- The partition algorithm is based on the observation that the frequent sets are normally
very few in number compared to the set of all itemsets. As a result, if we partition the
set of transactions to smaller segments such that each segment can be accommodated
in the main memory, then we can compute the set of frequent sets of each of these par-
titions. It is assumed that these sets (set of local frequent sets) contain a reasonably
small number of itemsets. Hence, we can read the whole database (the unsegmented
one) once, to count the support of the set of all local frequent sets.

The partition algorithm uses two scans of the database to discover all frequent sets.
In one scan, it generates a set of all potentially frequent itemsets by scanning the data-
base once. This set is a superset of all frequent itemsets, i.e., it may contain false posi-
tives; but no false negatives are reported. During the second scan, counters for each of
these itemsets are set up and their actual support is measured in one scan of the data-
base. :

The algorithm executes in two phases. In the first phase, the partition algorithm
logically divides the database into a number of non-overlapping partitions. The parti-
tions are considered one at a time and all frequent itemsets for that partition are gener-
ated. Thus, if there are n partitions, Phase I of the algorithm takes 7 iterations. At the
end of Phase I, these frequent itemsets are merged to generate a set of all potential fre-
quent itemsets. In this step, the local frequent itemsets of same lengths from all n parti-
tions are combined to generate the global candidate itemsets. In Phase II, the actual
support for these itemsets are generated and the frequent itémsets are identified. The

|
@
-
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_ algorithm reads the entire database once during Phase I and once during Phase II. The
partition sizes are chosen such that each partition can be accommodated in the main
i memory, so that the partitions are read only once in each phase.

A partition P of the databases refers to any subset of the transactions contained in
the database. Any two partitions are non-overlapping. We define local support for an
itemset as the fraction of the transaction containing that particular itemset in a parti-
tion. We define a local frequent itemset as an itemset whose local support in a partition
is at least the user-defined minimum support. A local frequent itemset may or may not
be frequent in the context of the entire database.

Partition Algorithm

P = partition_database(T); n = Number of partitions
// Phase I
for i=1to n do begin
read_in_partition(T,in F)
L! = generate all lzequent itemsets of 7, using a priori method in main memory.
end

/{ Merge Phase
Jor(k=2;Li#&,i=1,2, .., n kt+) do begin

cy =

-

L

ICs

¥
end

// Phase 11
fori=1ton do begin
read_in_partition(T, in P)
for all candidates ¢ € C? compute s(c);,
end
LS={c e C%s(e)y, 2 o}
Answer = L%

The partition algorithm is based on the premise that the size of the global candidate
set is considerably smaller than the set of all possible itemsets, The intuition behind
this is that the size of the global candidate set is bounded by n times the size of the
largest of the set of locally frequent sets. For sufficiently large partition sizes, the
number of local frequent itemsets is likely to be comparable to the number of frequent
itemsets generated for the entire database. If the data characteristics are uniform across
partitions, then large numbers of itemsets generated for individual partitions may be
common.

ExampLE 4.3 7 :

Let-us take same database T, given in Example 4.2, and the same, o Let us partition, for
the sake of illustration, T into three partitions T, T,and T, each containing 5 transac-
tions, The first partition T, contains transactions | to 5, T, contains transactions 6 to 10
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and, similarly, T, contains transactions 11 to 15. We fix the local support as equal to the
given support, that is 20%. Thus, g, = g, = g, = o= 20%. Any itemset that appears in
just one of the transactions in any partition is a local frequent set in that partition.

The local frequent sets of the T partition are the itemsets X, such that S(X)Tl z o,

L= { {1}, {2}, {3}, {4}, {5}, {6}, {7}, {8}, {1, 5}, {1, 6}, {1, 8}, {2, 3}, {2, 4},
{2, 8}, {4, 5}, {4, 7}, {4, 8}, {5, 6}, {5, 8}, {5, 7}, {6, 7}, {6, 8}, {1,6, 8},
{1,5,6}, {1,5,8}, {2,4,8}, {4,5,7}, {5,6,8}, {5,6,7}, {1,5,6,8} }

Similarly,

L= { {2}, (3}, {4), (5}, (6}, (7), {8, (9}, {23}, (24}, {26}, (2.7}, (2.9}, (3.4},
(3,55 {3, 7), {5, T}, {6.7), {69}, {7.9}, 234}, (26,7}, {269}, {279},
{3,5,7},{2,6,7,9} }

L= { {1}, {23, {31 (4}, {5}, {6}, {7}, (8}, {9}, {13}, {L5}, (1,7}, {23}, {24},
12,6}, {2,7}, {2,9), (3,5}, {3,71,{3,9},(4.6}, {4,7}, {5.6}, {57}, {58},
{6,7}, {6,8}, {1,3,5}, {1,3,7}, {1,5,7}, {2,3,9}, {2,4,6}, {2,4,7}, {3,5,7},
{4,6,7}, {5,6,8}, {1,3,5,7},{2,4,6,7} }

In Phase II, we have the candidate set as
C=L'vl?ul’

C:={ {1}, {2}, {3}, 4}, {5}, {6}, {7}, {8}, {9}, {1,3}, {1, 5}, {1, 6}, {1,7}, {1, 8},
(2.3}, {2, 4}, {26}, {27}, {2, 8}, {2.9}.{3.4}, {3.5), (3.7}, (3.9}, {4, 5},
{4,6}, {47}, {4, 8}, {5, 6),{5,7}, {5, 8}, {5, 7}, {6, 7}, {6, 8}, {6,9},
{7,9),{1,3,5}, {1,3.7}, {1,5,6}, {1,5,7}, {1,5.8}, {1,6,8}, {2,3.4}, {2,3,9},
(24,6}, {2,4,7), {2,4,8}, {2,6,7}, {2.6,9}, {2,7.9}, {3.5,7}, {457}, {467},
{5,6,8}, {5,6,7}, {1,5,6,8}, {2,6,7.9}, {1,3,5,7}, {2.4,6,7} } ‘

Read the database once to compute the global support of the sets in C and get the
final set of frequent sets.
REMARKS

It is worthwhile to discuss here certain aspects of local support vs global support. We
saw, in the previous example, that the local support is the same as the global support.
This implies that if an itemset is not frequent in any of the segments, then it is not
frequent in the whole database either.

4.6 PINCER-SEARCH ALGomTHM.

One can see that the a priori algorithm operates in a bottom-up, breadth-first search
method. The computation starts from the smallest set of frequent itemsets and moves
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upward till it reaches the largest frequent itemset. The number of database passes is
equal to the largest size of the frequent itemset. When any one of the frequent itemsets
becomes longer, the algorithm has to go through many iterations and, as a result, the
performance decreases.

A natura] way to overcome this difficulty is to somehow incorporate a bi-direc-
tional search, which takes advantages of both the bottom-up as well as the top-down
process. The pincer-search algorithm is based on this principle. It attempts to find
the frequent itemsets in a bottom-up manner but, at the same time, it maintains a list
of maximal frequent itemsets. While making a database pass, it also counts the sup-
port of these candidate maximal frequent itemsets to see if any one of these is actu-
ally frequent. In that event, it can conclude that all the subsets of these frequent sets
are going to be frequent and, hence, they are not verified for the support count in the
next pass. If we are lucky, we may discover a very large maximal frequent itemset
very early in the algorithm. If this set subsumes all the candidate sets of level £, then
we need not proceed further and thus we save many database passes. Clearly, the
pincer-search has an advantage over a priori algorithm when the largest frequent
itemset is long.

In this algorithm, in each pass, in addition to counting the supports of the candidate
in the bottom-up direction, it also counts the supports of the itemsets of some itemsets
using a top-down approach. These are called the Maximal Frequent Candidate Set
(MFCS). This process helps in pruning the candidate sets very early on in the algo-
rithm. If we find a maximal frequent set in this process, then it is recorded in the
MFCS. '

Consider a pass k, during which itemsets of size k& are to be classified. If some
itemset that is an element of the MFCS, say X, of cardinality greater than k is
found to be frequent in this pass, then all its subsets must be frequent. Therefore,
all of its subsets of cardinality £ can be pruned from the set of candidate sets con-
sidered in the bottom-up direction in the pass. They, and their supersets, will never
be candidates throughout the rest of the execution, potentially improving the per-
formance, :

Similarly, when a new infrequent itemset is found in the bottom-up direction, the
algorithm will use it to update the MFCS. The subsets of the MFCS should not contain
this in frequent itemsets.

The MFCS initially contains a single element, the itemset of cardinality » contain-
ing all the elements of the database. If some m 1-itemsets are infrequent after the first
pass (after reading the database once), the MFCS will have one element of cardinality
n—m. Removing the m infrequent items from the initial element of the MFCS, gener-
ates this itemset. In this case, the top-down search goes down m levels in.one pass.
Unlike the search in the bottom-up direction which goes in one-pass, the top-down
search can go down many levels in one pass. This is because we may discover a maxi-
mal frequent set very early in the algorithm.
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Pincer-Search Method

Ly=wk=1C = {{i}1iel}; 5=
MEFCS = {{1,2, ..., n}}; MFS := &,
dountil C, =D and §,_ =

read database and count supports for C, and MFCS;

MFS := MFS u{frequent itemsets in MFCS};

S, .= {infrequent itemsets in C,};

call MFCS-gen algorithm if §, = ;

call MFS-pruning procedure;

generate candidates C, | from C,; (similar to a priori’s penerate & prune)

ifany frequent itemset in C, is removed in MFS-pruning procedure

call the recovery procedure to recover candidates to C,_;

call MFCS prune procedure 10 prune candidates in C, ; N
k= kvl i
return MES i

MFCS-gen

Jor all itemsets s € §,
Sfor all itemsets m € MFCS i
if s is a subset of m
MFCS = MFCS\{m}; K
Jor all items e € itemset s ' 5:
if m\{e} is not a subset of any itemset in MFCS |

MFCS := MFCS U{m\{e}};

return MFCS

Recovery

Jor all itemsets [ e C,
Jor all itemsets m € MFS
if the first £-1 items in / are also in m
/* suppose m.itemj = Litem,  */
Jor i from j+1 to |m|
C,.,.=C, v {litem, Litem,, ..., Litem,, m.item }}

MFS-Prune
for all itemsets ¢ in C,
if c is a subset of any itemset is the current MFS
delete c from C,;

T R ot S o e T

MFCS-Prune

SJorall itemsets cin C_|

if ¢ is not a subset of any itemset in the current MFCS

delete ¢ from C,, ;

ExameLE 4.4
We shall use Example 4.2 to illustrate the working of the example.
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STEP 1: L, = &; k= 1;

C, = {{1}, {2}, {3}, {4}, {5}, {6}. {7}, {8}, (9})

MFCS := {1,2,3,4,5,6,7,8,9} '

MFS := J;

PASS ONE: Database is read to count the support as follows
{1} >2,{2} > 6,{3} > 6,{4} > 4, {5} - 8, {6} = 5,{7} > 7, {8} —>4 {9}—>
{1,2,3,4,5,6,7,8,9} > 0. _

SoMFCS :={1,2,3,4,5,6,7,8,9} and MFS :=;

L, = {{2}, {3}, {4), {5}, {6}, {7}, 8))

S, = {{1}, (9} |

At this stage we call the MFCS-gen to update MFCS.

For {1} in §, and for {1, 2, 3,4, 5, 6, 7, 8, 9} in MFCS, we get the new element m
MFCS as {2, 3,4,5,6,7,8,9}.

For {9} in §, and for {2, 3,4, 5, 6,7, 8, 9} in MFCS, we get the new element in MFCS
as {2,3,4, 5 6,7, 8}.

We generate the candidate itemsets

C,:={ {23}, {24}, (2.5}, {26}, (2.7}, {2.8), {3.4}, (3.5}, (3.6}, (3.7}, (3.8),
{45}, (4,6}, {4,7}, {4.8), (5,6}, {57}, {58}, {6,7}, {6,8}, {7.8} }

. PASS TWO: read the database to count the support of elements in C, and MFCS as

given below:

{2,313, {2,4}3, {2,5}—)0, {2,6}>2, {2,7}>2, {2,8}>1, {3,4}>1, {3,5}-3,
{3,610, {3,7)3, {3,8}0, {4,5}>1, {4,6}>1, {4,7}>2, {4,8}>1, {5,6}>3,
{5,7} 55, {58} 52, {6,7} >3, {6,8} 2, {7,.8} >0

{2,3,4,5,6,7,8}0.
MES:= J;
Lz = { {2’3}’ {234}5 {355}': {357}’ {5!6}’ {597}’ {6!7} }

5,={ {25}, {26}, {2, 7} {2,8), (3,4}, (3,6}, (3:8}, {4,5), (4.6}, {47}, (4.8},
{598}’ {6!8}= {7:8} } ’

For {2,5} in §, and for {2, 3, 4, 5, 6, 7, 8} in MFCS, we get the new elements in_
MFCS as {3,4,5,6,7,8} and {2, 3,4, 6,7, 8} : -
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For {2,6} in §, and for {3, 4, 5, 6, 7, 8} in MFCS, since {2,6} is not contained in this
element of MFCS and hence, no action,

For {2, 3,4, 6, 7, 8} we get two new elements in MFCS in place of {2, 3,4, 6, 7, 8} as
{3, 4,6, 7, 8} and {2, 3, 4, 7, 8}. Since {3, 4, 6, 7, 8} is already contained in an
element of MFCS, it is excluded from MFCS.

So at this stage MFCS := {{3,4,5,6,7,8}, {2,3,4,7,8}}.
For {2,7} in §,, we get

MFCS := {{3,4,5,6,7, 8}, {2, 3, 4, 8}}.

For {2,8} in §,, we get

MFCS = {{3,4,5,6,7, 8}, {2, 3, 4}}.

For {3,4} in §,, we get

MFCS = {{3,5,6,7, 8}, {4,5,6,7, 8}, {2, 3}, {2,4}}.
For {3,6} in §,, we get

MFCS :={{3,5,7, 8}, {4,5,6,7, 8}, {2, 3}, {2, 4}}.

For {3,8} in §,, we get

MEFCS = {{3,5,7}, {4, 5,6, 7, 8}, {2, 3}, {2, 4} }.

For {4,5} in §,, we get

MFCS = {{3, 5,7}, {5,6,7, 8}, {4, 6,7, 8}, {2, 3}, {2, 4}}.
For {4,6} in §,, we get

MFCS = {{3, 5,7}, {5,6,7,8}, {4, 7,8}, {2, 3}, {2, 4} }.

For {4,7} in §,, we get

MFCS = {{3,5, 7}, {5,6,7, 8}, {4, 8}, {2, 3}, {2,4}}.
For {4,8} in §,, we get

MFCS = {{3, 5, 7}, {5, 6, 7, 8}, {2, 3}, {2, 4} }.

For {5,8} in §,, we get

MFCS = {{3, 5, 7}, {6, 7, 8}, {5, 6, 7}, {2, 3}, {2,4}).
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For {6,8} in §,, we get
MFCS = {{7, 8}, {3, 5,7}, {5,6, 7}, {2, 3}, {2, 4}}.
For {7,8} in §,, we get
MFCS = {{8}, {3,5, 7}, {5, 6,7}, {2,3}, {2,4}}.
We generate the candidate sets as
C,=1{{2,3,4},{3,5,7},{5,6,7}}
In the pruning stage the itemsets {2, 3, 4} are pruned from C, and hence,
C,=1{{3,57}1{56,7}}
At this stage we make one more pass of the database to count the supports of
{13,5,7}, {5,6,7}}.
ExAMPLE 4.5

The above example illustrates the algorithm. But you can see that it takes the same
number of passes as an a priori algorithm. The following example illustrates
(Table 4.4) the advantages of the pincer-search algorithm.

g

\

i Table 4.4

i Al [A2 [A3 [A4 [AS [A6 A7 | A8 [ A9

; I_j0_jo _Jo |1 1 Jo 1 1o

; 0 11 _Jo |t Jo Jo Jo [t Jo

‘ 0 o Jo [t [t Jo It Jo To
0 _Jo |1 _Jo Jo Jo |6 o Jo
0 10 Jo_Jo 1 Jt [1 Jo To
0 {1 |1 [t Jo Jo 1o o To
0 _[1 o Jo Jo |1 1 Jo Tt
0 {0 o [o [t Jo o o To
0 o Jo [0 Jo o o |1 TJo
o [0 [t |t [t Jo J1 o o
0 {0 |1 |1 [t To [1 Jo Jo
0 o Jo Jo T1 11 Jo |1 To
0 |t [t [t Jo 1 Tt Jo o
o |1t |t |t Jo {1 o 1o
0 |1 [t Jo Jo jo [o o [1

During the first pass, the supports counted are
{112, {2155, {317, {417, {5158, {615, {717, {8} >4, {9}>2
£1,2,3,4,5,6,7, 8,910, '
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We update MFCS as {2, 3,4, 5,6, 7, 8§}
In the second pass, we count the supports as

{23}3, {24}53, {25}0, {26}>2, {27}2, {28} 1, {34} 5, {35}>3,
{36}—1, {3714, {38}0, {45}>4, {46}>1, {47}55, {48} > 1, {56} >3,
{57}—35, {58} 2, {67}3, {68}>2, {78}0.

At this stage, we update the MFCS to obtain
MFCS = {{2, 3,4}, {3,4,5,7}, {5,6,7}, {8}}
and C, == {{2,3,4}, {3,4,5}, {3,5,7}, {4,5,7}, {5, 6, 7} }

We then make a database pass to read the frequency of these itemsets. The
algorithm stops at this point. It can be noted that an a priori algorithm would have
made 4 passes and the pincer-search makes only 3 passes.

4.7 Dvynawvic iremSET COUNTING ALGORITHM

This algorithm was proposed by Bin et al. in 1997, The rationale behind DIC is that it
works like a train running over the data, with stops at intervals M between transac-
tions. When the train reaches the end of the transaction file, it has made one pass over

the data, and it starts all over again from the beginning for the next pass. The passen-

gers on the train are itemsets. When an itemset is on the train, we count its occurrence
in the transactions that are read. When an a priori algorithm is considered in this meta-
phor, all itemsets get on at the start of a pass and get off at the end. The 1-itemsets take
the first pass, the 2-itemsets take the second pass, and so on. In DIC, there is the added
flexibility of allowing itemsets to get on at any stop as long as they get off at the same
stop the next time the train goes around. Therefore, the itemset has seen all the trans-
actions in the file.

Consider for example, if we are mining 40,000 transactions and M =10,000, we will
count all the 1-itemsets in the first 40,000 transactions we read. However, we will be-
gin counting 2-itemsets after the first 10,000 transactions have been read. We will be-
gin counting 3-itemsets after 20,000 transactions. For now, Iet us assume that there are
no 4-itemsets we need to count. Once we get to the end of the file, we will stop count-
ing the 1-itemsets and go back to the start of the file to count the 2- and 3-itemsets.
After the first 10,000 transactions, we will finish counting the 2-itemsets and after
20,000 transaction, we will finish counting the 3-itemsets. In total, we have made 1.5
passes over the data instead of *he 3 passes a level-wise algorithm would make.

Initially, we identify certain ‘stops’ in the database. It is assumed that we read the
records sequentially as we do in other algorithms, but pause to carry out certain com-
putations at the ‘stop’ points. For notational convenience, we assign numbers to each
stop sequentially.

Al M e 5% .

)
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We then define four different structures:

@ Dashed Box

B Dashed Circle
® Solid Box

B Solid Circle

Each of these structures maintains a list of itemsets. Itemsets in the ‘dashed’ cat-
egory of structures have a counter and the stop number with them. The counter is to
keep track of the support value of the corresponding itemset. The stop number is to
keep track whether an itemset has completed one full pass over a database.

The itemsets in the ‘solid’ category structures are not subjected to any counting.
The itemset in the solid box is the confirmed set of frequent sets. The itemsets in the
solid circle are the confirmed set of infrequent sets. ‘

The algorithm counts the support values of the itemsets in the dashed structure as it
moves along from one stop point to another.

During the execution of the algorithm, at any stop point, the following events take place:

W Certain itemsets in the dashed circle move into the dashed box. These are the
itemsets whose support-counts reach ¢ value during this iteration (reading records
between two consecutive stops).

B Certain itemsets enter afresh into the system and get into the dashed circle. These
are essentially the supersets of the itemsets that move from the dashed circle to the
dashed box.

B The itemsets that have completed one full pass, move from the dashed structure to
solid structure. That is, if the itemset is in a dashed circle while completing a full
pass, it moves to the solid circle. If it is in the dashed box, then it moves into solid
box after the completing a full pass.

We shall formally describe the DIC algorithm now.

L AT T
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DIC Algorithm
Initially,
Solid box contains the empty itemset;
Selid circle is empty
Dashed box is empty;
Dashed circle contains all 1-itemsets with the respective stop-number as 0;
Current stop-number := 0;

do until the dashed circle is empty

" read the database till the next stop point and increase the counters of the itemsets in the dashed box
and in the dashed circle as we go along, record by record, to reach the next stop.

increase the current-stop-number by 1;
Jor cach itemset in the dashed circle
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if count of the itemset is greater than o
then move the itemset to the dashed box

generate a pew itemnset to be put into the dashed circle

with counter value = { and stop number = current stop number.
else

if its stop number is equal to the current stop number

then move this itemset to solid circle.

Sfor cach itemset in the dashed box
if its stop-number is equal to the current stop number
then move this itemset to the solid box

end

return the itemsets in solidbox

ExampLE 4.6
The following example (Table 4.5) illustrates the working of the DIC algorithm.

Table 4.5
Al [ A2 | A3 | Ad | AS | A6 | A7 | AR | A9
1 0 0 0 1 1 0 1 0
0 1 0 1 0 0 0 1 0
0 0 0 1 1 0 1 0 0
0 0 1 0 0 0 0 0 0
0 O 0 0 1 1 1 0 0
0 1 1 1 0 0 0 0 0
0 i 0 0 0 1 1 0 1
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 0
0 0 1 0 1 0 1 0 0
0 0 1 0 1 0 1 0 0
0 0 0 0 1 1 0 1 0
0 i 0 1 0 1 i 0 0
1 0 1 0 1 0 1 0 0
0 1 1 0 0 0 0 0 1

Step 1. The empty itemset is in the solid box.
All the 1-itemsets are in the dashed circles.

The sets {1}, {2}, {3}, {4}, {5}, {6}, {7}. {8}, and {9} are in the dashed
circle.

All other itemsets are free, i.e., not in any of the 4 types of boxes.

Step 2. First read 5 transactions (transactions ¢—¢,).

For each transaction, increment the counts of the respective counters of the
itemsefs in the dashed box or dashed circle.
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Figure 4.2 A pictorial depiction of the working of DIC. The horizontzal arrow indicates
movement of the itemset after completion of database pass. The vertical arrow indicates
movement of the itemset after reaching the frequency threshold. The dashed arrow indicates the
new itemset entering the system at a stop-point.

Step 3.

The counts of the itemsets in the dashed circles are given below.

(=1,{2}=1,{3} =1, {4} =2, {5) =3, {6) =2, {7} =2, {8} =2, and
{91 =0.

Thus, itemset {5} is put in a dashed box and removed from the dashed circle.
Read the next 5 transactions (transactions £, ).

The updated counts of the itemsets in the dashed box and in the dashed circle
are

(1} =1,{2}=3,{3} =3, {4} =3, {5} =5, {6} =3, {7} = 4, {8} =3, and
91=1

The itemsets {2}, {3}, {4}, {5}, {6}, {7}, and {8} are now put in dashed box
and are removed from the dashed circle. :
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Step 4.

. Step 5.

Step 6.

The additional itemsets which are put in the dashed circle are

{2,3), 12,4}, {2,5 }, {2, 6}, {2, 7}, {2, 8}, {3, 4}, {3, 5}, {3, 6}, {3, 7},
{3, 8}, {4, 5}, {4, 6}, {4, 7}, {4, 8}, {5, 6}, {5, 7}, {5, 8}, {6, 7}, {6, 8},
{7, 8}.

We include a counter for each of these itemsets at this stage.

Read the next 5 transactions (transactions ¢, ¢ ). The updated count of each
of the counters are

{1}—2 (20=5,13}=6, {41 =4, {5} =8, {6} =5, {7} =7, {8} =4, and
9} =2.{2,3} =1, {2, 4 =1 (2,51=0, 2,6} = 1. {2, T)=1, {2, 8} =
(3,41 =0, {3,5} =2, 3,6} =0, {3, T}=2, {3, 8) =0, {4, 5}=0, {4, 6)= 1,
(4, 7V=1, {4, 8)=0, {5, 6}=1, {5, T}=2, {5, 8}=1, {6, 7}= 1, {6, 8}= I,
{7, 8} =

The 1-itemsets have completed their traversal of the whole set of transactions
and hence, {2}, {3}, {4}, {5}, {6}, {7}, and {8} are put in the solid box and
are removed from the dashed box. The itemset {1} and {9} are removed
from the dashed circle and is put in the solid circle. The counters for these
sets are now dropped.

Read the first 5 transactions(z,—¢,) and update the count of the itemsets in the
dashed box and the dashed clrcle The updated counts are

{2,3}=1,{2,4}=2,{2,5}=0,{2,6} =1, {2, 7}= 1, {2, 8} =1, {3,4} =0,
{3,5}=2,{3,6}=0,{3,7} =2,{3,8} =0, {4,5}=1, {4,6}=1,

(4, 7)=2, {4, 8)= 1, {5, 6)=3, {5, T}=4, {5, 8}=2, {6, T}=2, {6, 8}=2,
{7,8} =0,

At this stage, {5, 6} and {5, 7} are moved from the dashed circle to the
dashed box, as their count exceeds the required support.

Read the transactions ¢~ . The updated counts are

(2,31=2,{2,4}=3,{2,5}=0,{2,6} =2,{2,7}=2,{2,8} =1, {3,4} = 1,
(3,5}=3,{3,6} =0, {3,7}=3, {3,8} =0, {4,5}=0, {4,6}= 1,

{4, 71=2, {4,8)=1, {5, 6}=3, {5, 7}=5, {5, 8}=2, {6, 7}=3, {6, 8}=
(7,8} =0.

Clearly, the itemsets {2, 4}, {3, 5}, {3, 7} and {6, 7} are moved to the solid
box from the dashed circle; and {5, 6} and {5, 7} are moved from the dashed
box to the solid box. The remaining itemsets (listed below) in the dashed
circle are moved to the solid circle.

T A T LT R N
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(2,3}, {2, 5}, (2, 6}, (2, 7}, {2, 8}, (3, 4}, {3, 5}, {3, 6}, {3, 7}, {3, 8},
{4,5}, {4, 6}, (4,7}, (4,8}, (5,8}, (6,8}, {7, 8]

The counters for these sets are droppéd. The itemset {5, 6, 7} is now put in

the dashed circle and a counter for this is introduced.

Step 7. We need to scan the transactions #,~f , and the transactions 7, to count the
support of {5, 6, 7}. Thus, the algorithm requires only 2.75 database passes
instead of 3 passes as in the level-wise method.

4.8 FP-trRee GROWTH ALGORITHM

Most of the above algorithms suffer from the following two shortcomings:

1. Tt is costly to handle large numbers of candidate sets. For instance, if there are 10
frequent 1-itemsets, then approximately, 107 candidate 2-itemsets are generated.
Moreover, if there is a frequent set of size 100, then roughly 10* candidate sets are
generated in this process.

2. Ttis tedious to repeatedly scan the database and check a large set of candidates by
pattern matching.

Keeping this in mind, a new class of algorithms have recently been proposed which
avoids the generation of large numbers of candidate sets. We describe one such
method, called the FP-Tree Growth algorithm. It is proposed by Han ef a/. The main
idea of the algorithm is to maintain a Frequent Pattern Tree (FP-Tree) of the database.
It is an extended prefix-tree structure, storing crucial and quantitative information
about frequent sets. The tree nodes are frequent items and are arranged in a such a way
that more frequently occurring nodes will have better chances of sharing nodes than
the less frequently occurring ones. The method starts from frequent 1-itemsets as an
initial suffix pattern and examines only its conditional pattern base (a subset of the da-
tabase), which consists of the set of frequent items co-occurring with the suffix pat-
tern. The algorithm constructs the conditional FP-tree and performs mining on this
tree.

The algorithm involves two phases. In Phase I, it constructs the FP-tree with respect
to a given & The construction of this tree requires two passes over the whole database.
In Phase II, the algorithm does not use the transaction database any more, but it uses
the FP-tree. Interestingly, the FP-tree contains all the information about frequent
itemsets with respect to the given o Let us first understand the concept of the FP-tree.

Dernimion 4.7 FP-TREE

A frequent pattern tree (or FP-tree) is a tree structure consisting of an item-prefix-tree
and a frequent-item-header table. ' :
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¢ [Item-prefix-tree:

o It consists of a root node labelled null

o FEach non-root node consists of three fields:
*  Jtem name,
* support count, and
®* node link.

frequent-item-header-table: It consists of two fields;

» Jtem name; _
» Head of node link which points to the first node in the FP-Tree
carrying the item name.

It may be noted that the FP-tree is dependent on the support threshold o: For differ-
ent values of g; the trees are different. There is another typical feature of the FP-tree;
it depends on the ordering of the items. The ordering that is followed in the original
paper is the decreasing order of the support counts. However, different ordering may
offer different advantages. Thus, the header table is arranged in this order of the fre-
quent items. Let us study the construction of a FP-tree from a transaction database.

We make one scan of the database T and compute L, the set of frequent 1-itemsets.
For convenience, let us call this the set of frequent items. In other words, we refer to
L, as a set of items rather than a class of singleton sets. Then we sort the items in L, in
the decreasing order of frequency counts. From this stage onwards, the algorithm ig-
nores all the non-frequent items from the transaction and views any transaction as a
list of frequent items in the decreasing order of frequency. Without any ambiguity, we
can refer to the transaction ¢ as such a list. The first element of the list corresponding
to any given transaction, is the most frequent item among the items supported by z. For
a list ¢, we denote head t as its first element and body_t as the remaining part of the
list (the portion of the list ¢ after removal of head r). Thus, ¢ is [head_t | body_t). The
FP-tree construction grows the tree recursively using these concepts.

FP-tree construction Algorithm

create a root node roof of the FP-Tree and label it as null.
do for every transaction f
if t is not empty
insert (¢, roof)
link the new nodes to other nodes with similar labels links originating from header list.
end do
return FP-Tree

insert(#, any_node)
do while t is not empty
if any_node has a child riode with label head ¢

T
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then increment the link count between any_node and head_t by |
else create a new child node of any_node with labe; head_t with link count 1.
call insert(body_t, head 1)

end do

ExampLE 4.7

Let us consider the database given in Example 4.5 (Table 4.4). The frequent items are
2,3, 4,5, 6,7 and 8. If we sort them in the order of their frequency, then they appear in
the order 5, 3, 4, 7, 2, 6, and 8. If the transactions are written in terms of only frequent
items, then the transactions are
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The scan of the first transaction leads to the construction of the first branch of the
trce (Figurc 4.3). Notice that the branch is not ordered in the same way as the
transaction appears in the database. The items are ordered according to the
decreasing order of frequency of the frequent items. The complete table is given in
Figure 4.4.

It is now easy to rcad the frequent itemsets from the FP-trce. The algorithm starts
from the leaf node in a bottom-up approach. Thus, after processing item 6, it processes
item 7. Let us consider, for instance, the frequent item {6}. There are four paths to 6
from the root; thesc are {5, 7, 6}, {5, 6}, {4, 7,2, 6}, and {7, 2, 6}. All these paths have
labels of 1. A label of a path is the smallest of the link eounts of its links. Thus, each
of these combinations appear just once. The paths {5, 7, 6}, {5, 6}, {4, 7, 2, 6} and
{7,2, 6} from the root to the nodes with label 6 are called the prefix subpaths of 6. The
prefix subpath of a node @ are the paths from the root to the nodes labelled a and the
count of links along a path are adjusted by adjusting the frequency count of every link
in such a path, so that they are the same as the count of the link incident on-a along the
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Figure 4.3 [llustration of insert (z, root) operation.
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I
Figure 44 Complete FP-tree of the above example. Labels on edges represent frequency. 11
]
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path. This is called a transformed prefix path. The transformed prefix paths of a node a
form a truncated database of patterns which co-occur with a. This is called a
conditional pattern base. Once the conditional pattern base is derived from the FP-tree,
one can compute all the frequent patterns associated with it in the conditional pattern
base. By creating a small conditional FP-tree for a, the process is recursively carried
out starting from the leaf nodes.

The conditional pattern base for {6} is the following:

For the prefix subpath {5, 7, 6}, we get {5, 6} =1, {7, 6}—1, {5,7,6}—>1.
For the prefix subpath {5, 6}, we get {5, 6} > 1.
For the path {4, 7, 2, 6}, we have

{4,6), {7,6), {2, 6}, {4,7, 6}, {4,2, 6}, {7, 2, 6}, {4, 7,2, 6} and for the path
17,2, 6}, {7, 63, {2, 6}, {7, 2, 6} all with lable 1.

Thus the only frequent pattern with prefix 6 is {7, 6} —3.

In Figure 4.5, the conditional pattern base of 7 is illustrated. Please note that since
the processing now is bottom-up, the combination {6, 7} is already considered when
the item 6 was considered. '

7 —

Figure 4.5 Conditional pattern base for item 7

4.9 DiscussioN oN DIFFERENT ALGORITHMS

We observe that all the algorithms have two important and common steps:
(i) candidate generation, and (ii) I/O operation. The initial candidate set generation,
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especially for the frequent 2-itemsets, is the key issue to improve the performance of
frequent set discovery algorithms. Another performance measure is the amount of data
that has to be scanned during the discovery of the frequent itemset. The level-wise
algorithm requires one pass over the database of all transactions for each iteration. The
partition algorithm attempts to reduce the /O operations by considering smaller
segments of the database. The pincer-search algorithm attempts to reduce the number
of candidate sets by considering Maximal Frequent Sets (MFS). But in order to get the
frequency count of each frequent set, it requires one additional pass. DIC is based on a
very novel idea, but in one sense it is similar in principle to the partition algorithm,
The recent development of the FP-tree algorithm avoids the candidate gencration
steps.

There are different variations of all the algorithms that have been studied to
improve the performance of mining association rules.

A hash-based technique is used to reduce the size of the candidate k-itemsets.
Another variation is to reduce the number of transactions to be scanned at higher
values of k. Since a transaction that does not contain any frequent k-itemset cannot
contain any frequent (+1)-itemset, these types of transactions can be marked during
the &* scanning and are not considered in the subsequent scanning. We have observed
that the other major variation is to reduce the number of database passes.

Note that as k& increases, not only is there a smaller number of frequent k-itemsets,
but there also are fewer transactions containing any frequent k-itemsets. Reducing the
number of transactions to be scanned and trimming the number of items in each
transaction can improve the efficiency of the algorithms. A modification of the level-
wise algorithm, 4 priori-TID attempts to handle this issue. In this algorithm, reading
the complete database after the first iteration is avoided. During the first pass, the
transaction id’s and candidate frequent k-itemsets present in each transaction are
generated in each iteration. This is used to determine the frequent sets of size k+1
present in each transaction during the next iteration.

Another factor that seriously affects the performance of an algorithm is the
distribution of transactions over the whole database. If the data is distributed fairly
uniformly throughout, then by choosing the stop points in DIC reasonably close, one
can improve the performance substantially. To take care of randomness in the
distribution, Toivonen proposes a sampling algorithm, where random samples of the
database are taken and frequent sets with smaller support are computed for each
sample. The 'sample size is so chosen that the sampled database can be accommodated
in the main memory. Though it is an effective way of computing frequent sets, it pays
the additional penalty of having to count more itemsets due to the reduced threshold.

The bi-directional search used by the pincer-search has an advantage over the
bottom-up search only when there are some very large frequent itemsets. In that event,
the bottom-up search may take large number of passes, whereas the pincer-search may
detect a maximal frequent set very early and hence may reduce the number of passes.
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Recently Shenoy et al. proposed an efficient algorithm - Vertical Itemset
Partitioning for Efficient Rule Extraction — VIPER, which is based on vertical mining.
The database can be represented either by a set of tuples, each tuple listing the
presence or absence of items; or it can be represented as a list of items, each item
; indicating the tuples in which it is present. The latter representation is called the
: vertical representation, as its basic structure is a column. VIPER stores data in
compressed bit-vector called “snakes’ and provides manipulations with this structure.

The next few years will witness some very innovative algorithms to improve
performance. In the following sections, we shall study other problems related to the
discovery of association rules.

4.10 [INCREMENTAL ALGORITHM

In the previous sections, we have studied different algorithms for the discovery of
frequent sets and for mining of association rules. We have analyzed the possibilities
of reducing the I/0 operations and segmenting the database into smaller fragments to
2 increase efficiency. But one common assumption in all these approaches is that the
database itself does not change. In practice, no transaction database is static. It is
possible that more transactions are added intermittently to the database. Such
updates to the transaction database could potentially invalidate the existing set of
association rules. It is possible that the updates may also introduce more new
association rules. The problem is to update the association rules when the database
is updated. As we discussed earlier, the crucial step of finding association rules is to
discover the set of frequent itemsets. In the present context, the problem boils down
to updating the set of frequent itemsets. One simple method will be to compute
afresh the set of frequent itemsets for the whole database. But in this case, al! efforts
have been expended in computing the frequent sets before the update is wasted.
*: Moreover, if we can somehow make intelligent use of the earlier computation, we
J may be able to reduce the I/O operations in computing the updated set of frequent
itemnsets.
E Let us assume that T, is the existing database for which the set of frequent itemsets
” L, is already computed. The respective support values of the frequent sets in L , are
. also known. Let us assume that another set of transactions, T, is now added to the
| database to get T, = T,,, U T, The problem of incremental computation of frequent
sets is to determine the set of all frequentsets L, of T .
Let us assume that L___ is the set of all frequent sets of T_. It is assumed that L is
initially unknown. Then the following observations are obvious:

1. AnitemsetwillbeinZL_, if it is an element of both L___ and L .

2. Any itemset which is neither in L nor inl , cannotbeinLl, .
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Thus, if we simply start finding L., we can use condition 1 given above to
determine L., We are going to make some passes over T, . Hence, we make use of
these passes to compute the support of itemsets of Lyg in T, That is, 5(X)r. for X'in
L. But unless we read T, we may not be able find those frequent itemsets, if any,
which are frequent in.7T,., as well as in T, but infrequent in 7.

Keeping the above observations in mind, let us design an incremental method. If we
find s(X), forallXinLZ , (in other words, if we count the supports of frequent sets of
old database with rcspect to the increment part of the database), and if we identify
those sets which reach the olevel of support, then we can partially characterize L, -
This can be achieved by just one pass over T only (supports of all the frequent
itemsets can be counted in one pass). It is a partial characterization because this proc-
ess takes into account the following cases:

a. The itemsets of L, that are frequent in T, (hence, in 7,4} can be determined.
b. The itemsets that belong to L, but are not in L,,, are automatically eliminated.
¢. The itemsets that are neither in L,,,, nor in L, are not considered.

But those itemsets that are not in L, but are frequent sets in T, are not taken into
account in the above step.

One way of achieving a complete characterization is to find L,.,, first and compute
the supports of the itemsets in L, \ L,s by making one pass over T, This requires
exactly one pass over the main database 7,y and many passes over 7.

This process has another disadvantage in that the database pass may not turn out to
be fruitful, in the sense that there may not be any new frequent set generated by this
process. In that case the dzatabase pass is unnecessary. Then the question 1s whether we
can know in advance if any database pass is required at all or not. In other words,
whether there exists a frequent set of T, Which is not in Ly If there is no such
frequent sets, then we do not need the additional database pass.

In order to estimate this we require a new concept called the Promoted Border Set.

Let X be an itemset which is not frequent in T,,,, but is frequent in 7, as well as in

Toraiee All the subsets of X are frequent in T,y Since X is not frequent in L, it has a
subset that is a border set in T, This border set becomes a frequent set after update.
We call such a set a promoted border.

Derinimion 4.8 ProMoTED BORDER

An itemset that was a border set before update and becomes a frequent set after
update, is called a promoted border itemset.

The existence of a promoted border is an indication that we may have to read the
old transaction database once again. The incremental algorithm to discover frequent
sets critically depends on this observation. It is clear from the above discussion that
Lot ™ (Loew \ Lo} # @ if and only if there exists a promoted border itemset. The




102 4 Data Mining Techniques

correctness of this statement can be derived from the argument given in the foregoing
paragraph.

However, there are few more issues to be sorted out for implementation. How do we
find border sets of T,,,? How do we determine a promoted border?

Interestingly, finding border sets is not difficult. A simple modification to the level-
wise algorithm will generate the set of border itemsets along with the set of frequent
sets. The idea is that while reading the database to count supports of the candidate
itemsets, those itemsets having support less than o are the border itemsets. We give
below the modified algorithm with the additional step to compute border sets.

Modified A Priori Algorithm to Generate Border Sets and Frequent Sets

Initialize: & := 1, C, = all the 1-itemsets;

read the database to count the support of C, to determine L
L, := {frequent l-itemsets};

k :=2;// k represents the pass number//

while (L, = &) do

begin
C, = gen_candidate_item sets with the given L__|
prune C,

Sfor all transactions t € T do

increment the count of all candidates in C, that are contained in ¢ ;
Li={ceC,|s(c),20};

B ={ceC|s(c)<a};

k=k+1;
end

L=ulL,;

B:=u B

ExampLE 4.2 (cONTD.)
If we use the above modification of the level-wise algorithm in Example 4.2, we get
the following itemsets as the border set.

(1})52, {9)52, {2,510, {2,612, {2,7}-2, {2,8} -1,
{3,4}>1, {3,6}0, {3,8}>0, {4,5}>1, {4,6}>1, {4,7}>2,
(4,8)1, {5,8) 52, {6,8}52, {5,6,7)>1.

Thus, no additional effort is needed to generate the border itemsets.
An incremental method called the border algorithm makes use of the concept of
promoted border to avoid a fruitless pass.

4.11 BoRDER ALGORITHM

The border algorithm maintains support counters for all frequent sets and all border
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sets. Thus, when we get a promoted border (more precisely, when a border set is
promoted to a frequent set), an additional pass over the database is made. If there is no
promoted border, then the algorithm does not require even a single pass over the whole
database.

The algorithm works as follows. Initially, the Ly, and B, are known along with
thetr respective support counts. The algorithm starts by counting the supports of the
itemsets of Lyq \ By in Ti.,. This requires one pass over the increment portion of the
database. During this phase, the algorithm collects two categories of itemsets: F and B.

Set F contains the itemset of L,y which becomes a frequent set in Tppo. We should
take care of the threshold count while counting the support. For example, consider that
o= 5%, | Tyl = 1000. Clearly, any itemset that is supported by 50 or more transactions
in T4 is its frequent set. Let |T,.,| = 400 and hence, |Tupo| = 1400. The itemset X is
frequent in Ty, if it is supported by 70 or more transactions. Thus, while determining
frequent sets in 7,4, our threshold of absolute count is 50, whereas the same in T iS
70.

Set B contains all the border sets whose support count reach the level o and hence,
are promoted border sets. If there is no promoted border, then F contains all the
frequent sets of T,y But if there is at least one border set that becomes a promoted
border, then the algorithm generates candidate sets which are supersets of the
promoted border sets. It makes one pass over the database to count the support of these
candidate sets.

Thus, the algorithm makes one pass over the increment database, and at most one
pass over the whole database. We give below the formal description of the border
algorithm.

Border Algorithm
read T and increment the support count of X forallX e L B,

F={X|Xel,ands(X), 20}

B={X|Xe B ands(X), 20}

Let m be the size of the largest element in 8.

Candidate-generation

SJorallitemsets | € B\ C,_| do begin

Sforallitemsets [, € B, | F,_ v C_, do begin
LI =LA LRRI=L[2] A o AL 1] < L[R-1] then
e =111 [2]...8 [k-1], 4[]
C=Cuic}

end do

end do

Prune C, for all &:
all subsets of k-1 size should be presentin B, W F, W C,
k=it
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Candidate C = C,

read 7, and count the support values of each itemset in C.

new_frequent_sets := {X| X € Cands(X), 2o}
L :=Funew_frequent_ sets

whole *

B, ..=@B B uiXe Cand s(X), <oand all-its subsets are in L

whole * whole }

We illustrate the working of the algorithm using the table (Table 4.1) given in
Example 4.2.

ExampLE 4.8
Let Table 4.1 be T, and add the following 5 transactions (Table 4.6) to the database.
We know L, and B,y with their respective support values.

Tabled4.6 T,..

Q= oo | —

0
0
1
1
0

—_l ===
Qeie|e|e
W P [ Y U
Ll =0 Ll L L
el F=1 Pl e P
—— OO o
olo|o|o|o

STEP 1: Read T, to count supports of itemsets in L, and of B,y and collect the
itemsets which reach the o level with respect to 7,,,. in F and B, respectively. We
indicate below the itemsets that are in F and B, along with the old support and
incremented support.

F={{2) 642, {3)6+4, {5} >8+4, [6}5+4, {T1>7T+4, {8} >4+2, (2,3} 3+,
(3,50 >3+4, {3,7) 344, {5,6)>3+4, {5,7) 54, {6,7}>3+4, {3,5,7} >3+4}

B:={{1}2+2, {3,6}>0+4, {5,6,7} > 1+4}
Thus, we see that we have 3 promoted border sets.

Candidate Generation We generate the candidate sets in a level-wise fashion.

Since {1} is now frequent, we need to check the supports of itemsets {1,2}, {1,3},
{1,5}, {1,6}, {1,7}, {1,8}. Note that since {4} ceases to be a frequent set after the
update, we do not generate {1,4}.

For the next level of candidate-set generation, we take the all the candidate
2-itemsets generated so far and the promoted border 2-itemset, that is {1,2}. {1,3},
(1,53}, {1,6}, {1,7}, {1,8}, and {3,6} on one side. On the other side we take all the
2-itemsets in F too, that is, {2,3}, {3,5}, {3,7}, {56}, {5,7}, {6,7}, {},2}. {1,3},
{1,5}, {1,6}, {1,7}, {1,8}, and {3,6}.

The candidate sets that we generate are {1,2,3}, {1,2,5}, {1,2,6}, {1,2,7}, {1,2,8},
{1,3,5}, {1,3,6}, {1,3,7}, {1,3,8}, {1,5.6}, {1,5,7}, {1,5.8}, {1,6,7}, {1,6,8}, {1,7,8},
{2,3,5}, {3,5,6}, {3.6,7}. ’
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Similarly, the candidate 4-itemsets are {1,3,5,7} and {3,5,6,7}.

We make a single database pass.

The border algorithm was proposed by Ronen Feldman in the year 1997. Thomas ef
al. concurrently developed a similar approach for incremental discovery. Their
algorithm is slightly different from the border algorithm. But both these algorithms use
the same principle of determining the promoted border itemset and deciding whether a
full scan is required or not. Hence, both these algorithms maintain the set of border
sets along with the set of frequent sets.

One major difference in this algorithm is that it first computes L. The algorithm is
described below.

Update Algorithm

compute L.,

Jor each itemset X € L, v B, do
count support of X'in T}

Loypare = O,

Jorcach X e L, do

if support of X in T, exceeds o
then Lw}mlc = Lw)nle w {X}

JoreachitemsetYe L, do
ifY e L, A Y e B,, and this support of Y in T, exceeds o
then Lwhole = Lwhole “ {Y}’

ianld * Lwhole
then compute the border set of T

else B . = Bog

i Ly Bog# Lune Y Bubole
then 8= L.
repeat

compute § = S border set of §
until § does not grow
count frequency of § to determine L,
generate the border set B,

4.12 GeNeRaLizep AssoclaTioN RuULE

In the most general form, an association rule is of the form C, = C,, where C,, C; are
conjunctions of conditions and each condition is either [, =v; or l; € [low, upper] for
each item /, in A, where v, low and upper are some values in the domain of /. In this
framework, the association rule that we have studied so far becomes a special case
where C = [/, = ‘yes’]. Databases in the real world usually have numeric values such as
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age and balance of account. Thus, it is important to find association rules for numeric
and categorical attributes.

Another feature of association rule generators is an item hierarchy. In our example,
we were using generic terms: diapers, and beer. Let us assume that stores sell specific
items: 6d beer in a 31b box, 24 oz diapers product ID 32225, etc. Normally, rules that
are somewhat more general, like the rules we have been using as examples, are
frequently what is expected. But in some cases, one might be interested in rules that
deal in specific items or we might be interested in rules that differentiate between, say,
beers sold in boxes vs beer sold in bulk. A product hierarchy can be used to structure a
hierarchy of items that permits grouping at different levels.

Note also that in an association rule time does not play a part. Contrast this with a
sequencing rule in which time is important, and that might read: When people buy
diapers they also buy beer in the time period 2 to 4 months later, 18% of the time. We
shall discuss this problem in Chapter 9.

Association rules, and the support-confidence framework used to mine them, are
well-suited to the market—basket problem. Other basket data problems, while
seemingly similar, have requirements that the support-confidence framework does not
support. For example, negative implications of the type: “when people buy batteries,
they do not usually also buy cat food.” While perhaps not so useful to the marketing
staff of supermarkets, such implications can be helpful in many other settings. For
example, fire code inspectors trying to mine useful fire prevention measures might like
to know of any negative correlations between certain types of electrical wiring and the
occurrence of fires,

The bigger problem is that the support-confidence framework does not work well
when correlation is the appropriate measure.

ExampLe 4.9
Suppose we have market—basket data from a grocery store, consisting of n baskets. Let
us focus on the purchase of tea and coffee. In the following table (Table 4.7), rows ¢ and
f correspond to baskets that do and do not, respectively, contain tea, and similarly
columns c and ¢ correspond to coffee. The numbers represent the percentage of baskets.
Let us apply the support-confidence framework to the potential association rule,
t => ¢. The support for this rule is 20%, which is fairly high. The confidence is defined
to be the conditional probability that a customer buys coffee, given that she buys tca,
Le., 20/25 = 0.8 or 80%, which too is pretty high. At this point, we may conclude that
the rule t = ¢ is a valid rule.

Table 4.7

~
[yl
o

LI'ILAQ|

70

=
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However, consider now the fact that the a priori probability that a customer buys
coffee is 90%. In other words, a customer who is known to buy tea is less likely to buy
coffee (by 10%) than a customer abcut whom we have no information. Of course, it
may still be interesting to know that such a large number of people who buy tea also
buy coffee, but stating that rule by itself is at best incomplete information and at worst
misleading. The truth here is that there is a negative correlation between buying tea
and buying coffee; at least that information should be provided along with the
association rule ¢ = ¢. One way to deal with this situation is to identify also the rules

€=t, t =c and c = t. Another way of measuring correlation is to compute P[tAc)/
(P[t] % P[c]). The fact that this quantity is significantly less than 1 indicates a negative
correlation, since the numerator is the actual likelihood of seeing a customer purchase
both tea and coffee, and the denominator is what the likelihood would have been in the
case when the two purchases are completely independent.

4.13 AssociAaTioN RuLes witH ITEM CONSTRAINTS

In practice, the users are often interested only in a subset of associations, for instance,
those containing at least one item from a user-defined subset of items. A
straightforward way of doing this is to carry out a filtering as a post-processing step
after any association rule mining algorithm is invoked. However, it would be desirable
‘to incorporate these constraints within the steps of the association discovery algorithm.

Let B be a Boolean expression over the set of itemsets 4. We assume, without loss
of generality, that B is in disjunctive normal form (DNF). That is, B is of the form,
D, v D, v ... v D,, where each disjunct D, is of the form & A a; ... A a;,. Each of the
a refers either to the presence of an item, /; or to the absence of an item, —/,.

The problem of the mining association rule with item-constraint B 1s to discover all
rules that satisfy B and have support and confidence greater than or equal to the user-
specified minimum support and minimum confidence, respectively.

We can split the problem into three phases.

PHase 1
Find all frequent itemsets that satisfy the Boolean expression, B. Remember that there
are two types of operations used for this problem: candidate-set generation and
counting support. The techniques for counting support remains unchanged for the
current problem. However, the earlier method of candidate-set generation may not
assure that the frequent sets are those which satisfy the Beolean constraints.

This subproblem is tackled in the following way:

1. Generate a set of selected items S, such that any itemset that satisfies B will
contain at least one selected item.
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2. Modify the candidate-generation procedure to generate only candidates that
contain selected items.
3. Discard frequent itemsets that do not satisfy B.

PHase 2 .

To generate rules from these frequent itemsets, we need to find the support of all
subsets of frequent itemsets that do not satisfy B, Recall that to generate a rule ABCD,
we need the support of AB to find the confidence of the rule. However, AB may not
satisfy B and hence may not have been counted in Phase 1. So we generate all subsets
of the frequent itemsets found in Phase 1, then make an extra pass over the data set to
count the support of those subsets that are not present in the output of Phase 1.

PHase 3
To generate rules from the frequent itemsets found in Phase 1, using the frequent
itemsets found in Phase 1 and 2 to compute confidence.

GENERATING SELECTED ITEMS

We can generate S by choosing one element a; from each disjunct D; in § and adding
either /; or all the elements in 4—{/;} to S, based on whether a; is /; or =/,
respectively. We define an element @; = /; in B to be present in § if {, is in S, and
element a; = — /; to be present if all the items in 4—{/;} are in S.

4.14 SumMmARY

In this chapter, an attempt is made to summarize all the major techniques of
discovering associations rules for large databases. The chapter begins with
establishing the foundational concepts on this subject and discusses the algorithms like
A priori, Partition, Pincer-Search, Dynamic Itemset counting and FP-tree Growth. It
also addresses related problems like incremental computation of association rules. It
summarizes the techniques of generalized association rule discovery and algorithms
for association rules with item-constraints.

FurTHER READING

A detailed bibliography on the discovery of association rules is given below. Lin and
Kedem [Lin, 1998] proposed the Pincer-search algorithm. Dynamic Itemset mining
was proposed by Brin ef al. in [Brin, 1997]. The FP-tree algorithm was presented by
Han et al. {Han, 200]. Shenoy and others proposed a vertical mining algorithm VIPER
in [Shenoy, 2000]. The hash-based technique was initially proposed by Park in [Park,
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1997]. Recently, Zaki [Zaki, 2000] presented a method of generating non-redundant
association rules. Zaki and Ogihara in [Zaki, 1998] and Gunopulos et a/. [Gunopulos,
1997] provide the theoretical foundation for association rules and frequent sets.

Exercises

1.

AN

0

10.

11

12.

13.

14.

Define a frequent set. Define an association rule.

Define a border set. Show that every subset of any itemset must contain either a
frequent set or a border set.

Discuss the importance of discovering association rules.

The discovery of the association rule can be formulated in terms of relational
algebraic operations. Comment.

Discuss the concepts of frequent sets, confidence and support.

Describe the working of the pincer-search algorithm.

The pincer-search algorithm is a bi-directional search, whereas the level-wise
algorithm is a unidirectional search. Comment.

The pincer-search algorithm finds only maximal frequent sets. Comment.

Describe the principle of pruning in level-wise algorithms. The set of all frequent
sets can be generated even by ignoring the pruning step. Comment.

Describe the candidate-generating step of level-wise algorithms. What is its
importance?

Describe the working dynamic itemset counting technique. When do you move
itemsets from dashed structures to solid structures.

What is the incremental discovery of an association rules? What are the algorithms
for incremental discovery? Discuss the important features of the algorithm.

What is the problem of association rule with item-constraints? Propose a method
for this.

Define a FP-tree. Discuss the method of computing a FP-tree.
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5.1 INTRODUCTION

Clustering is a useful technique for the discovery of data distribution and patterns in
the underlying data. The goal of clustering is to discover both the dense and the
sparse regions in a data set. Data clustering has been -studied in the statistics,
machine learning, and database communities with diverse emphases. The earlier
approaches do not adequately consider the fact that the data set can be too large to
fit in the main memory. In particular, they do not recognize that the problem must be
viewed in terms of how to work with limited resources. The main emphasis has been
to cluster with as high an accuracy as possible, while keeping the 1/O costs high.
Thus, it is not relevant to apply the classical clustering algorithms in the context of
data mining and it is necessary to investigate the principle of clustering to devise
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efficient algorithms which meet the specific requirement of minimizing the 1/0
operations. It is also to be noted that the basic principle of clustering hinges on a
concept of distance metric or similarity metric. Since the data are invariably rcal
numbers for statistical applications and pattern recognition, a large class of metrics
exists and one can define one’s own metric depending on a specific requirement. But
in databases, there exist objects which cannot be ordered, and their attributes can be
categorical in nature. For example, consider a market-basket database. Typically, the
number of items, and thus the number of attributes in such a database is very large,
while the size of an average transaction is much smaller. Furthermore, customers
with similar buying patterns, who belong to a single cluster, may buy a small subset
of items from a much larger sct that defines the cluster. Thus, conventional
clustering methods that handle only numeric data are not suitable for data mining
purposes.

This chapter deals with different clustering techniques for data mining. In the last
five years, there has been an increasing interest in devising efficient clustcring
algorithms for data mining. In a short span of 2 to 3 ycars a very large number of new
and interesting algorithms have been proposed. The aim of this chapter is to survey
these algorithms and present them in a form which will be useful to the rescarch
community for future research. We shall first discuss different approaches of
clustering of numerical data and then we shall discuss thc recent algorithms of

_clustering categorical data. The clustering algorithms for numerical data are again

categorized into two classes: partition and hierarchical.

In Section 5.2, we shall briefly outline different approaches to clustering. Section
5.3 discusses the underlying principles of partitioning algorithms. Three different
partitioning algorithms, namely PAM, CLARA and CLARANS, arc discussed in
Sections 5.4, 5.5 and 5.6, respectively. Section 5.7 introduccs the concepts of
hierarchical clustering algorithms. In this category, we discuss DBSCAN in Section
5.8; CURE in Section 5.9; and BIRCH in Section 5.10. The conventional mining
algorithms handle only numeric data, while clustering techniques for the purpose of

_data mining are expected to handle categorical data also. We shall discuss the

principles of clustering of categorical data in Section 5.11. Three algorithms in this
category that are discussed in detail are STIRR, ROCK and CACTUS in Sections
5.12-5.14.

5.2 CLUSTERING PARADIGMS

There are two main approaches to clustering—hierarchical clustering and partitioning
clustering. Besides, clustering algorithms differ among themselves in their ability to
handle different types of attributes, numeric and categorical, in accuracy of clustering,
and in their ability to handle disk-resident data.
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~ HIERARCHICAL vs PARTITIONING

The partition clustering techniques partition the database into a predefined number of
clusters. They attempt to determine k partitions that optimize a certain criterion
function. The partition clustering algorithms are of two types: k-means algorithms and
k-medoid algorithms. Another type of algorithms can be k-mode algorithms.

The hierarchical clustering techniques do a sequence of partitions, in which each
partition is nested into the next partition in the sequence. It creates a hierarchy of
clusters from small to big or big to small. The hierarchical techniques,are of two
types—agglomerative and divisive clustering techniques. dgglomerative clustering
techniques start with as many clusters as there are records, with each cluster having
only one record. Then pairs of clusters are successively merged until the numbers of
clusters reduces to k. At each stage, the pairs of the clusters that are merged are the
ones nearest to each other. If the merging is continued, it terminates in a hierarchy of
clusters which is built with just a single cluster containing all the records, at the top of
the hierarchy. Divisive clustering techniques take the opposite approach from
agglomerative techniques. This starts with alt the records in one cluster, and then try to
split that cluster into small pieces.

* NumMEeric vs CATEGORICAL

Clustering can be performed on both numerical data and categorical data. For the
clustering of numerical data, the inherent geometric properties can be used to define
the distances betwecn the points. But for clustering of categorical data, such a criterion
does not exist and many data sets also consist of categorical attributes, on which
distance functions are not naturally defined. Recently, the problem of clustering
categorical data has attracted interest. As an example, consider the MUSHROOM data
set in the popular UCI machine-learning repository. Fach tuple in the data set
describes a sample of gilied mushrooms using twenty-two categorical attributes. For
instance, the cap colour attribute can take values from the domain {brown, buff,

- cinnamon, gray, green, pink, purple, red, white, yellow}. It is hard to reason that one
colour is less than another colour in a way similar to real numbers. It is also hard to
determine an ordering or to quantify the dissimilarity among such attributes.

o 5.3 PARTITIONING ALGORITHMS

Partitioning algorithms construct partitions of a database of N objects into a set of k
clusters. The construction involves determining the optimal partition with respect to an
objective function. There are approximately AN/k! ways of partitioning a set of N data
points into k subsets. An exhaustive enumeration method that can find the.global
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optimal partition, is practically infeasible except when N and k are very small. The
partitioning clustering algorithm usually adopts the lterative Optimization paradigm. It
starts with an initial partition and uses an iterative control strategy. It tries swapping
data points to see if such a swapping improves the quality of clustering. When
swapping does not yield any improvements in clustering, it finds a locally optimal
partition. This quality of clustering is very sensitive to the initially selected partition.
There are the two main categories of partitioning algorithms. They are

(i) k-means algorithms, where each cluster is represented by the center of gravity of
the cluster.

(ii) k-medoid algorithms, where each cluster is represented by one of the objects of the
cluster located near the center.

Most of special clustering algorithms designed for data mining are k-medoid
algorithms. '

5.4 k-Mepoip ALGORITHMS

PAM

PAM (Partition Around Medoids) uses a k-medoid method to identify the clusters.
PAM selects k objects arbitrarily from the data as medoids. Each of these k objects are
representatives of k classes. Other objects in the database are classified based on their
distances to these k-medoids (we say that the database is partitioned with respect to the
selected set of k-medoids). The algorithm starts with arbitrarily selected k-medoids
and iteratively improves upon this selection. In each step, a swap between a selected
object O, and a non-selected object O, is made, as long as such a swap results in an
improvement in the quality of clustering. To calculate the effect of such a swap
between O, and O, a cost Cy;, is computed, which is related to the quality of partitioning
the non-selected objects to k clusters represented by the medoids. The algorithm has
two important modules—the partitioning of the database for a given set of medoids
and the iterative selection of medoids.

PARTITIONING

If O, is a non-selected object and O, is a medoid, we then say that O, belongs to the
cluster represented by O, if d(0,, 0)) = Min,, d(0;, O.), where the minimum is taken
over all medoids O, and d(0,, O,) determines the distance, or dissimilarity, between
objects O, and Oy. The dissimilarity matrix is known prior to the commencement of
PAM. The quality of clustering is measured by the average dissimilarity between an
object and the medoid of the cluster to which the object belongs.
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IteraTive SELECTION OF MEDOIDS

Let us assume that Oy, O,,..., O, are k-medoids selected at any stage. We denote C,, C,,
..., Cy as the respective clusters. From the foregoing discussion, for a non-selected
object O, j=1,2, ...k

if 0, € C, then Min,, << 1, d(0,, 0) = d(0,, 0.).

Let us now analyze the effect of swapping O, and O,. In other words, let us assume
that an unselected object O, becomes a medoid replacing an existing medoid O, Thus,
the new set of k-medoids is Kmed'= {O,, O,,..., O,,, O, Ou,...., O;}, where O, replaces
O as one of the medoids from Kmed = {O,, O,,..., O;}. We shall now compare the
quality of clustering. Due to the change in the set of medoids, there will be three types
of changes that can occur in the actual clustering. For convenience, iet us denote C, as
the new clusters with O, as the representative,

1. A pon-selected object O, such that O, € C; before swapping and O; € C, after
swapping. This case arises when the following conditions hold:

Min 4(0,, O.) = d(0,, 0),

minimum taken over O, in Kmed.
Min,,, 40, 0.) = d(0,, 0)) ,
minimum taken for all O, in Kmed .
Let us define a cost for this change as
Cw=d(0,, 0;) - d(0, O)

2. A non-selected object O, € C, before swapping and O, € C,, g#h, after swapping.
This case arises when

Min d(0,, 0,) = (0, 0),
minimum taken over O, in Kmed,

and Min (0, 0.) = d(0, O,), g # h.
mininum taken over O, in Kmed .

Define a cost as C;;, = d(O,, O,) - d(0,, 0))

3. A non-selected object O; € C, before swapping and O, € C, after swapping. This
case arises when

Min d(0, 0.) = &0, O,),

minimum taken over O, in Kmed.
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and Min 4(Q,, Q,) = 4(0,, 0,),
minimum taken over O, in Kmed'.
Define a cost for this case as,
C}mz d(()js 0,) - d(Oj, Og)

Please note that for any non-selected object O;, only one of these three cases can
occur. The total cost of swapping two medoids is the sum of such costs for all non-
selected objects.

The following figures (Figures 5.1 and 5.2) illustrate the working of the swapping
in PAM. There are 12 objects which are required to be classifited into 4 clusters.

Figure 5.2 Clustering Afier Swapping O; by O,
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Initially, the selected medoids are O,, O,, O; and O,. Based on closest distance, the
remaining objects are classified as shown in the figures. Let us assume that O, is
introduced as a medoid in place of O;. For convenience, we denote d; for d(0,, 0;) and
the distance metric is symmetric. The three cases are illustrated below.

Case 1 The object Oy which was in the cluster C; before swapping is now in the
cluster C, after swapping.

chce, the cost C354 = djg - d48.
Case2 The object O, was in C; before swapping and is now in C, after swapping.

The cost for Og 18 C954 = d]g - dsg.

Case 3 The object O; was in the cluster C, before swapping and is in C, after
swapping.

Thus, the cost is C‘,'54 = dﬂ - dl?.
Define the total cost of swapping O; and O, as

Ca =Ej C;‘m ,

where the sum is taken for all objects /.

In the above example, the sum is taken over all the 12 objects to compute Ci,.

If Cy 1s negative, then the quality of clustering is improved by making O, a medoid
in the place of O.. PAM attempts to compute C,, for all selected objects O;and all non-
selected objects O,. The process is repeated until we cannot find a negative C,. If
more than one pair of ( /, &) with negative costs are found, then the pair corresponding
to the most negative Cy is chosen for swapping. The algorithm can be formally stated
as follows:

PAM Algorithm
Input: Database of objects D.
select arbitrarily & representative objects, Kmed.
mark these objects as “selected” and mark the remaining as “non-selected”.
do for all selected object O,
do for all non-selected objects O,
compute C,
end do.
end do.

select fn, A SUCh that Cihme = Min,, Cy
i Cioioshmin < 0
then swap: mark O, as non-selected and O, as sclected.
repeat
Jind clusters C,, G, G,..., C..
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PAM is very robust to the existence of outliers. The clusters found by this method
do not depend on the order in which the objects are examined. However, it cannot
handle very large volumes of data.

5.5 CLARA

It can be observed that the major computational efforts for PAM are to determine k-
medoids through an iterative optimization. Though CLARA follows the same
principle, it attempts to reduce the computational effort. Instead of finding
representative objects for the entire data set, CLARA draws a sample of the data set,
and applies PAM on this sample to determine the optimal set of medoids from the
sample. It then classifies the remaining objects using the partitioning principle. If the
sample were drawn in a sufficiently random way, the medoids of the sample would
approximate the medoids of the entire data set. The steps of CLARA are summarized
below.

CLARA Algorithm

Input: Database of D objects.
repeat for m times

draw a sample § ¢ D randomly from D.

call PAM (5, &) to get k medoids.

classify the entire dataset Dto C, G, ... C,.

calculate the quality of clustering as the average dissimilarity.
end.

5.6

CLARANS

CLARANS (Clustering Large Applications based on Randomized Search) is similar
to PAM and CLARA, but it applies a randomized Iterative-Optimization for the
determination of medoids. It is easy to see that in PAM, at every iteration we examine
k(N-k) swaps to determine the pair corresponding to the minimum cost. On the other
hand, CLARA tries to examine fewer elements by restricting its search to a smaller
sample of the database. Thus, if the sample size is S < N, it examines at most £(S-k)
pairs at every iteration. Thus, in CLARA, an object can be a medoid only if it is in the
randomly selected sample. But CLARANS does not restrict the search to any
particular subset of objects. Neither does it search the entire data set. It begins with
PAM and randomly selects few pairs (i, /), instead of examining all pairs, for
swapping at the current state. CLARANS, like PAM, starts with a randomly selected
set of k-medoids. It checks at most the “maxneighbor” number of pairs for swapping
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and, if a pair with negative cost is found, it updates the medoid set and continues.
Otherwise, it records the current selection of medoids as a local optimum and restarts
with a new randomly selected medoid, set to search for another local optimum.
CLARANS stops after the “numlocal” number of local optimal medoid sets are
determined, and returns the best among these.

CLARANS Algorithm

Input (D, £, maxneighbor and numlocal})
select arbitrarily & representative objects.
mark these objects as “selected™ and all other objects as non-selected. Call it current.

sete=1.
do while (e < numlocal)
setj=1

do while (m = maxneighbor)
select randomly a pair (7, &) such that ¢, is a selected object and O, is a non-selected object.
compute the cost C,.
if Cy is negative
‘“update current”
mark (J; non-selected, O, selected and m = 1
else
increment m < m + |
end do
compare the cost of clustering with “mincost”
if current_cost < mincost
mincost < current_cost
best_node < current
increment ¢ « e + |
end do

return “best node”

CLARANS is a medoid-based method, which is more efficient than the earlier
medoid-based methods, but suffers from two major drawbacks: it assumes that all
objects fit into the main memory, and the result is very sensitive to input order. In
addition, it may not find a real local minimum due to the trimming of its searching,
controlled by ‘maxneighbor’. Focussing techniques is a way to improve CLARANS’s
ability to deal with disk-resident data sets, by focussing only on relevant parts of the
‘database using R* trees. '

’

5.7 HieraRrcHicAL CLUSTERING

Hierarchical algorithms create a hierarchical decomposition of the database. The
algorithms iteratively split the database into smaller subsets, until some termination
condition is satisfied. The hierarchical algorithms do not need £ as an input parameter,
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which is an obvious advantage over partitioning algorithms. However, the
disadvantage of the hierarchical algorithm is that the termination condition is to be
specified. The hierarchical decomposition can be represented as a dendogram in two
ways:

(i) Bottom-up (Agglomerative) approach, and
(ii) Top-down (Divisive) approach.

The basic agglomerative, hierarchical clustering algorithm works in the following way.

Initially, each object is placed in a unique cluster. For each pair of clusters, some
value of dissimilarity or distance is computed. For instance, the distance may be the
minimum distance of all pairs of points from the two clusters. At every step, the
clusters with the minimum distances in the current clustering are merged, until the
whole”data set forms a single cluster. One can set the termination criteria by fixing the
critical distance D, between the clusters.

5.8 DBSCAN

DBSCAN (Density Based Spatial Clustering of Applications of Noise) uses a density-
based notion of clusters to discover clusters of arbitrary shapes. The key idea of

 DBSCAN is that, for each object of a cluster, the neighbourhood of a given radius has
to contain at least a minimum number of data objects. In other words, the density of
the neighbourhood must exceed a threshold. The critical parameter here is the distance
function for the data objects. The following concepts are introduced nere in the
context of DBSCAN.

DermnimioN 5.1 £-NEIGHBOURHOOD OF AN OBJECT
For a given non-negative value &, the g-neighbourkood of an object O, denoted by
N,(0), is defined by N,(0) = {0, € D{d(0;, 0) < &}

Dernmion 5.2  Core OBJECT
An object is said to be a Core Object if | N(O) | = MinPts. A core object is an object
which has a ncighbourhood of user-specified minimum density.

Derinmion 5.3 DIRECTLY-DENSITY-REACHABLE

An object O, is directly-density-reachable from an object O, with respect to £ and
Minpts, if O, is a core object and O is in its g-neighbourhood.

1. 0, € NO)
2. | N(O) | = MinPts. (In other words, O; is a core object.)
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DerFinmion 5.4 DENSITY-REACHABLE

An object O, is density-reachable from an object O, with respect to £and MinPts in D
if there is a chain of objects O, O, ,..., O,, such that 0=0, 0=0, such that 0, € D
and O,,, is directly-density-reachable from O, with respect to £and MinPts in D.

Generally, the density-reachability relation is transitive but not symmetric. If O, is
density-reachable from O, then O;is a core object, but O, need not be a core object.
Thus, we cannot say that 0, is also density-reachable from O.. The directly-density-
reachable relation is a special case of the density-reachable relation.

DerFinmion 5.5 DENSITY-CONNECTED

An object O, 1s density-connected to an object O, with respect to £and MinPts in D if
there is another object O € D, such that both O, and O, are density-reachable from O,
with respect to £ and MinPts in D.

The density-connectivity relation is a symmetric relation and within the set of
density-reachable objects, the relation is reflexive too.

Dernimon 5.6  CLusTER

A Cluster C with respect to ¢ and MinPts is a non-empty subset of D satisfying the
following conditions:

B Forall 0, 0, € D,if O, € C and O; is density-reachable from O, with respect to £
and MinPts, then O, € C.
B Forall 0, O, € C, O, is density connected to O; with respect to £ and MinPts.

Derinmion 5.7 Noise

Let Gy, G, ..., G, be the clusters of D with respect to £ and MinPts. Then, we define
the noise as the set of objects in D which do not belong to any cluster C, as Noise =
{OED|vi,0O&C}.

We identify two different kinds of objects in a DBSCAN-—core objects and non-
core objects. Non-core objects, in turn, are either border objects or noise objects. Two
border objects are possibly not density-reachable from each other. However, a border
object is always density-reachable from a core object. A noise object is a non-core
object, which is not density-reachable from other core objects. DBSCAN’s procedur:
for finding a cluster is based on the fact that a cluster is uniquely determined by any of
its core objects, It can be seen that

1. Given an arbitrary object O, for which the core object condition holds, the set {0
€ D: O 1s density reachable from O,} forms a complete cluster C and oeccC.

2. Given a cluster C and an arbitrary core object O, € C, C in tumn equals the set of
all objects which are density-reachable from @, in D.

The DBSCAN algorithm maintains the set of objeets in three different categories.
These are: classified, unclassified and noise. Each classified objects has an associated
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cluster-id, indicating the cluster in which it is included. A noise object may also have
an associated dummy cluster-id. For both classified and noise objects, the
g-neighbourhoods are already computed. The unclassified category of objects do not
have any cluster-id and their neighbourhoods are not computed. The algorithm
gradually converts an unclassified object into a classified or a noise object.

At every step, the algorithm starts with an unclassified object and a new cluster-id
associated with it. We study its e-neighbourhood to see if the neighbourhood is
adequately dense or not. If its density does not exceed the threshold MinPts, then it is
marked as a noise object. Otherwise, all the objects that are within its £-neighbourhood
are retrieved and put into a list of candidate objects. These objects may be either
unclassified or noise. Note that the neighbourhood cannot contain a classified object.
If the object is a noise object, the current cluster-id is assigned to it. If the object is
unclassified, then the current cluster-id is assigned to it and it is included in the list of
candidate objects for which the £-neighbourhoods are to be obtained. The algorithm
continues till the list of candidate objects is empty. Thus, one cluster with the given
cluster-id is determined. The algorithm repeats this process for other unclassified
objects and terminates when all the objects are marked as either classified or noise.

We present the algorithm below.

DBSCAN Algorithm

Algorithm DBSCAN (D, g, MinPts)
Input: Database of objects D
doforallOe D
if O is unclassified
call function expand_cluster(?, D, & MinPts )
end do.

Function expand_cluster (O, D, & MinPts):
get the gneighbourhood of O as N, (0)
i INAO)| < MinPts,
mark O as noise
return
else
select a new cluster_id and mark all objects ol ¥,(0) with this cluster-id and put them into
candidate-objects.
do while candidate-objects is not empty
select an object from candidate-objects as current_object
delete current-object from candidate-objects
retrieve N {current-object)
if IV {current-object)| 2 MinPts
select all objects in M, (current-object) not yet classified or marked as noise,
mark all of the objects with cluster_id,
include the unclassified objects into candidate-objects
end do

return.




126 @ Data Mining Techniques

The critical component of the algorithm is the retrieval of its density-reachable
neighbourhood. This can be accomplished by an R* tree structure or by an M tree.
Thus, DBSCAN relies on the R* tree for speed and scalability in its nearest-neighbour
search queries. An illustration of the expand-cluster phase of the algorithm is given
below. In Figure 5.3, assume Minpts = 6 and we start with an unclassified object O,.
We find that there are 6 objects in the e-neighbourhood of O,. These are: O,, O,, O,
0, Os, and ;. So, put all these points in the candidate-objects and associate them
with cluster-id of O, (say, C,). We shall select an object from the candidate-objects,
say 0,. We find that N,(0,) does not contain an adequate number of points. Hence, we
mark this as a noise object. The object O, is alrcady marked as a noise (shaded), so
there is no further action for this point. Let us select the object O, from the candidate-
objects. N,(O;) contains 7 points, Oy, 0;, Os, Os, Oy, Oyg and O,. Among these, O, and
O, are already marked as noise objects, O, and O, are already classified, and the
others are unclassified. All the seven objects are associated with new cluster-id, C;.
The unclassified objects are included in the candidate-objects for the next iteration.

5.9 BIRCH

BIRCH (Balanced Iterative Reducing and Clustering using Hierarchies) is a
hierarchical-agglomerative clustering algorithm. It was proposed by Zhang,
Ramakrishnan and Livny. It is designed to cluster large datasets of n-dimensional
vectors using a limited amount of main memory. BIRCH proposes a special data
structure, CF Tree, to condense information about subclusters of points. The key idea
of the algorithm is as follows.

Figure 5.3 Illustration of DBSCAN algorithm. Starting from a candidate object O, the cluster
cxpansion process of C, is shown here.
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BIRCH is based on the principles of agglomerative clustering, that is, at any
= given stage there are smaller subclusters and the decision at the current stage is to
: merge subclusters based on some criteria. BIRCH handles this task in a very novel

manner. Instead of maintaining all the objects of a subcluster, BIRCH maintains a

set of Cluster Features(CF) of the sub-cluster. The criteria for merging two

subclusters are so defined that decision to merge two subclusters can be taken
: from the information provided solely by the set of CFs of the respective
F subclusters. One need not refer to the main data objects for this task. The Cluster
; Features of different subclusters are maintained in a tree (in a B* tree fashion),
This tree is called CF Tree. The nicety of the algorithm is that it requires just one
pass to construct a CF Tree, and the subsequent stages works on this tree rather
than the actual database. The last stage, which the proposers of the theory term as
optional, requires one more database pass.

CrusTERING FEATURES AND THE CF TREE

~ The concept of clustering features and the CF tree are at the core of BIRCH. A
| clustering feature is a triple, summarizing the information about a cluster.

Derinmion 5.8 CLusTER FEATURE VECTOR

vector (CF) of C is defined as a triple: CF = (n, Is, ss); where n is the number of data
objects in C, Is is the linear sum of the data objects, and ss is the square sum of the
data objects in C. In other words,

i
{ "Let C be a cluster containing the data objects 0,, O,,...,0,. Then, the clustering feature
|
|

ICI =n;
>.0,=is
ieC

Z O,.2 =5
ieC

Since the objects are multidimensional, the summations and exponentiation in the
above expressions are dealt with component-wise. The dimensions of /s and ss are the
same as that of the objects in C. For example, if O\(x,;, x)2, x13), O:x21, X2,
X33)s« - +sOu(Xn1s Xnzs Xn3), then

Is = (Is.y, Isq), I53)), such that
13(1) =Xn + X7 +...+ Xats

Isg) =X+ X + ... + x, and
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DerniTioN 5.11 DIAMETEH

sii 71 The dlameter of al cltlster C {Or, 01, O } ’is deﬁned as"
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Similarly, the following distanée parameters between Two clusters can also be
computed using CF vectors. I leave this exercise to the readers—to express these
distance measures in terms of cluster featun@VaCtors. =105 sty wr way™ 4 gmag
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Thus

P ST ED T

ra | =

i i 2

DO (cl ’ CZ ) = |:Z (Ocentroid.l - Ocenlruid,2 ) :I .
i

where the superscript denotes the components of a vector.

Derinmion 5.13  MANHATTAN INTERCLUSTER DISTANCE D,

For two clusters C, and C, with cluster centroids O ymig and Om,,m,cl 2 respectlvely, the
Manhattan intercluster distance between these clusters is defined as

D, (C,, C;) = The Manhattan distance between O e a0d Ocengoid 2.
Thus, . . S _

Dl (Cl ’ CZ) ZF centroid,| entrmd 2 i

DerinmioN 5.14  AVERAGE INTERCLUSTER DisTaNCE D,

For two clusters C; and C; with cluster centroids Ofenroia; and: Ocenroia 2., TESPECtively, the
average intercluster distance between these clusters is defined as

D,(C,,Cy) = L 550,-0,

L) ieC) jeC,
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Derinmion 5,15 AveRAGE INTRACLUSTER DISTANCE

For two clusters C, and C, with cluster centroids Oemiqt and Oenmoias respectlvely, the
average intracluster distance between these clusters is defined as

D,(C,,C;) = ! 3(©0,-0,

(m + "z )y +ny —1), JeCUC;

We shall now study four phases of the BIRCH clustering process.

PHasel ConsTrucTiON OF A CF TREE

; A CF Tree is a height-balanced tree with two parameters: (i) the branching factor B,
| and (ii) the threshold T. Each non-leaf node contains at most B entries of the form
[CF, child), where child, is a pointer to its /* child node and CF, is the cluster feature
of the subcluster represented by this child. So, a non-leaf node represents a cluster
made up of all the subclusters represented by its child nodes. A leaf node contains at
most B entries, ecach of the form [CF]. In addition, each leaf node can have two
pointers; ‘prev’ and ‘next’, which can be used to chain all leaf nodes together for an
efficient scan. A leaf node represents a cluster made up of all subclusters represented

CF1 CF2 CFa

Figure 5.4 CF Tree Construction Process. O,, G, O, and O, are inserted.
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by its entries. All the entries in a leaf node must satisfy the threshold requirements
with respect to the threshold value T, that is, the diameter of the subcluster must be
less than T. A CF Tree is built dynamically and incrementally as new data objects are
inserted.

It is necessary to understand the insertion process in a CF Tree. It is assumed that
the readers are familiar with B Trees and B* Trees. Let us assume that a new object O
is being inserted into the CF Tree. Let the CF,=[1, O, 07]. The stages described below
are involved in the insertion process.

IDENTIFYING THE APPROPRIATE LEAF
Starting from the root, O moves recursively downwards by selecting at every step the
closest child node according to the chosen distance metric.

Using CF, and CF,, the distance between the i subcluster and the object O is
calculated to determine the cluster that is closest to O and, hence, O moves to the
corresponding child node.

MODIFYING THE LEAF NODE

When the leaf node is reached, it selects the closest leaf entry, say L, which is also
represented by its CF. At this stage, either O is absorbed into some subcluster in the
leaf node or it has a separate entry into this node.

ApscRBiING OIN L;

L, represents a subcluster whose diameter is less than the threshold T. O is introduced
to L, only if the inclusion O to the subcluster does not violate the threshold condition;
that is, the diameter of the new cluster still remains below T. Otherwise, O should be
introduced as a separate entry into the leaf node.

INTRODUCE O IN THE LEAF NODE
A new entry corresponding to O is added to the leaf and it represents a subcluster with
just the single element O.

Since a leaf node can have at most B entries, the step of introducing an additional
entry to the leaf node is trivial only when there is space on the leaf for this new ertry.
But in case the leaf node is full, the new entry leads to the splitting of this leaf node.

SPUITTING OF THE LEAF NODE

The leaf node is split to form two leaf nodes. The node splitting is done by choosing
the farthest pair of entries as seeds in the leaf node, and redistributing the remaining
entries based on the closest criteria.

MODIFYING THE PATH TO THE LEAF
B When O is absorbed in L, the CF vector of L; is modified with a new value This,
in turn, will affect the ciuster features of all the nodes from L, to the root.
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generates a larger tree. One can easily see the geometric interpretation of the data
objects represented by a CF Tree. At the leaf level, it represents a set of subclusters
not exceeding in its diameter by T. The centroids of any two subclusters are separated
by the distance T. At most, B number of the closest subclusters at one level are merged
to represent a parent node at the next higher level. If T is too small, then it may be that
there are too many subclusters at the leaf level. As a result, for large number of points,
the resulting CF Tree may be too deep.

Phase II deals with processing the CF Tree by redefining the threshold, so that the
tree size becomes manageable. Phase II has yet another aim. It removes the isc'~ted
subclusters as outliers during the process of condensing. It scans the leaf entries 1n the
initial CF Tree to rebuild a smaller CF Tree, while removing the outliers and grouping
crowded subclusters into larger ones.

= PHASE Il HIERARCHICAL AGGLOMERATIVE CLUSTERING

Starting with the set of subclusters at the leaf nodes, any one of the conventional
hierarchical clustering techniques (global or semi-global) is utilized to get the set of
user-specified clusters. The target number of clusters is an input from the user for this :
phase. This phase employs the clustering technique directly to the subclusters which
are represented by their CF vectors. It uses the distance metric, described above, which

- can be calculated from the CF vectors. One advantage of this method is that the user
can either specify the desired number of clusters or the threshold diameter. Phase III
also works on the CF Tree and does not require any database scan,

» PHASE IV  CLASSIFICATION

Phase IV uses the centroid of the clusters produced by Phase III as seeds and
redistributes the data objects to I, the closest seed, to obtain a set of new clusters. This
allows the objects to migrate from one cluster to the other, and it ensures that multiple
copies of the same object are included in the same clusters. It may be noted that the CF
tree-bulldlng algonthm depends on the order of presentation of the data objects, and it
; is likely that two copies of the same object presented at different instances of the
i sequence may land up at different nodes.

|

The CF tree is one of the novel algorithms for data mining. The more efﬁclent
version uses a CF* tree as the basic data structure.

5.10 CURE

CURE - Clustering Using Representatives — is yet another interesting algorithm. It is
also a hierarchical clustering technique, adopting an agglomerative scheme. CURE
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shares certain common motivations with BIRCH. As we have discussed in the
previous section, BIRCH maintains CF vectors that are used for merging subclusters
during the agglomerative process. The main argument in favour of this strategy is that
it avoids the all-points (brute-force) method of maintaining all points of the
subclusters. One does not have to examine all the data objects of two subclusters to
decide whether or not to merge. BIRCH adopts a centroid point, in place of all-points,
paradigm for merging using the distance from the centroid as the merging criterion.
We can view all-points and centroid point as two extreme strategies and there can be a
host of other strategies that have a trade-off between accuracy and efficiency. Please
note that the all-points strategy is an exact measure compared to the approximate
measure of the centroid point. Similarly, the all-points strategy is computationally
intensive and time consuming, whereas the centroid point is efficient. CURE attempts
to strike a balance between these two extremes.

CURE maintains a set of representative points of each subcluster. The
representative points are reasonably smaller in number to avoid the inefficiency of the
all-points strategy. The representative points are well-scattered within the subcluster so
as to properly represent the whole subcluster, rather than the notional single point
representative as in the case of centroid. In the event, the subcluster being spherical in
shape, the centroid is the best representative of the shape. But most real-life situations
cannot guarantee the clusters as being spherical in shape, Maintaining a set of well-

Scattered representative objects of each subcluster is the single most important aspect

of CURE.

The algorithm works as follows. As with any agglomerative algorithm, it begins
with every single data object as a cluster and the object itself is the sole representative
of the corresponding cluster.

At any given stage of the algorithm, we have a set of subclusters and, associated with
each subcluster, we have a set of representative points. The distance between two
subclusters is the smallest pair-wise distance between their representative points. For
every subcluster, C, its nearest subcluster Cun, is computed at this stage. Define a
measure

D,oreq (C) = Distance(C, C ey )

The subclusters are arranged in the increasing order of D,..(C). Hierarchical
clustering works by merging the closest pair of subclusters, The subcluster C
corresponding to the smallest value of D,.«(C) is the candidate subcluster to be
merged with its nearest subcluster Cpepy for the next stage. Once the clusters are
merged, a new set of representative points are computed for the merged cluster. The
merging process continues till the prespecified number of clusters are obtained.

The problem now is to compute the set of representative points of the new subcluster.
The set of representative points of individual subclusters may not represent the well-
scattered set of points of the merged cluster. The method to recompute the representative
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The database is represented as a graph, where each distinct value in the:dgmain of
each attribute is represented by a wejghte: . Thus, if there are N attributes and the
domain size of the i* attributé: ﬁ’@: ﬁe&?fﬁ’é}nu bét'Hfnbdes in the graph is Z,d.. For
each tuple in the clatabase'lP an édge represents g set Of nodes which participate in that
tuple. Thus, a tuple is represefited 45 a evllection of nofles, one from each attribute
type. We assign a weight to eath node. The sef of %1ghts of all the nodes define the
configuration of this structure. The ajgorithm pioceeds 1terat1ve1y to update the weight
of each node, based on the wejghts hf other n¢des 1o wlpch it is connected. Thus, it
moves from one configurafiof to the oihex SHIT 1t=rcaohes a }stable point. The updating of
the weights depends on a“combiner Aimction tf%ﬁt ~cortibifies the weights of the nodes
participating in a glvep t“lile Their convergence ls,fdependcnt on the combiner
function.

INITIAL CONFIGURATION ~ { >/

The initial weights of ngdes,c fe either assigned nﬁifﬁrfnly, or randomly, or by a
focussing technique. Inkt efu iform 1n1t1ahzaﬁ0n all weights are set to 1. In the
random initialization, each we@ﬁr‘rsm“f‘ ndependently selected random value in the
interval [0, 1]. We can fpcgs A portloh'l‘ﬁﬁﬂi_ ¢ graph bqutlallzmg the portion to 1 and
the remaining part of the gragh to 0.

WEIGHT UPDATE
1 Bl mntew wam ot pogd Coeoe vl poitues
STIRR iteratively changes the conﬁguratlon by updatmg the welght of any smgle
node. The new weight of any node is calculated, based on a‘fombiner function.
Typicallyuacombinet finctionsombines.the. weights.of other nodes:partiipating in
any tuple with the given node for which the weight is to be updated. We illustrate this
step for a specific combiner function in Figure 5.8. A combiner Rinction tan simply
nocigbedhqheaeightd, ot zcdn multipivt ali dheoweights; éfQ‘hH}' consbine: them: *in some
neoothed Waosilsmron s rston ot e nous1sii sean it goimead oigle#l £
°mglsw adt easilernon noissiisammon {sdoid) .nonaxilermon o sugyl Inutstli G 4‘5
oe EXMMRLBM-Blsoeot noilssdsomon Isvi i i asdgryer HsTo mue boarre o 1561 oz
The concept of weight-updptat isnillisteatedsinthe folloming diagrmma. Wi assume: the
soLOAAAIN Hyenia flewingiable dAale-Sulds qugmmmrr@ﬂﬂgndmgrausﬁmhase is
given in Figure 5.8. 2n0i1B19 oWt 10t
amixleRlU9ARSYIBS that ¥ day Megsthe weighnahthemardaRis wand Mesns 49 mpdate
Jiqﬁkwmwod@{mnm 1omidmos isnidis yns w0t yiusittib et vtilideta sdi
& 01 SREVHOIPARA MYTNP fuples Biplendaagiypladt. Foriupledi thonthen nodes sk, @’
ot A EHnsishiel wieighiniwiownts iwnprase b combingd: tevgs! Hie Tombsachwsitw,)
i tistidarbidfondhe fupimdo Wi @ebUiR expressionspghasombifetr mgrsThen, in
dgardér bagesthawdightofdline sdd tsdinihtcombingd weights. oo o1 vess i il
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Table 5.1

Attribl | Attrib2 | Attrib3

eliell I rdrs
%R R [WR (R
Wl |

Figure 5.8 Graph for Tuples in Table 5.1

If the combiner function is ‘sum’, then the new weight of B is
W+ wyt wyt ws.
If multiplication is taken as the combiner function, the new weight of B is

W, Wt Wy wy,

The algorithm computes the new weights of all the nodes by the weight propagation

scheme. Before beginning the next iteration, all the nodes are normalized. There can
be two different types of normalization. Global normalization normalizes the weights
so that the squared sum of all weights is 1, Local normalization rescales the weights so
that the squared sum of all weights for each attribute is 1.

The following table {Table 5.2) gives the change in the weights of each of the nodes
for two iterations.

The algorithm proceeds in this manner till it converges to a fixed point. Analyzing
the stability is difficult for any arbitrary combiner function. However, for simple
combiner functions like sum or multiplication, the system definitely converges to a
fixed point. Even if we start from different initial weights, it is likely that the system
converges to a fixed configuration, Such fixed-point configurations are called basins.
It is easy to see that for categorical attributes, the values which are related through

E
i
i




Clustering Techniques @ 139

Table 5.2

A B C a g 1 2 3 4

Initial wis 1 1 1 1 1 1 1 1 1

Combiners | a+2+a+1 | avd s g+3|av1epra{A+B+Ce1e1242+4+A|B+3+Ce3 |A+aslra|A+a|Brf+CrF|Bra

Itaration 1
veraton 4 4 4 B 4 4 2 4 2
v”ffs"“"‘"” ¢33 0.3 033 0.667 0.33 0338 {0163) 038 ]0.169
Yération 2
Hatlon 1521 1,352 1521 1469 1.352 180 |osss| 132 |omss

common tuples influence each other during weight modification. Thus, one does not
really require any similarity metric to be defined for categorical attributes.

Interestingly, in order to cluster the set of tuples, STIRR maintains multiple copies
of the weights. As a result, the configuration is no longer a one-dimensional vector of
weights, but it becomes a matrix of weights. For instance, if we maintain two copies of
the graph of 10 nodes, we have a 10 by 2 matrix of weights. The weights of each node
are updated independently. But normalization is carried out by converting the matrix to
an orthonormal form. This process induces negative weights. However, during the
weight modification process, each row of this matrix is treated as a single
configuration. The first row is termed as the principal configuration.

Thus, STIRR maintains multiple copies by, ..., b,, called basins, of this set of
weighted vertices. The weights on any given vertex may differ across basins; b, is
called the principal basin; b,, ..., b, are called non-principal basins. Starting with
a set of weights on all vertices (in all basins), the system is “iterated” until a fixed-
point is reached. When the fixed-point is reached, the weights in one or more of
the basins b,,...,b,, isolate two groups of attribute values on each attribute: the first
with large positive weights and the second with large negative weights. The nodes
with large positive weights and large negative weights arc grouped to determine
clusters.

The underlying idea of STIRR is unique, but it may be hard to analyze the stability
of the system for any useful combiner functions. It requires rigorous experimentation
and fine-tuning of parameters to arrive at a meaningful clustering.

5.13 ROCK

ROCK (Robust hierarchical-Clustering with Links) is an adaptation of an
agglomerative hierarchical clustering algorithm. An agglomoretive hierarchial
clustering normally uses distance-based representatives (such as centroids) to
determine similarity between clusters, it is observed that such similarity functions
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Hence, 5im(0,, ,)=1/6 and sim(O,, Og)=1/2.
If we set #=1/2, then we say that the objects O, and () are nelghbours ‘whereas for
the given & O, and O, are not neighbours. Note that sim{0\o, O,,)=1, which means that
. -..these two objects are identical. On the otherhand, sim(Q,, 0,)=0, wh1ch means that
there is nothg in.common between the objects 0, and O,.
,_,“; Ifwe sef 4= 176, then the neighbours of O, are 0, O,, O, O, O,, O\, O, and Oy,
_ S: I';rly, the n§e1ghbours of Og are Oy, Oy, 04, Oy, O,,, and Oy,
o “ThUS 0, and O; have 5 common neighbours. Hence, link(O,, 06) =5,
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Dernimon 5.18  Link BETWEEN CLUSTERS 17+t 7

For two clusters, C,, C, define /ink[C,, C]] as follows ey |
P15
link[C,,C,]= Y link(0,,0,) T
0 eC;,0, EC- A T -

The link-based approach adopts a global perspectlve of thefi Qlydsterlng‘ Rgoblem It
captures the global knowledge of neighbouring E{ata pom\‘s‘ into 't €y ﬂanonshlp
between the individual pair of points. 2wt i it L Glaifda siiaen

After drawing a random sample from the database; @ hierarchical clustering
algorithm that employs links is applied to the sample obf&cts! It foMows the standard
principle of hierarchical clustering. It starts with a smglé‘t&n object as an individual
class and progressively merges the clusters baseq‘,,pn,ﬁ;e ,gopdglsg.g criteria, determined
by the link structure. Finally, the clysters iovelving only the yample objects are used to
assign the remaining data objects on the disk to the appropriate clusters. s

wrs - -...The goodness measure, g(C,, C,),for-merging two-clusters, C,, C,,is defined-as- ..

link[C;,C,]
o) ﬂ‘ Tl P
)l»_fzf(ﬂ) _ g2/ (8) _ 142£(6) q’;énl Ty 2t
i J
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i i
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insert w to g[x] and compute g(x, w)
insert x to g[w}] and g(x, w)
update (0, x, g[x])

end

insert (Q, w, g[w])
end

Procedure for computing links
begin
compute nbrlist{0,] for every point i in §
set link{Q,, O] to zero for all {,
Jori=ltonde
N=nbrlist[O]]
forj=1w|N|-1do
Jori=j+1t|N|de
link[N[O].N[O]] = link[N[O], NTO]] +1

end

5.14 CACTUS

CACTUS - Clustering Categorical Data Using Summaries ~ was devised by Ganti,
Gehrke and Ramakrishnan. The nicety of CACTUS lies in its problem decomposition.
Let us assume that the database D is a set of tuples each having k fields or attributes.
The clustering techniques are essentially attempting to cluster the tuples by
considering the tuple as an primitive object. CACTUS attempts to split the database
vertically and tries to cluster the set of projections of these tuples to only a pair of
attributes. The questions that arise are

a. how to find clusters for the tuples only on two attributes, and
b. how to effectively utilize this information for clustering on all the attributes.

Though CACTUS is designed for a categorical database, let us reinforce._ this
concept by giving the following geometric interpretation,

Imagine a set of 3-dimensional vectors. These can be represented as a set of points
in the 3-dimensional space. Now consider the projections of these points in 2-
dimension, say on the first two dimensions. Consider the clusters formed by these
projected points. It may look like Figure 5.9. There are three clusters: C1, C2 and C3.
Their projections on the first dimension are S1, S2 and $3. We call these cluster
projection sets in Dimension I, with respect to Dimlension 2. We can get another
collection of sets Qs for Dimension 1 with respect to Dimension 3, Let us imagine a
similar diagram for the Dimension 1 and Dimension 3 of the same set of points. We
may get a different set of clusters. Consider their projections on Dimension 1 and let
these projections be Q1 and Q2 (assuming that there are just two clusters for this pair
of dimensions). '

'l
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52
S S3

Figure 5.9 Clusters and Their Projections

Knowing S1, 82, §3 and Q! and Q2, we can derive information about the
projections of clusters with all three dimensions on Dimension 1. If we consider
intersections of the sets of Ss with the sets of Qs, we get the projections of the
clustérs when all the three dimensions are taken into account. The main principle is

-that a cluster on a set of attributes induces a cluster on a subset of the attributes.

Thus, if we take the intersecting sets, we get the projections sets of the clusters.
CACTUS extends this idea to the categorical attributes. It tries to find clusters for
the subsets of attributes, and the clusters for the whole attribute set can be found by
intersecting these clusters.

CACTUS has two more important characteristics. The algorithm assumes that
categorical domains have a small number of attribute values (i.e., the domain sizes arc
small). The central idea of CACTUS is that the summary information constructed from
the data set is sufficient for discovering well-defined clusters. The properties that the
summary information typically fits into main memory and that it can be efficiently
constructed in a single scan of the data set are the key ideas of the algorithm.

Based on the foregoing discussion, we shall now describe the algorithm in detail.
However, in the beginning let us define some terms to facilitate the understanding of
new concepts and to visualize the clusters in terms of individual attributes.

Let us consider two attribute values of two different attributes in the database. Say,
a; of attribute type A and a; of attribute type B. There may be tuples where «; and q, co-
occur. The support of these two values in the database is the proportion of tuples in
which they appear together. If this support exceeds a prespecified value, we say that
these values are strongly connected. D, denotes domain of the attribute A; s denotes
the support value.
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DerFinimioN 5.19  STRoNGLY ConneCTED ATTRIBUTE VALUES

Leta, € D, a, € Dy, and @ > 1. The attribute values g, and g, are strongly connected
with respect to domain D if

_ab]

spla,a)> .
: o %) b |
: The function ¢*; (a;, @;) is defined as
, _|spla;,a)), ifa,anda; are strongly connected.
opla;,a;)= .
.10, otherwise

The above definition can be extended to define strongly connected value sets. Let a,
be an attribute value and S a set of attribute values of another attribute type. We say
that g, is strongly connected to S if it is strongly connected to each element of S.
Similarly, two attribute value sets S and R are said to be strongly connected if each
value a in S is strongly connected to R, and each value & in R is strongly connected to
S. We use this concept to define a cluster.

DeriNiTion 5.20 CLUSTER

Let C, be the attribute value set of i* attribute; a subset of the domain D,, such that

| C;| > 1. Then, C = <Ci,...., C,> is said to be a cluster over the database of n attributes

if the following three conditions are satisfied:

1. Foralli,j €{1,....,n},i #j, C;and C;are strongly connected.

2. Foralli,j €{1,....,n}, i # j, there exists no C,; D C, such that for all j # i, C;' and
C, are strongly connected.

a| D|x|C, [x---x}{C, |
| Dy [%| Dy | x-+%| D, |

3. s5p(C)=2

Derinmion 5.21  k-CLUSTER

A cluster on £ attributes is called a k-cluster. It is also known as a subspace cluster.

Derinmion 5.22 CLusTER PROJECTION

A cluster on a database that is a projection of the original database D is called a cluster
projection, with respect to the attributes present in the projection operation. C; above is
called the cluster projection of C on attribute 4,.

DerinmioN 5.23  SimiLARITY MeasURE oF ELEMENTS OF ONE ATTRIBUTE

We define a similarity measure between two values of an attribute, ie, fora,a € D,
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with respect to another attribute 4,, as the number of elements of D; that are strongly
connected to both a,, and a..

Y/(a,,a,) =|{x € D, : op(a,x) >0 and oy (ay,x) > O}I

DeFNITION 5.24  INTER-ATTRIBUTE SUMMARY

Let A, ,..., 4, be a set of categorical attributes with domains D, ,..., D,, respectively,
and let D be a data set. The inter-attribute summary %, is defined as

Yu=1{Z,li,jefl,...,n},andi = j}

where X ={(a,.,aj,a;(af,aj))| a;,e D, a,eD,and o,(a;,a;) > 0}

DeFNITION 5.25 INTRA-ATTRIBUTE SUMMARY

The intra-attribute summary 2., is defined as
p =i i, jell,...,n},and i # j}}
where ¥ = {(a,,a,, Y’ (a,,8,))|8,,82 € D, and Y (a,,4,) >0 }-

CACTUS first identifies the cluster projections on an attribute for the 2 clusters

. involving this attribute. Then, it generates an intersecting set to represent the cluster

projection on this attribute for n-cluster (involving all the attributes). Once all the

cluster projections on individual attributes are generated, these are synthesized to get
the clusters of the database. Thus, the major steps of CACTUS are

1. Finding cluster projections CPi[4, j] on a given attribute 4; with respect to another
attribute 4, in a 2-cluster involving these two aitributes. This is done for all
attributes 4;.

2. Intersecting these CP,[i, j] for a fixed 4, to get CP[1, 2, ..., k]; that is, a cluster
projection of 4, with respect to all the attributes. It is also done for all 4,.

3. Synthesizing the set of CP|[1, 2, ..., k], for all i, to get the clusters.

We shall discuss each step separately. The most interesting aspect of these steps are
that they can be computed using the inter-attribute and intra-attribute summary. It is
not necessary to refer to the original database. Hence, we assume that these summaries
are available as the outcome of preprocessing. Needless to say, these summaries can be
computed by the level-wise algorithm discussed in Chapter 4.

CLuUsTERING PHASE

The clustering phase is a two-step process. In the first step, each attribute’s cluster
projections are computed. In the second step, candidate clusters on sets of attributes
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from the cluster projections are computed. This method contains a set of modules, 1t
first finds the set of distinguishing sets, then extends these distinguishing sets to
determine the cluster projection of 2-clusters. Let us first understand the concept of
distinguishing set.

Derinmion 5.26  DisTINGUISHING SET

A distinguishing set DS, on an attribute A4, is a set of values having the following
properties:

B A]] pairs of values in DS are strongly connected (refer to the similarity measure
above).

To find a distinguishing set, the algorithm uses the principle of downward closure
property (Chapter 4). It first finds the pair of values which are strongly connected. It
then extends these pairs in a level-wise fashion to get k-sets of strongly connected
elements, every time deleting the superset whose at least one proper subset violates the
desired property. g

Distinguishing sets are extended further. Let DS[f] be a distinguishing set of 4, with
respect to 4,. Let us identify the values in 4, which are strongly connected to the values
in DS,[/]. For these attribute values in A,, we refer to the i attribute to determine other
values of 4, which are strongly connected and add these values to DS[/].

iy S

INTERSECTION OF CLUSTER PROJECTIONS

Once we have computed the collection of all the distinguishing sets DS/[/] and their
extensions, we intersect these collections over all j to determine the cluster projections
CP[1, 2, ..., k] for the attribute 4; Thus, once the cluster projections on 4; of 2-clusters
over attribute pairs (4, A4;) are found using the intersection operation on the sets, the
set of cluster projections on A; of clusters over {4,, 4,,..., 4,} can be found. Thus, the
clusters so obtained are the candidate clusters. This can be carried out as a main
memory operation. _

We employ a level-wise principle for the synthesis of cluster projection. We start
with cluster-projections on 4, and then, extend them to clusters over (4,, 4,), then to
clusters over (4,, 4,, 4,), and so on. Let C, be the set of cluster projections on attribute
A. Let C* denote the set of candidate clusters over 4,, ..., 4,. Hence C'=C,. We
successively generate C/*' from C/ by checking the summarized information.

! VaLipaTioN PHASE

This step scans through the database to compute the support for each of the candidate
| clusters.
CACTUS requires only two scans of the database and hence, it is fast and stable.
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The algorithm can find clusters in subsets of all attributes also, and thus can perform
subspace clustering.

5.15 ConNcLusION

We have studied quite a few algorithms, each advocating a new idea.

Let us attempt to extract the general principles. The first one is sampling the
database. When the database is very large, randomly sampling the data for clustering
has proved to be an efficient approach. We have seen that CLARA, ROCK, and CURE
follow this approach. Another important feature is summarization. It is worthwhile to
extract some features from the database so that these extracted features carry sufficient
information for clustering and hence, one does not have to refer to the original
database. BIRCH, CACTUS, and CURE follow this approach. For categorical data,
however, co-occurrence strength is uniformly taken as the similarity measure. One can
perhaps think of some other measure. Another important aspect of the algorithms is
the vertical partitioning of the database by projecting on a subset of attributes.
CACTUS adopts this for categorical attributes.

FurTHER READING

Clustering is another well-studied subject and, indeed, a very vast one. k-means
algorithms can be found in Pattern Recognition and Image Processing literature. One
of the very recent k-means algorithm is given in [Alsabti, 1998]. A general study on
clustering is very well dealt with in [Jain, 1988] and in [Anderberg, 1973]. PAM was
proposed by Kaufman et al. [Kaufman, 1990]. CLARANS was introduced by Ng in
[Ng, 1994]. DBSCAN was proposed by Ester et al. [Ester, 1995]. BIRCH was
proposed by Zhang et al. [Zhang, 1996]. Guha et al. introduced the CURE algorithm
in [Guha, 1998] and the ROCK algorithm [Guha, 1999]. CACTUS was designed by
Ramakrishnan and his team [Ganti, 1999].

There are many other important algorithms like BUBBLE, MAFIA [Goil, 2000],
WaveCluster [Sheikholeslami, 1998], ITERATES [Biswas, 1995], CHAMELON
[Karyapis, 1997] etc. Wavecluster is for numeric, mutlidimensional data and it uses
wavelet transforms for the purpose of clustering. BUBBLE is designed for arbitrary
metric space and draws its foundation from BIRCH.

EXERCISES

1. What is clustering? What are the different clustering techniques?
2. Discuss the importance of similarity metric in clustering. Why it is difficult to
handle categorical data for clustering?
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10.

11.
12,
13.
14.

15.
16.

17.
18.
19.
20.
21.
22,
23
24,

25.

Describe the working of the PAM algorithm. Compare its performance with
CLARA and CLARANS.

How is CLARANS different from CLARA? Illustrate this using a small example.
Describe the working of the DBSCAN algorithm. Explain the concept of a cluster
as used in DBSCAN.

Explain the concept of a cluster as used in ROCK. Compare this definition of
cluster with that of the DBSCAN.

Define a core object. Define density reachability. Why is density reachability not a
symmetric function? What is a noise object?

BIRCH is independent of any clustering algorithm. It is just a clustering paradigm.
Comment.

How are CF Tree operations different from B* Tree operations. Describe the
operations for CF Tree.

Discuss the importance of cluster features. How do these help in clustering large
databases. How are these different from the cluster representatives used in CURE?
What are the different phases of BIRCH? How are they important in clustering?
CURE is a sampling-based hierarchical clustering. Justify.

Describe the features of ROCK that are necessary for categorical attributes.
Define the following

a. k-clusters

b. strongly connected attributes

¢. inter-attribute summary

d. intra-attribute summary

¢. cluster projection

Describe the underlying principle of the CACTUS algorithm.

List the different features that can be computed from the three cluster features.
Which of them are additive function of CFs?

Describe the salient features of CURE clustering techniques.

For STIRR, complete the example given in the text to reach the fixed point.

In STIRR, suppose that the combiner function is the max function. Compute the
fixed-point for the example in the text.

PAM requires prior specification of the number of clusters. True or false?
DBSCAN is a hierarchical divisive algorithm. True or false?

If C is a cluster in n-dimension, its projection in #—1 dimension may be a single
cluster or more than one cluster. True or false?

If the medoid O, and unselected object O, swap roles, it is acceptabie if the cost of
swapping is negative. True or False?

If noise object is one that is not density reachable from any other object. True or
false?

In a cluster as defined in DBSCAN, any two objects are density connected True
or false?
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26. Express the average intra-cluster distance in terms of the cluster features.

27. Distinguish between global and local normalization in STIRR.

28. Define a link and a neighbour as defined in ROCK.

29. What are the similarities among the three algorithms: ROCK, STIRR and
CACTUS?
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6.1 INTRODUCTION

The classification of large data sets is an important problem in data mining. The
classification problem can be simply stated as follows. For a database with a number
of records and for a set of classes such that each record belongs to one of the given
classes, the problem of classification is to decide the class to which a given record
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belongs. But there is much more to this than just simply classifying. The classification
problem is also concerned with generating a description or a model for each class from
the given data set. Here, we are concerned with a type of classification called
supervised classification. In supervised classification, we have a training data set of
records and for each record of this set, the respective class to which it belongs is also
known. Using the training set, the classification process attempts to generate the
descriptions of the classes, and these descriptions help to classify the unknown
records. In addition to the training set, we can also have a test data set which is used to
determine the effectiveness of a classification. There are several approaches to
supervised classifications. Decision trees (essentially, Classification trees) are
especially attractive in the data-mining environment as they represent rules. Rules can
readily be expressed in natural language and are easily comprehensible. Rules can also
be easily mapped to a database access language, like SQL.

This chapter is concerned with decision trees as techniques for data mining. Though
the decision-trec method is a well-known technique in statistics and machine leaming,
these algorithms are not suitable for data mining purposes. The specific requirements
that should be taken into consideration while designing any decision tree construction
algorithms for data mining are that '

a. the method should be efficient in order to handle a very large-sized database, and
b. the method should bc able to handle categorical attributes.

The recent developments in data mining research have led to some interesting
decision tree algorithms. This chapter discusses most of the major algorithms on this
topic. We shall begin with studying, in Section 6.2, the basic features of decision tree
building. Section 6.3 discusses the generic algorithm of decision tree construction.
Almost all the known algorithms follow the principles outlined in this section. We shall
aiso outline three major design considerations that should be taken into account while
studying a specific algorithm. We shall also study two important measures in Section 6.5,
namely Entropy-based gain and the Gini Index. Section 6.6 deals with the method of
determination of splitting points for both numerical and categorical attributes.

The specific algorithms are discussed from Section 6.8 onwards. In sectiong 6.8
6.10, we shall discuss three important and well-known algorithms, which provide the
foundation for all subsequent algorithms. In fact, all other algorithms are only
adaptions of these algorithms to suit different aspects of data mining. In Section 6.13,
we shall discuss one of the recent and popular algorithms, namely SPRINT. In this
section we also study SLIQ, which is the initial version of SPRINT. These algorithms
demonstrate a process that avoids repeated sorting—one of major computational
overheads in earlier algorithms. Historically, SLIQ was proposed first and SPRINT is
an improvement on SLIQ. Both are based on a similar principle. The next section
outlines the specific improvement that SPRINT exhibits over SLIQ.

Besides the exact methods, in order to efficiently handle large data set, there are
also approximate methods of censtruction of decision trees; we shall discuss these
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methods in Section 6.14. There are generally two approaches for devising approximate
construction. They are sampling and discretization. CLOUDS combines both these
approaches. It carries out a kind of discretization on a sample of the original training
set. The construction process proceeds on this discretized version of the sample. But in
order to get an accurate construction from a coarse construction, the algorithm
employs a hill-climbing heuristic to estimate the gini indices of the coarse intervals. It
exploits the features of the gini function and reduces the search space by eliminating
certain intervals.

In Section 6.15, we-shall discuss yet another approximate algorithm, with the acronym
BOAT. BOAT adopts a bootstraping technique to determine a coarse decision tree.
However, it subsequently searches only one confidence interval per attribute at cach
node.

In Section 6.18 , we shall study the well-known pruning strategy—MDL pruning
strategy. The pruning process is generally a post-processing step and is empioyed after
the complete construction of the decision tree.

A question that comes to mind is whether the pruning can be integrated with the
tree construction process. We have noted that CHAID follows this principle. However,
SPRINT employs a MDL pruning step after the full decision tree is expanded.
PUBLIC is one of the recent algorithms which attempts to intcgrate these two steps.
Section 6.19 focusses on this method of decision tree building. '

6.2 WHAT i1s A DecisioN TREe?

A decision tree is a classification scheme which generates a tree and a set of rules,
representing the model of different classes, from a given data set. The set of records
available for developing classification methods is generally divided into two disjoint
subsets—a training set and a ftest set. The former is used for deriving the classifier,
while the latter is used to measure the accuracy of the classifier. The accuracy of the
classifier is determined by the percentage of the test examples that are correctly
classified.

We categorize the attributes of the records intc two different types. Attributes
whose domain is numerical are called the numerical attributes, and the attributes
whose domain is not numerical are called the categorical attributes. There 1 one
distinguished attribute called the class label. The goal of the classification is to build a
concise model that can be used to predict the class of the rccords whose class label is
not known.

ExampLE 6.1 ‘
In order to have a clear idea of a decision tree, let us consider the following data
sets-—the training data set (see Table 6.1) and the test data set (see Table 6.2). The data
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Table 6.1 Training Data Set

OUTLOOK | TEMP(F) | HUMIDITY(%) | WINDY | CLASS
sunny 79 90 true no play
sunny 56 70 false play
sunny 79 75 true play
sunny 60 90 true no play
overcast 88 88 false no play
overcast 63 75 true play
overcast 88 95 false play
rain 78 60 false play
rain 66 70 false no play
rain 68 60 true no play

sct has five attributes. There is a special attribute: the attribute ¢/ass is the class label.
The attributes, temp (temperature) and Aumidity are numerical attributcs and the other
attributes are categorical, that is, they cannot be ordered. Based on the training data
set, we want to find a set of rules to know what values of outlook, temperature,
humidity and wind, determine whether or not to play golf. Figure 6.1 gives a sample
decision tree for illustration. .

In the above tree (Figure 6.1), we have five leaf nodes. In a decision tree, each leaf
nodc represents a rule. We have the following rules corresponding to the tree given in
Figure 6.1.

RULE 1 If it is sunny and the humidity is not above 75%, then play.
RULE 2 If it is sunny and the humidity is above 75%, then do not play.
RULE 3 If it is overcast, then play.

RULE 4 If it is rainy and not windy, then play.

RULE S If it is rainy and windy, then don't piay.

Please note that this may not be the best set of rules that can be derived from the
given set of training data.

Outlook

avercast

Hurmidity Play

true

Play | LNO Play | I No Play |

Figure 6.1 A Decision Tree



Decision Trees 4 157

The classification of an unknown input vector is done by traversing the tree from the
root node to a leaf node. A record enters the tree at the root node. At the root, a test is
applied to determine which child node the record will encounter next. This process is
repeated until the record arrives at a leaf node. All the records that end up at a given leaf
of the tree are classified in the same way. There is a unique path from the root to each
leaf. The path is a rule which is used to classify the records.

In the above tree, we can carry out the classification for an unknown record as
follows. Let us assume, for the record, that we know the values of the first four
attributes (but we do not know the value of class attribute} as

outlook= rain; temp = 70; humidity = 65; and windy= true.

We start from the root node to check the value of the attribute associated at the root
node. This attribute is the splitting attribute at this node. Please note that for a decision
tree, at every node there is an attribute associated with the node called the splitting
attribute. In our example, outlook is the splitting attribute at root. Since for the given
record, outlook = rain, we move to the right-most child node of the root. At this node,
the splitting attribute is windy and we find that for the record we want classify, windy
= true. Hence, we move to the left child node to conclude that the class labcl is “no
play”.

Note that every path from root node to leaf nodes represents a rule. It may be noted
that many different leaves of the tree may refer to the same class labels, but each leaf
refers to a different rule.

The accuracy of the classifier is determined by the percentage of the test data. set
that is correctly classified. Consider the following test data set (Table 6.2).

Table 6.2 Test Data Set

QUTLOOK | TEMP(F) | HUMIDITY(%4) | WINDY | CLASS
sunny 79 90 true play
sunny 56 70 false play
sunny 79 75 true no play
sunny 60 90 true no play
overcast 88 88 false no play
overcast 63 75 frue play
overcast 88 95 false play
rain 78 60 false play
rain 66 70 ‘ false no play
rain 68 60 true play

We can sce that for Rule 1 there are two records of the test data set satisfying
outlook= sunny and humidity < 75, and only one of these is correctly classified as play.
Thus, the accuracy of this rule is 0.5 (or 50%). Similarly, the accuracy of Rule 2 is also
0.5 (or 50%). The accuracy of Rule 3 is 0.66.
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ExampLE 6.2 -

At this stage, let us consider another example to illustrate the concept of categorical
attributes. Consider the following training data set (Table 6.3). There are three
attributes, namely, age, pincode and class. The attribute class is used for class label.

Table 6.3 Another Example

1D AGE PINCODE CLASS
1 30 5600046 Cl

2 25 5600046 Cl

3 21 5600023 C2

4 43 5600046 C1

3 18 3600023 C2

6 33 3600023 C1

7 29 5600023 Cl

8 55 5600046 C2

9 48 5600046 Cl

The attribute age is a numeric attribute, whereas pincode is a categorical one. Though
the domain of pincode is numeric, no ordering can be defined among pincode valués,
You cannot derive any useful information if one pin-code is greater than another
pincode. Figure 6.2 gives a decision tree for this training data. The splitting attribute at
the root is pincode and the splitting criterion here is pincode = 500 046, Similarly, for
the left child node, the splitting criterion is age < 48 (the splitting attribute is age).
Although the right child node has the same attribute as the splitting attribute, the
splitting criterion is different.

Most decision tree building algorithms begin by trying to find the test which does
the best job of splitting the records among the desired categories. At each succeeding
level of the trce, the subsets created by the preccding split are themselves split
according to whatever rule works best for them. The tree continues to grow until it is
no longer possible to find better ways to split up incoming records, or when all the

[ pin code = 560046; {1-9] |

yes no
age<=48; age<=21;
12,489 35.6.7]
C1;1,24,8] | [c2 51| [crisa ]

Figure 6.2 A Decision Tree
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records are in one class. In Figure 6.2, we see that at the root level we have 9 records.
The associated splitting criterion is pincode = 500 046. As a result, we split the
records into two subsets, Records 1, 2, 4, 8 and 9 are to the left child node and the
remaining to the right node. This process is repeated at every node.

A decision tree construction process is concerned with identifying the splitting
attributes and splitting criteria at every level of the tree. There are several alternatives
and the main aim of the decision tree construction process is to generate simple,
comprehensible rules with high accuracy.

Some rules are apparently better than others. In the above example, we sec that Rule
3 is simpler than Rule 1. The measure of simplicity is the number of antecedents of the
rule. It may happen that another decision tree may yield a rule like: “if the temperature
lies between 70° F and 80° F, and the humidity is between 75% and 90%, and it is not
windy, and it is sunny, then play”. Naturally, we would prefer a rule like Rule 1 to this
rule. That is why simplicity is sought after.

Sometimes the classification efficiency of the tree can be improved by revising the
tree through some processes like pruning and grafting. These processes are activated
after the decision tree is built.

ﬁ
ADVANTAGES AND SHORTCOMINGS OF DEcisioN TREE CLASSIFICATIONS 1
- The major strengths of the decision tree methods are the following:

B decision trees are able to generate understandable rules,

B they are abie to handle both numerical and the categorical attributes, and

B they provide a clear indication of which fields are most important for prediction or
classification.

Some of the weaknesses of the decision trees are:

B some decision trees can only deal with binary-valued target classes. Others are
able to assign records to an arbitrary number of classes, but are error-prone when
the number of training examples per class gets small. This can happen rather
quickly in a tree with many levels and/or many branches per node.

B the process of growing a decision tree is computationally expensive. At each node,
each candidate splitting field is examined before its best split can be found.

6.3 Tree ConsTRUCTION PRINCIPLE

After having understood the basic features of decision trees, we shall now focus on the
methods of building such trees from a given training data set. Based on the foregoing
discussion, we shall formally define few concepts for our study.
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Derinmion 6.1 SPUTTING ATTRIBUTE

With every node of the decision tree, there is an associated attribute whose values de-
termine the partitioning of the data set when the node is expanded.

DeriNiTioN 6.2 SpUTTING CRITERION

The qualifying condition on the splitting attribute for data set splitting at a node, is
called the splitting criterion at that node. For a numeric attribute, the criterion can be
an equation or an inequality. For a categorical attribute, it is a membership condition
on a subset of values.

All the decision tree construction methods are based on the principle of recursively
partitioning the data set till homogeneity is achieved. We shall study this common
principle later and discuss in detail the features of different algorithms individually.

The constructior of the decision tree involves the following three main phases.

B Construction phase The initial decision tree is constructed in this phase, based
on the entire training data set. It requires recursively partitioning the training set
into two, or more, sub-partitions using a splitting criteria, until a stopping criteria
is met.

M Pruning phase The tree constructed in the previous phase may not result in the
best possible set of rules due to over-fitting (explained below). The pruning phase
removes some of the lower branches and nodes to improve its performance.

B Processing the pruned tree to improve understandability.

Though these threc phases are commeon to most of the well-known algorithms, some
of them attempt to integrate the first two phases into a single process.

THe GENERIC ALGORITHM

Most of the existing algorithms of the construction phase use Hunt's method as the
basic principle in this phase. Let the training data set be T with class-labels {C;, G,

, C.}. The tree is built by repeatedly partitioning the training data, using some
criterion like the goodness of the split. The process is continued till all the records in a
partition belong to the same class.

B 7 is homogeneous T contains cases all belonging to a single class C,. The
decision tree for T is a leaf identifying class C,.

W T is not homogeneous 7 contains cases that belong to a mixture of classes. A
test is chosen, based on a single attribute, that has one or more mutually exclusive
outcomes {0, O,, ..., O,}. T is partitioned into the subsets T\, T, T, .., T, where
7, contains all those cases in T that have the outcome O, of the chosen test. The
decision tree for T consists of a decision node identifying the test, and one branch
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for each possible outcome. The same tree building method is applied recursively
to each subset of training cases. Most often, n is chosen to be 2 and hence, the
algorithm generates a binary decision tree.

B Tis trivial 7 contains no cases. The decision tree T is a leaf, but the class to be
associated with the leaf must be determined from information other than T.

The generic algorithm of decision tree construction outlines the commeon principle
of all algorithms. Nevertheless, the following aspects should be taken into account
while studying any specific algorithm. In one sense, the following are three major
difficulties which arise when one uses a decision tree in a real-life situation.

GuiLLoTiNE CuT

Most decision tree algorithms examine only a single attribute at a time. As mentioned
in the carlier paragraph, normally the splitting is done for a single attribute at any stage
and if the attribute is numeric, then the splitting test is an inequality. Geometrically,
each splitting can be viewed as a plane parallel to one of the axes. Thus, splitting one
single attribute leads to rectangular classification boxes that may not correspond too
well with the actual distribution of records in the decision space. We call this the
guillotine cut phenomenon. The test is of the form (X > z) or (X < z), which is called a

_ guillotine cut, since it creates a guillotine cut subdivision of the Cartesian space of the

ranges of attributes.

However, the guillotine cut approach has a serious problem if a pair of attributes are
correlated. For example, let us consider two numeric attributes, height (in meters) and
weight (in Kilograms). Obviously, these attributes have a strong correlation. Thus,
whenever there exists a correlation between variables, a decision tree with the splitting
criteria on a single attribute is not accurate. Therefore, some researchers propose an
obligue decision tree that uses a splitting criteria involving more than one attribute.

OVERFIT

Decision trees are built from the available data. However, the training data set may not
be a proper representative of the real-life situation and may also contain noise. In an
attempt to build a tree from a noisy training data set, we may grow a decision tree just
deeply enough to perfectly classify the training data set.

DeriniTion 6.3  OVERFIT

A decision tree T is said to overfit the training data if there exists some other tree T
which is a simplification of 7, such that 7 has smaller error than 7" over the training
set but 77 has a smallcr error than 7 over the entire distribution of instances.
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Overfitting can lead to difficulties when there is noise in the training data, or when the
number of training examples is too small. Specifically, if there is no conflicting instances
in the training data set, the error of the fully built tree is zero, while the true error is
likely to be bigger. There are many disadvantages of an overfitted decision tree:

Overfitted models are incorrect

Overfitted decision trees require more space and more computational resources
Overfitted models require the collection of unnecessary features

They are more difficult to comprehend.

o oR

The pruning phase helps in handling the overfitting problem. The decision tree is
pruned back by removing the subtree rooted at a node and replacing it by a leaf node,
using some criterion. Several pruning algorithms are reported in literature. We shall
discuss these algorithms in the latter part of this chapter.

ATTRIBUTE SELECTION ERROR

Most of the decision tree algorithms exhibit a systematic, unwarranted preference for
certain types of variables. Some decision tree algorithms are far more likely to
construct models that use discrete variables with many values, than discrete variables
with relatively few values. This behaviour occurs even though models that use the
latter variables have a consistently higher score when tested on a new data set. For
example, in a data set, between two attributes, say a state of domicile and gender, the
former one which has a larger number of distinct values is preferred over the latter.
This behaviour of the algorithm is not desirable.

6.4 Best Spur

We have noticed that therc are several alternatives to choose from for the splitting
attribute and the splitting criterion. But in order to build an optimal decision tree, it is
necessary to select those corresponding to the best possible split. The main operations
during the tree building are

1. evaluation of splits for each attribute and the selection of the best split;
determination of the splitting attribute,

2. determination of the splitting condition on the selected splitting attribute, and

3. partitioning the data using the best split.

The complexity lies in determining the best split for each attribute. The splitting also
depends on the domain of the attribute being numcrical or categorical. The generic
algorithm for the construction of decision trees assumes that the method to decide the
splitting attribute at a node and the splitting criteria are known. The desirable feature of
splitting is that it should do the best job of splitting at the given stage.
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The first task is to decide which of the independent attributes makes the best
splitter. The best split is defined as one that does the best job of separating the records
into groups, where a single class predominates. To choose the best splitter at a node,
we consider each independent attribute in turn.

Assuming that an attribute takes on multiple values, we sort it and then, using some
evaluation function as the measure of goodness, evaluate each split. We compare the
effectiveness of the split provided by the best splitter from each attribute. The winner
is chosen as the splitter for the root node. How does one know which split is better
than the other? We shall discuss below two different evaluation functions to determine
the splitting attributes and the splitting criteria.

6.5 SpLTING INDICES

In this section, we shall study two different methods of determining the goodness of a i
split. One index 1s based on the information theory, that is, information gain based on '
entropy. The other one is derived from economics as measure of diversity. This is H
called the gini index. {‘

ENTROPY

Entropy provides an information-theoretic approach to measure the goodness of a
split. Assume that there are n equally probable possible messages. The probability p of
each is 1/n and hence, the information conveyed by a message is — logy(p) = log,(n). If
there are 16 messages, then since log(16) = 4, we need 4 bits to identify each message.
i Henceforth, let us assume that all logarithms are in base 2.

 Dernimion 6.4 EnTROPY

If we are given a probability distribution P = (p,, p., ..., p.), then the information
conveyed by this distribution, also calied the entropy of P, is

Entropy(P) = -[p, log(p)) + p;log(p:) * ... + p, log(p.)].

For example, if P is (0.5, 0.5), then Entropy(P) is 1; if P is {0.67, 0.33), then !
Entropy(P) is 0.92; if P is (1, 0), then Entropy(P) is 0. Note that the more uniform the |
probability distribution, the greater is its information.

In the context of decision trees, if the outcome of a node is to classify the records
into two classes, C, and C,, the outcome can bé¢ viewed as a message that is being
generated and the entropy gives the measure of information for a the message to be C,
or C,. If a set of records T is partitioned into a set of disjoint exhaustive classes C),
C,,..., C, on the basis of the value of the class attribute, then the information needed to
identify the class of an element of T is

Info(T) = Entropy(F),
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where P is the probability distribution of the partition C, G, ..., C,. Pis computed
based on their relative frequencies, i.e.,

:[|cl| Gl w}
7] T | 7]
Suppose that a data set has three distinct classes: Cy, C, and C3 In other words, the

class attribute has the domain consisting of {C,, C;, (5} and each category has 40, 30,
30 data, respectively, We summarize this in Table 6.4.

Table 6.4

T Cl |C2 |C3
100 |40 [30 |30

The value of the entropy of the whole data set is

40, 40 30 30 30 30
Info(T') = ~——Jog—> = log =~ ——Io 1.09
/o) =~166'"°%T00 " 100 8160 100 "£100

DeFINITION 6.5  INFORMATION FOR A PARTITION ON X

If T is partitioned based on the value of the non-class attribute X, into sets 7, T, ...,
T, then the information needed to identify the class of an element of T becomes the
weighted average of the information to identify the class of the element of T, i.e, the
weighted avcrage of Info(T))

Info(X,T) = ill—;"—ll]nfo(i‘:) :
il

Let us consider splitting the data set into two subsets, S, and S, with n, and n, data,
respectively, where n, + n, = n. If we assume n, = 60 and n, = 40, the splitting is as
follows (Table 6.5}

Table 6.5a Table 6.5b
S2 Cl C2 | C3 S1 Cl C2 C3
40 0 20 20 60 40 10 10

The entropy index value of the data set after the segmentation is

40( 20 20 20 20 60 ( 40 40 10 10 10
—log log— —1 =0.80.
40 T40 40 40

0 40 10,10 10,0
100 100. 50860 60 250 60 60

T T
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Derinmion 6.6 GaN

We define the information gain due to a split on attribute X as

Gain(X, T}y = Info(T) - Info(X, T).

The information gain represents the difference between the information needed to
identify an element of T and the information needed to identify an element of T after
the value of attribute X is obtained. That is, the information gain due to attribute .X.

In the above example, splitting decreases the value of the entropy by 0.29. In other
words, the gain is 0.29.

Let us consider another splitting as given in Table 6.6.

In this case, the value of the associated entropy is 1.075 and the gain is 0.015. Thus,
we can use this notion of gain to rank attributes and to build decision trees where, at
each node, the attribute with greatest gain becomes the splitting attribute.

Table 6.6a Table 6.6b
51 Ci1 |C2 |C3 52 Cl C2 |1C3
60 20 20 20 40 20 10 10

ExampPLE 6.3

“In our earlier example on playing, we had

9 5 9 9 5 5
Info(T) J‘Ermrop;.{14 , 14) T logl4 " log e 0.94.

Consider the attribute outlook. It has three distinct values—sunny, overcast and
rain, with 5, 4 and 5 records, respectively. Among the 5 records which have outlook =
sunny, 2 records are in the play class and 3 are in the no play class. Thus, these five
records have a distribution (3/5, 2/5). Similarly, the distributions for overcast and rain
are (1, 0) and (3/5, 2/5), respectively. Thus, -

3
Info(oulook,T) = Z%Info(ﬁ)

5 (32 4 5 (32
=3 mpl 2.2 2 info(t, 0) + 2 dnfo 2, 2
14 "fo[s 5}“14 nfolh 03+ 14 "fo[s SJ

903, 2_21;) 20,50 3100321 EJ
1l T3 085 TS 08T TR T 85 TS %
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Thus,
Gain(outiook,T) = Info(T) — Info(outlook,T) = 0.94 - 0.694 = 0.246.

Let us consider the attribute humidity. If we take all the distinct numeric values of
this attribute, then there are 9 values — 65, 70, 75, 78, 80, 85, 90, 95 and 96 — with
frequencies 1,3, 1, 1, 3, 1, 2, | and 1, respectively.

Thus,

Info(humidity,T') = %(— —2—10gE - llogl] + 3 (— ElogE - llogl]

3 °3 3 °3) 14\ 3 °3 3 °3
+i ——l-logl—llog-l— =0.5364-
14l 2 °2 2°°2

Gain(humidity, T) = Info(T') ~ Info(humidity,T) = 0.94 - 0.5364 = 0.4036 -

So, the gain due to selecting humidity as the splitting attribute is high. But the
number of branches are many—one branch for each distinct value; this is not practical
(Note: this may lead to overfitting too). Let us assume that we categorize these values
into two sets, high and /low, such that the value exceeding 75 is said to be of high
humidity or else, it is of low humidity. There are 9 records with high humidity, of
which 4 are in the no play class and 5 are in the play class. Similarly, out of the 5
records of low humidity, 1 is in the no play class and the remaining 4 are in the play
class. In such a situation, the gain is calculated as follows:

14 9 9 79 5 5

Hence, the gain is 0.0965.
For the attribute windy, we have the following expression:

Info(humidity, T) = i(— g-logi - EIog—S-J + i(— %logi - llog%] =(.8435.

6( 3 3 3 3) 8 6, 6 2 2

b indy,T)=—| —=log——=log— |+ —| —=log———log— [=0.892.
nfo(windy,T) 14[ 6 g6 6 OgGJ [ o8 8 gSJ

Thus, the gain is 0.082.

For the attribute temperature, we have

8( 5, 5 3 3y 6( 4 4 2 2
Info(temp,TY=—| —~ =log— - =log= |+ —| ——log—~=log= |=0.939.
Joltemp.T) 14(8 8% 8 gsj 14[6 £ 6 gs]
Thus, the gain is 0.001.
Splitting on outlook provides the maximum gain. The root node is expanded with
three child nodes, one for each value of outlook. The data set is also partitioned into
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three subsets—one subset is associated with each child node. The algerithm proceeds
recursively till the termination criterion is met.

Gain Ratio

The notion of gain, introduced earlier, tends to favour attributes that have a large
number of values. For example, if we have an attribute X that has a distinct value for

~ each record, then Info(X,T) is 0, thus Gain(X,T) is maximal. We noticed this for
humidity above. To compensate for this, Quinlan suggests using the following gain-
ratio instead of gain.

Derinimion 6.6 GaN RaTio

Gain_ratio(X,T) = Gain(X,T)
Info(X,T)

For example,

Gain{outlook,T) 0.246

Gain_ratio(outlook, T} =
Info(outlook, Ty  0.694

=0.3544.

Gint INDEX

One of the goodness measures can be related to measure of diversity. There are several
ways of calculating the index of diversity for a set of records. With all of them, a high
index of diversity indicates that the set contains an even distribution of classes; while a
low index means that members of a single class predominates. The best splitter is the
one that decreases the diversity of the record sets by the greatest amount, in other
words, we want to maximize

diversity(before split) — (diversity(left child) + diversity(right child}).

The gini index is a diversity measure from economics. It can also be used to
evaluate the goodness of a split.

Dernimion 6.7  GINI INDEX

If a data set T contains » classes, then gini(T) is defined as
gini{Ty=1- Zpl.z :

where p; is the relative frequency of class j in T. If the split divides T into T, and T,
then the index of the divided data is given as

i
|
|
|
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6.6

gini ;. (T)= % gini(T}) + %ginf(T 2)

In the above example,

o 9T [T
gtm(T)#l—[—lz-:| —[1—4:| = (0.46.

Thus, the gini index due to splitting on outlook is

. 5 317 27| 4 5 37 27
8Nl o0 (T )—ﬁ{l—[ﬂ —[E} }ﬁ[l—lhﬁ{l—[g} —[E} }_0.343.

The best splitter is determined as the attribute which has the smallest gini value.

SPLITTING CRITERIA

While determining the splitting attribute, we should keep in mind the splitting criterion
too. For instance, some algorithms generate only binary decision trees. In other words,
these algorithms carry out only binary splits. In case the domain of the splitting
attribute is binary this does not pose any problem, as the attribute itself takes two
distinct values only. But, on the other hand, if the attribute that is selected for splitting
takes more than two values, or takes continuous values, or is a categorical attribute, a
binary split necessarily implies that we must determine the splitting criterion. Please
note tha: the choice of the splitting criterion cannot be a different process from that of
determining splitting attributes. It is a part of the lattcr, as the gain index is calculated
after we know the resulting partition of the data sct. For a non-binary split, most
algorithms partition the data set for all distinct values. However, some algorithms
(mostly the AID families of algorithms) have a variable split size. We shall discuss
below some strategies for binary splits for numerical and categorical attributes.

BinaRY SpLiTs FOR NUMERICAL ATTRIBUTES

The numerical attributes are split by the binary split of the form 4 < v, where v is a real
number. All the numerical attributcs are sorted on thc values of the attribute being
considered for splitting. Let 4, 4,, ..., 4, be the sorted values of a numerical attribute
A. Sinee any value between 4, and 4,,, divides the data into two subsets, we need to
examine only n—1 possible splits. The midpoint of 4, and 4,., is taken as the split point.
Thus, while computing the splitting index {gain or gini index), we take into account
these cardidate split points and determine the split points corresponding to the best
split. '
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CrLass HISTOGRAM

We have noted in the foregoing discussion that in order to compute the splitting
indices, whether it is entropy-based gain or gini index, we need the frequency
distribution of class values for the attribute under consideration. This distribution is !
represented as a class histogram. ‘

Dernimion 6.8 CLass HISTOGRAM

Let the training data set be T with class labels {C,, C,, ..., Ci}. If T is partitioned based
on the value of the non-class attribute X into sets Ty, Ts, ..., 7,, then the class
histogram for the partition is a tablc of & columns and » rows. The (i, j)-th entry
indicates the number of records in the data set in the partition 7; and class C,.

For a numerical attribute A, lct us assume that wc want to compute the splitting
index for the possible split 4 < v. Then, the . ..5. - t~2vam is a table of two rows and
k columns, where & is the number of classes. The firsi row represents the frequency
distribution of the set of records satisfying 4 < v. The second row represent: inc
frequency distribution for each class, for those rccords which do not satisfy the
condition.

ExampLE 6.3

" Consider the following data (Table 6.7) and the class histogram (Table 6.8) for the
attribute ‘Salary’, when the possible splitting criterion is Salary < 70. We can see that
out of 4 rccords satisfying this condition there arc 2 records in class ‘B” and two in
class “G’. This is inaicated in first row indicated as ‘left’, denoting the left child node

Table 6.7 Training Data Set

Age | Salary | Class
1 30 65 G ]
2| 23 15 B
3| 40 75 G
4 55 40 B
5 55 100 G
6 | 45 60 G

Table 6.8 Class Histogram for Salary with Splitting Criterion ‘Salary < 70",

SALARY <70 |B 1G
left 2

right 0

(SN oS
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of the current node. Similarly, the right child node corresponds to the second row of
the table.

Please note that the class histogram contains all the information for the computation
of the splitting index. For the following generic histogram, the gini index is given

below,
Cl C2
L al a2
R bl b2

_(a+ad)|, [ al 2_( a2 \'|, (b1+62) 1_( bl T_ b2 Y’
n al+a2 al+a?2 n bl+b2 bl +b2
This concept can be generalized for the cases where the split is non-binary. In such

cases, the number of rows is equal to the number of partitions. Hence, one can also
define a class histogram for a categorical attribute!.

BinaRY SpLITS FOR CATEGORICAL ATTRIBUTES

The splitting point for categorical attributes is different. Since we cannot have any
ordering of the values of a categorical attribute, there cannot be a value » such that it
splits the attribute into two. If S(4) is the set of possible values of the categorical
attribute A, then the split test is of the form 4€S" where $'< S. For an attribute with »
values, there are 2" possible splits. If » is small, the split index value is found for all
the possible combinations and the best split is taken. If » is large, then the split is made
by some heuristics and the ‘best split among them is found. The construction of an
attribute list 1s similar to that of numerical attributes. But instead of having a class
histogram, a count matrix is maintained for the categorical attribute.

Derinmion 6.9 Count MaTrix

The count matrix has # rows (for n distinct values of the attribute) and & columns (for
k classes). Each entry, say (f, /)-entry, represents the number of records in the data set
having i* value of the attribute and in the j* class.

Note that the count matrix is independent of any partition, whereas the class
histogram is specific to a partition. Different splitting criteria result in different class
histograms.

' When such a table is constructed for all distinct values of an attribute, it is called the Count Mamx This
is useful in the context of categorical attributes.
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ExampLE 6.4
The following table (Table 6.10) illustrates the count matrix for the data given in
Table 6.9.

Table 6.9 Attribute List for a Categorical Attribute

Class | record 1d
family | high 1
sports | high 2
sports | high 3
family | low 4
truck | low 5
family [ high 6

Table 6.10 Count Matrix

H |L
family |2 |1
sports |2 |0
truck 0 |1

The count matrix contains all the information necessary for determining the split-
ting index.

For example, if we select §' = {family, truck} as the possible splitting subset, then
the gini index is given by

w4 (3]G 86T )5

Such a calculation is to be carried out for each subset of {family, truck, éar}, to de-
termine the splitting criteria.

6.7 DecisioN TREE CONSTRUCTION ALGORITHMS

A number of algorithms for inducing decision trees have been proposed over the years.
These algorithms more or less follow the principles discussed above. However, they
differ among themselves in the methods employed for selecting splitting attributes and
splitting conditions. In the following few scctions, we shall study some of the major
methods of decision tree constructions. We categorize these algorithms into two types.
The first type of algorithms is the classical algorithms which handle only memory-
resident data. Efficiency and scalability are the fundamental issucs concerning the
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classification of data. The second category of algorithms described below can handle
the efficiency and scalability issues. But they are, in a sense, derivatives of the first
category. These algorithms remove the memory restrictions and are fast and scalable.
They also present a unifying framework for decision tree classifiers, that separate the
scalability aspects of the algorithm for constructing a decision tree from the central
features that determine the quality of the tree. In this category, we shall study two
exact algorithms namely, SPRINT and RainForest. We shall also study some
approximate algorithms like BOAT and CLOUDS.

6.8 CART

CART (Classification And Regression Tree) is one of the popular methods of building
decision trees in the machine leaming community., CART builds a binary decision tree
by splitting the records at each node, according to a function of a single attribute. CART
uses the gini index for determining the best split. CART follows the above principle of
constructing the decision tree. We outline the method for the sake of completeness

The initial split produces two nodes, each of which we now attempt to split in the
same manner as the root node. Once again, we examine all the input fields to find the
candidate splitters. If no split can be found that significantly decreases the diversity of
a given node, we label it as a leaf node. Eventually, only leaf nodes remain and we
have grown the full decision tree. The full tree may generally not be the tree that does
the best job of classifying a new set of records, because of overfitting.

At the end of the tree-growing process, every record of the training set has been
assigned to some leaf of the full decision tree. Each leaf can now be assigned a class
and an error rate. The error rate of a leaf node is the percentage of incorrect
classification at that node. The error rate of an entire decision tree is a weighted sum
of the error rates of all the leaves. Each leaf’s contribution to the total is the error rate
at that leaf multiplied by the probability that a record will end up in there.

6.9 ID3

Quinian introduced the 1D3, Iterative Dichotomizer 3, for constructing the decision
trees from data. In ID3, cach node corresponds to a splitting attribute and each arc is a
possible value of that attribute. At each node the splitting attribute is selected to be the
most informative among the attributes not yet considered in the path from the root.
Entropy is used to measure how informative is a node. This algorithm uses the
criterion of information gain to determine the goodness of a split. The attribute with
the greatest information gain is taken as the splitting attribute, and the data set is split
for all distinct values of the attribute.
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6.10 C4.5

C4.5 is an extension of ID3 that accounts for unavailable values, continuous attribute
value ranges, pruning of decision trees and rule derivation. In building a decision tree,
we can deal with training sets that have records with unknown attribute values by
evaluating the gain, or the gain ratio, for an attribute by considering only those records
where those attribute values are available. We can classify records that have unknown
attribute values by estimating the probability of the various possible results. Unlike
CART, which generates a binary decision tree, C4.5 produces trees with variable
branches per node. When a discrete variable is chosen as the splitting attribute in C4.5,
there will be one branch for each value of the attribute.

6.11 CHAID

CHAID, proposed by Kass in 1980, 1s a derivative of AID (Automatic Interaction
Detection), proposed by Hartigan in 1975. CHAID attempts to stop growing the tree
before overfitting occurs, whereas the above algorithms generate a fully grown tree
and then carry out pruning as post-processing step. In that sense, CHAID avoids the
pruning phase.

In the standard manner, the decision tree is constructed by partitioning the data set t
into two or more subsets, based on the values of one of the non-class attributes. After
the data set is partitioned according to the chosen attributes, each subset is considered
for further partitioning using the same algorithm, Each subset 1s partitioned without
regard to any other subset. This process is repeated for each subset until some stopping
criterion is met. In CHAID, the number of subsets in a partition can range from two up
to the number of distinct values of the splitting attribute. In this regard, CHAID differs 1
from CART, which always forms binary splits, and from ID3 or C4.5, which form a l
branch for every distinct valuc. |

The splitting attribute is chosen as the one that is most significantly associated with
the dependent attributes according to a chi-squared test of independence in a :
contingency table (a cross-tabulation of the non-class and class attribute). The main |
stopping criterion used by such methods is the p-value from this chi-squared test. A :
small p-value indicates that the obscrved association between the splitting attribute ‘
and the dependent variable is unlikely to have occurred solely as the result of sampling
variability.

If a splitting attributc has more than two possible values, then there may be a very
large number of ways to partition the data set based on these valucs. A combinatorial
search algorithm can be used to find a partition that has a small p-value for the chi-
squared test. The p-values for cach chi-squared test are adjusted for the multiplicity of
partitions. A Bonferroni adjustment is used for the p-values computed from the
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contingency tables, relating the predictors to the dependent variable. The adjustment is
conditional on the number of branches (compound categories) in the partition, and
thus does not take into account the fact that different numbers of branches are
considered.

6.12 SummaRy

The above algorithms (mainly two) form the basis of all the decision tree construction
for data mining. We can use either entropy-based information gain or the gini index as
the splitting index. We can use a binary split or a variable number of splits. The recent
algorithms proposed specifically for data mining are based on the basic principles
discussed above. However, the recent proposals are more suitable for very large
databases. There are two different ways of handling large databases for the
construction of decision trees,

One way is to construct the tree on a smaller subset of data. Quinlan proposes a
‘windowing’ technique. Others propose sampling the data set. We shall discuss this
aspect later, The disadvantage of this process is that these approaches try to
compromise on accuracy. The accuracy of the tree constructed from the whole training
set is better than that of the tree constructed from a subset of the training set.

The second approach is to improve upon the construction method without any
relaxation on the accuracy. It can seen that while determining the best split at every
node, a major computational overhead is sorting. At every node, the attribute values of
each attribute are arranged in an order to determine the class histogram and the
splitting index. For a large database, this turns out to be a very expensive method. The
major question that comes to mind is: “Can we avoid this repeated sorting?’. In the
following section, we shall discuss a novel algorithm which avoids such repeated
sorting.

6.13 Decision TRee ConsTRUCTION WITH PRESORTING

The researchers on the QUEST project at IBM (Rakesh Agrawal and team) proposed
two algorithms SLIQ (Supervised Learning In Quest) and SPRINT (Scalable
Parallelizable Induction of Decision Tree) in sequel. The latter one, SPRINT, is aimed
at parallelizing the older one, SLIQ. However, SLIQ has very interesting and novel
features. SLIQ imposes no restrictions on the amount of training data or the number of
attributes in the exampies. We shall now discuss the novel features proposed by SLIQ
and SPRINT. The algorithm presented here is very close to SPRINT but is not exactly
the same as the original proposal of SPRINT. The additional features of the original
SPRINT that are different from the present algorithm are discussed in the next section.




Decision Trees - 175

SLIQ (and SPRINT) is a scalable algorithm, which uses a pre-sorting technique
integrated with a breadth-first tree growing strategy for the classification of the disk-
resident data. It builds a decision tree in a breadth-first manner and avoids repeated
sorting at every step. The choice of the splitting criterion depends on the domain of the
attribute being numeric or categorical.

Dernmon 6.10  ATtTrisute LisT

Let the training data set be T with class-labels {C,, C,, ..., Ci}, and let X be a non-
class attribute of 7. An attribute list of X with respect to 7, is a table with three
columns. The columns corresponds to attribute value, class label, and record_id (rid)
of the record of T from which these values are obtained. The number of rows in the
attribute list is same as the number of tuples in 7' If X is a numeric attribute, then the
attribute list is sorted on the field attribute value

Note that the attribute list is sorted by the attribute values only once, when it is first
created. The attribute lists can be disk-resident, if necessary.

Dernimon 6.11  Recorp LisT

A record list is a table which has two columns: the first one contains the record id
(rid), and the second one is the node number of the tree to which the record is
-currently allocated.

Recall that every node corresponds to a subset of the data set. In other words, the
record list can at any time identify the partition to which a record belongs. Thus,
during the construction, any record is allocated to a node—initially to the root. In this
list, the rids appear in the same order as the records appear in the original data set.
This structure is required to be randomly accessed and hence is memory-resident.

The concept is illustrated through the following examples.

ExampLE 6.5
Table 6.11 contains six records and three attributes. One extra column is introduced to
show the record number. The attributes *Age’ and ‘Salary’ are non-class attributes. So,

Table 6.11 Another Sample Data Set

rid | Age | Salary | Class
1 30 65 G
2 23 15 B
3 40 75 G
4 55 40 B
5 55 100 G
6 45 60 G
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Table 6.12a  Attribute List for Age Table 6.12b  Attribute List for Salary
Age | Class nd Salary Class | nd
23 B 2 15 B 2
30 G 1 40 B 4
40 G 3 60 G 6
45 G 6 65 - G 1
55 G 5 75 G 3
55 B 4 100 G 5

we have two attribute lists, onc for each of these two attributes. Tables 6.12 show the
attribute list corrcsponding to Age and Salary. Note that in an attribute list, the values
are arranged in the sorted order of the values of the attribute. Table 6.13 shows the
record list at the root.

Table 6.13 Record List(at root)

rid | Leaf
N1
N1
N1
N1
N1
N1

N |-

The advantage of the attribute list structure is that it does not require repeated
sorting. The initial lists created from the training data sct are associated with the root
node. As the trce grows, and the data sets are partitioned, the order of records in the
attribute list is preserved. Thus, the new partitions at the child nodes do not require
any further sorting. The major steps of determining the split are

B splitting index for each value of each attribute,
B determining the best split, and
B partitioning the data set of the current node and allocate to each child node.

COMPUTATION OF SPLITTING INDEX

The gini index 1s used as the goodness measure. The attribute lists come in very handy
to compute the class histogram. In fact, on¢ nceds to have just one pass over the
attribute list for determining the splitting point of an attribute.
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The splitting index of each valuc of a given attribute is computed by one pass over
the attribute list. The attribute list is never partitioned at any stage as a result of the
construction process, we have only one list per attribute to be scanned. The advantage
is that we can make just one scan of an attribute list to evaluate the split index of this
attribute throughout the tree (at each of the current leaf nodes of the tree). This is the
motivation for expanding the tree in a breadth-first manner. The actual partitioning is
recorded only in the record list which is memory resident. This record list 1s updated at
cvery split.

For NUMERICAL ATTRIBUTES

For numeric attributes, the candidate split point is taken to be the midpoint of two
consecutive distinct values. We read each tuple of the attribute list one by one.
Initially, the class histogram has all the records in the second row, that is the ‘right’
row. All the entries in ‘left’ row are 0. After reading each tuple, the histogram is :
updated for the new value of the attribute. Since the attribute list is sorted, the |
histogram for the next tuple can be updated using the previous values. Thus, the gini 1
values for all the attribute lists can be computed in one pass and the best split point can
be found. As the attribute list is not physically split, the process of computation of the
gini index for intermediate nodes is only slightly different. This is because the root
.node corresponds to the whole data set, whereas the intermediate nodes represent only
a subset of the data set. The tree is expanded in a breadth-first manncr and hence, all
the current-leaf nodes are processed at any stage. For each attribute, the corresponding
attribute list is scanned once for the given level to evaluate the splitting indices for all
the nodes at that level. We illustrate this process for our example given in Table 6.11.

AT THE RooTt Nobpe

The histogram for ‘Salary’ is intialized as follows. This is before reading any tuple of
the attribute list associated with ‘Salary’. The gini index can also be calculated from
this histogram.

Table 6.14

Salary< 15| B| G
L 00
R 21 4

The histogram is updated after the first record of the attribute list is read. It is
observed that the first record is in class ‘B’. The splitting value is taken as 28, the
midpoint of 15 and 40.
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Table 6.15

Salary <28 | B| G
L 110
R 1|4

The second tuple is read and it is also in class ‘B’ and thus, we get the updated
histogram as follows. We give below the sequence of updates of the histogram.

Table 6.16
a b ¢ d
Salary <50 | B | G Salary<63 | B| G| Salary <70 | B G Salary <88 |B [ G
L 210 L 211 L 2 ]2 L 213
012 R 011

R 014 R 013 R

Note that these tables carry adequate information to evaluate the splitting criteria
for the salary attribute. This process is to be carried out for each of the attributes. -

AT ANy INTERMEDIATE NODE

Let us assume that we are at the second level of the tree. The root node has been
expanded with an initial split of age < 35. Thus, the updated record list is as follows
(Table 6.17). The records 1 and 2 are allocated to node N2 (left child node of the root
node), and the remaining records are allocated to N3 (right child node).

In order to determine the splitting index for each value of the attribute *Salary” for
each ot the nodes N2 and N3, we again make one more pass over the attribute list of
‘Salary’. At this stage, we maintain two class histograms—one for each of the leaf
nodes. Before reading the first tuple, the class histograms are imitialized as follows
(Table 6.18).

Table 6.17 Table 6.18 Class Histograms for Child Nodes of N1 at the beginning

rid Leaf Salary<15 | B | G Salary<15 | B | G

1 N2 L 010 L 0L 0

2 N2 R | | R 1 3

3 N3

4 N3

3 N3

6 N3
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After reading the first tuple of the attribute list,

Table 6.19 Class histogram for Child Nodes of N1

Salary<28 | B | G
L 110
R 0] 1

After reading the second tuple of the attribute list,

Table 6.20
Salary <50 | B | G
L 110
R 01

After reading the third record, we have

Table 6.21
Salary <70 | B | G
L 1|1
R 010

When we read the fourth record, the new class histograms are

Table 6,22
Salary<88 | B | G
L 1|1
R 010

After the fifth record, we have

Table 6.23
Salary <88 | B | G
L 1 1
R 0 0

After reading the last tuple,

Table 6.24
Salary > 100 | B | G
L 1 1
R 010

Salary <28 | B | G
L 010
R 1 {3
Salary<50 | B | G
L 1 [0
R 013
Salary <70 [ B | G
L 1|1
R 0] 2
Salary<88 | B | G
L | 2
R 0 1
Salary <88 | B 1 G
L 1 | 2
R 0] 1
Salary > 100 | B | G
L 3
R 0

A oy g e - e

:
i!
|
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For CATEGORICAL ATTRIBUTES

The process of finding splitting criteria is different for categorical attributes. In the case
of numerical attributes, after every tuple of the attribute list is read, the histogram is
updated. In the case of categorical attributes, we make a complete scan through the
attribute list collecting the counts in the histogram (it is called the count matrix for
categorical attributes). Once we are finished with the scan, the count matrix is used to
find the split points. If the number of distinct values is reasonably small, we consider
all the subsets of attribute values as possible split points and compute the
corresponding gini index. If there are n values, it amounts to checking 2" possibilities.
If n exceeds a threshold, a greedy algorithm can be used. In the greedy method, we
start with an empty subset ' and add the element of § (domain of categorical attribute
A) that gives the maximum decrease in the gini index. The process is repeated by
adding one element at every step, until there is no reduction in the gini index.

ExampLE 6.6
An example is shown below (Table 6.25) which indicates the histogram construction
for the categorical attribute.

Table 6.25 Histogram for the Categorical Attribute Table 6.26 Count Matrix

Class | rd Hi{L

family | high ! family | 2 |1

sports | high 2 sports | 2 | 0

sports | high 3 truck 0 11

family [ low 4

truck low 5

family | high 6

One way to calculate the splitting criteria is to check the gini index for all 8 subsets
of {family, sports, truck} and decide the splitting condition based on the minimum gint
index. All the distinct values are taken with their class distributions. In the given
example, all the possible combinations are [{family}, {sports,truck}], [{family,
sports}, {truck}], [{family, truck}, {sports}]. In case the set is very large, checking all
subsets is not practical. In such a situation, we employ some sort of heuristics. One
popular methed is to use a greedy method for this purpose. We demonstrate the
working of the greedy method for the above example.

GREEDY METHOD TO DETERMINE THE SPLITTING POINT OF CATEGORICAL ATTRIBUTES

We begin with the empty subset, S = &. Hence, the gini index is 2/3. We now check
cach element to see if adding any element to S’ results in a decrease in the gini index
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and, if there are such elements, then to choose the element that decreases the index
value to the maximum. Let us assume that ginig(7) represents the gini index for the
possible split with S’

Thus, gini iy (7) = 4/9, ginigpe= 1/3 and ginigq=4/15 . Thus, when S is either
{sport} or {truck}, the gini decreases. But the maximum decrease is due to {truckj.
Thus, §' is updated as {truck}. In the next step, we compute gini fmiy= 1/3 and
BN ek, spory= 8/9. None of these results in a decrease in the gini index. Hence, the
construction process stops here and the splitting criteria is based on §’ = {truck}.

UroaTinGg THE RECORD LisT

Once the best split is found, the next step is to partition the data, create the child nodes
for each leaf node and update the record list. Recall that the record list depicts the
allocations of records to nodes. Since at any split, nodcs are expanded and data sets
are partitioned, the records are allocated to newly-generated leaf nodes. This change
should be incorporated in the record list. The algorithm for updating the class list is
given below.

For each attribute 4 used in the split, traverse the attribute list of 4. At each valuc n
in the attribute list, using rid as the reference field, find the corresponding entry (node
number) in the record list, (say e). Find the node number of a new child node, say f, to
which # belongs, by applying the splitting test corresponding to node e. Update the
record list replacing e by /.

ExampLE 6.5 (cONTD.)

Consider the example shown in Table 6.11. Let us suppose that the best split is found
for salary < 50. The salary attribute is traversed and the class list entries for the leaf,
corresponding to the class list indexes for salary < 50, are updated. Here, the class list
indexes for salary < 50 are 2 and 4 and so the leaf node of the record list
corresponding to the entries 2 and 4 are updated to the new leaf node N2 and the other
entries of the lcaf are updated to N3. The above two steps of splitting the nodes and
updating the leaf nodes are repeated until each leaf node contains records belonging to
the same class and thus, no further splits are needed.

Table 6.27 Updating the Class List

rid | Leaf
1 N3
2 N2
3 N3
4 N2
5 N3
6 N2
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SPRINT

SPRINT is the updated version of SLIQ and is meant for parallel implementation. In
SPRINT, the attribute list is partitioned at each split, whereas in SLIQ a single atiribute
list is maintained for an attribute. Once the split point is found, the split is done by
creating the child nodes and partitioning the attribute records between the child nodes.
The attribute lists for all the attributes are split at each node among the child nodes.
Splitting the winning attribute, i.e., the attribute list that has the split point, is
straightforward. All the attribute records above the split point are moved to the left child
node, while the other records are moved to the right child node. For the other attribute
lists, we use the ‘rid’ field of the attribute list. While splitting the winning attribute, the
record list is referred to note the child node to which the record is allocated. SPRINT,
instead of maintaining a record list, keeps this information in a hash table.

Please remember that the basic principle of SLIQ and SPRINT is independent of the
evaluation function. One can use the entropy-based method also. The basic idea of the
above algorithm is to avoid repeated sorting, by maintaining an attribute list for each
attribute. This principle works well, irrespective of which splitting index is used. We
can replace the computation of the gini index by an entropy-based information gain.
As long as the splitting index can be computed from the class histogram, the main
steps of the algorithm remain unchanged.

6.14 RaINFoOREST

RainForest, like other algorithms, is a top-down decision tree induction scheme. It is
similar to SPRINT, but instead of attribute lists it uses a different structure called the
AVC-set. The attribute list has one tuple corresponding to each record of the training
data set. But the AVC-set has one entry for each distinct value of an attribute. Thus,
the size of the AVC-set for any attribute is much smaller.

DerniTion 6.12  AVC-seT

The AVC (Attribute Value, Class)-set of a non-class attribute X at a node », is defined
as set of distinct values of X in the records allocated to the node n, and the class label,
whereby the individual class labels are aggregated.

The AVC-group of a node n is defined to be the set of all AVC-sets for all attributes
at node n.

The size of the AVC-set of an attribute depends only on the number of distinct
attribute values of X and the number of class labels at node n. It is observed that for
most real-life data sets, the whole AVC-group of the root node fits into the main
memory. If not, at least the AVC-set of each attribute fits into the main memory. The
AV(C-set contains the aggregated information that is sufficient for the decision tree
construction. The RainForest algorithm proceeds in the same way as SPRINT.
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There are different versions of the RainForest algorithm. Depending on the amount
of main memory available, three cases can be distinguished.

Txe AVC-cgroupr ofF THE RooT NobpEe Fits IN THE Main MeEMoRY

This version of RainForest is called RF-Write. This algorithm assumes that the
AVC-group of the root node fits into the main memory. The database is scanned and
the AVC-group of the root node is constructed. The standard classification algorithm
is applied and the split point is found. The database is scanned and each tuple is
written to one of the child nodes, based on the split point. The algorithm then
recurses in turn on each of the partitions, till all the class labels in a partition belong
to the same class. For each level of the tree, the entire database is read twice and
written once.

THe AVC-seT Firs iINto Main MemoRy

Each individual AVC-set of the root node fits into the main memory, but the AVC-
group of the root node does not fit into the main memory. It is called the RF-Read
version. This algorithm reads the original database instead of writing the partitions for
the child nodes. When the AVC-group of the child nodes docs not fit into the memory,
the database is read many times to construct the AVC-groups for an unexamined
subset of the new nodes in the tree.

THE iNDiviDUAL AVC-seTs ARE ToO LARGE

This method is called RF-Hybrid. The method proceeds like RF-Read, whenever a
level of the tree L has all the AVC-groups fitting into the main memory. At a particular
level, when the main memory is not sufficient, it switches to RF-Write.

6.15 ArpproximaTE METHODS

Another way of handling a large database for the construction of a decision tree is to
adopt an approximate method, contrary to the above methods which are exact
methods. There are two different approaches for devising approximate constructions of
decision trees. These are: (a) Discretization, and {b) Sampling. Discretization reduces
the size of the database by grouping the attribute values to a smaller set. Sampling
selects a subset of the training data set and thus operates on a smaller data set. Since
the original training data set is tampered with in any of these processes, accuracy is the
most important measure of effieiency for these algorithms.

S R I T T N R I e R R E i F ol 7 TR T T
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WiNDOWING

The windowing technique is useful to construct decision trees on very large data sets.
A subset of the training set, called window, is chosen at random and a decision tree is
constructed using only this window. All other records in the training data set are
subjected to classification using this tree. If the tree gives the correct classification for
the entire training data set, the process terminates. If not, a selection of the incorrectly
classified object is added to the window, and the process continues.

ATTRIBUTE-ORIENTED INDUCTION

Attribute-oriented induction is another way of discretization. The training data set is
comprcssed with a concept tree ascension technique, which is similar to moving up in
the dimension hierarchy (discussed in Chapter 2). By this technique, the individual
attribute values are rcplaced by some generalized value provided in the higher level of
the concept tree. For example, rather than having individual readings of humidity
mcasurcs, we can just have high and low humidity. The concepts ‘high” and ‘low’ are
higher in the level in the concept tree than 75%, 35% , etc. In this process, the data set
contains generalized tuples, and each generalized tuple has a count associated with it.
The count corresponds to the number of tuples in the original data set that a
generalized tuple represents, In addition to substantially reducing the size of the
training set, attribute-orientced induction allows the rules to be comprehensible. The
concept hierarchy is gencrally obtained from the individual application domain. For
numerical attributes, such hierarchy can also be generated automatically from the data.
It is worthwhile to work out the method of maintaining a class histogram in such cases.

ATTRIBUTE REMOVAL

Attribute-oriented induction can also be uscful for removing some attributes from the set of
candidatc splitting attributes. If an attribute has a large number of distinct values and there
is no higher conccpt for it, then the attribute can be ignored for decision tree construction.

Another technique of attribute removal can be based on relevance analysis. The
information theoretic measure for relevance is the uncertainty coefficient. One can retain
only the top A most relevant attribute or retain only those attributes whose relevance
exceeds a specified threshold. The uncertainty coefficient is defined as follows.

DerinimioN 6.13  UNcerTaiNTY COEFFICIENT

The uncertainty coefficient for an attnbute X is given by

gain(X,T)

Ve = o
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6.16 CLOUDS

CLOUDS (Classification of Large or Out-of-core Data Sets} is a kind of approximate
versior of the SPRINT method. It also uses a breadth-first strategy to build the
decision tree. CLOUDS uses the gini index for evaluating the split index of the
attributes. There are different criteria for splitting the categorical and numerical
attributes. The method of finding the gini index for the categorical attributes is the
same as that used in the SPRINT algorithm. Categorical attributes do not require any
sorting, but it refers to the count matrix. We discuss the steps in which CLOUDS
differs from the SPRINT mcthod.

CoaRrse SpLITTING PoinTs For NUMERIC ATTRIBUTE

A random sample S of size s is drawn from the data set. This requircs onc rcad
operation of the whole data set, only at the root level. The sample S is used to divide
the values of any attribute into g intervals by regular sampling. This corresponds to g
regularly-spaced quantiles of the set S. The range of /* interval is
(2.1, 2)); 2, and z, are the minimum and the maximum values of the attribute in §. We
construct the class histogram for these intervals (note that it differs from the earlier
method, where we store the class frequency with respect to each value of the attribute).
‘In order to generate the class frequency for any attribute with respect to these
intervals, we need to have an additional database pass. For each value of an attribute in
class i, determine the corresponding interval using the binary search and update the
class frequency of class i.

At this stage, the gini index is evaluated at each interval boundary and the minimum
value of the gini index among all the-intervals and across all the numeric attributcs is
found, which is given by gini,,;.. This is taken as a measure of the splitting criterion for
numerical attributes. The split point with the gini,;, 1s used as the splitter.

The splitting criterion is applied to each record of § to determine its partition, i.e.,
left or right. For the node / at level | of the tree, set S is partitioncd, using the splitting
criteria, into two samples S, and S;. The sample sets S| and S; arc used for the left and
right subtrees of node i, respectively. The class frequencies for the intcrval boundaries
are updated while reading the data for splitting a given node. The frequency vectors
corresponding to S, and S, are updated, which avoids a separate pass over thc cntire
data to evaluate these frequencies.

SAMPLING THE SPLITTING POINTS WiTH ESTIMATION

By an additional process, Sampling the Splitting Points with Estimation (SSE),
CLOUDS improves upon the above process and searches in certain sclceted
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mtervals for the exact splitting point. In the above method, the split point is a coarse
estimation in the sense that the splitter is necessarily one of interval boundaries and
not one of the data points, The SSE phase proceeds further from this step and
examines the individual data points within the intervals. Since the number of
intervals can be many, it is not practical to search the details within every interval.
The SSE attempts to eliminate some of the intervals, which may not contain the
actual splitter and narrows its search to only some candidate intervals to determine
the exact splitter. This is accomplished by estimating the gini value for an interval. It
uses a heuristic for computing an estimate. It also makes use of some characteristics
of the gini function.

B The value of the gini index along a given attribute generally increases or decreases
slowly. The number of good local minima is small compared to the size of the
entire data set. This is especially true for attributes along which the best splitting
point is obtained.

W The minimum value of the gini index for the splitting point along the splitting
attribute is significantly lower than most of the other points along the splitting
attribute, as well as other attributes. .

CLOUDS with the SSE divides the range of the numeric attributes and finds the
minimum gini value (gini,;,) as described above. Further, it estimates a lower bound
gini** of the gini value for each interval. All the intervals with gini* > gini,,, are
eliminated to derive a list of potential candidate intervals (alive intervals). An afive
interval is an interval for which gini* < gini,,. For an alive interval along each
numeric attribute, the class frequencies for the intervals are computed and the gini
index is evaluated at each point in the interval to find the splitter. This requires reading
the entire data set corresponding to the internal node and storing the points that belong
to alive intervals. If all the alive intervals do not fit into the memory, they are written
onto the disk. Another pass is required to read these a/ive intervals one at a time. If the
survival ratio is small, and all the alive intervals can fit into the memeory, the extra pass
is not required.

COMPUTATION OF ESTIMATE GINIES

We describe below the algorithm to compute the gini*'. The algorithm is a hill-
climbing heuristic, and begins with an initial estimate of 1. For a given interval, it
finds the gradient of the gini value with respect to each class. After determining the
class corresponding to the minimum gradient, the set of data points that are within the
interval are assumed to be shifted to the left of the interval and the gini index is
computed for this change. This is repeated for each of the classes as long as the
estimate monotonically decreases. The method stops at step when the estimate. is not
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reduced. In a similar manner, we can shift the data points to the right of the interval
and get another estimate. The smalier of the two is taken as the final estimate. The
algorithm is illustrated with the help of the above example.

The estimate computed for the given interval is [z, z;). Assume that if z,, 18
considered as the splitting point, it splits n data points into two groups n, (to the left)
and n, (to the right of the point). From n, data elements there are p; ., in class C,
similarly, from n, data elements there are g, ,,in class C;. To determine the gradient of
the gini with respect to a given class and selecting the class corresponding to the
smallest gradient, we compute

2 n
d; = _n‘{(p(f—l)f + q(,-,l,,-)—nl— B p(""”} '

nn,

The algorithm to compute the estimate is described below.

Estimate_Left to_right Algorithm

C be the initial list of set of classes
set ginie = |;
do for every class j until C is empty
Let C, be the class with smallest value d,
delete C, from C.
compute the gini index with z,_, as the splitting point but replacing p,_,, by p,. (that is assuming
that there are p, data elements of j» class to the left of the split.)
If the new gini index is less than the gini=
then update the estimate.
end do.

Let us consider the attribute ‘Age’ for illustration and the intervals are [23, 39} and
[39, 55), and calculate the estimate at 39 (left to right). There are two classes, B and G

dy=-1/12 and dg=1/12.

Though there is one point to the left of 39 of class B, we consider it as if there are 2
data elements to its left and compute the gini index. We get the gini index as 3/24.
Since it is less than the initial value 1, the gini®is updated as 3/24. The next class is G,
but the new gini index is not less than the current estimate and hence the method
returns 3/24 as the left-to-right estimate.

The performance of the SSE method depends on the quality of the estimated
lower bound of the gini index and on the fraction of the elements in the alive
intervals, that is, the survival ratio. Since the gini index is calculated for each of the
splitting points in these intervals, the computational cost is proportional to the
survival ratio.
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6.17 BOAT

BOAT (Bootstrap Optimistic Algorithm for Tree Construction) is another approximate
algorithm based on sampling. As the name suggests, it is based on a well-known
statistical principle called bootstraping.

We take a very large sample D from the training data set T, so that D fits into the
main memory. Now, using the bootstraping technique, we take many small samples
with replacement of D as Dy, D,, ..., D, and construct, by any of the known methods,
decision trees DT\, DT, ..., DT,, respectively, for each of these samples. From these
trees, called bootstrap trees, we construct a single decision tree for the sample data set
D. We call this tree the sample tree. The sample tree is a coarse decision tree in the
sense that the splitting conditions at any node is not of the form 4 < n, but it is
specified in the form of a confidence interval [z,, z,] and the exact split point n lies in
this interval. After constructing the sample tree, there is a separate process, a clean-up
process, when the exact value of n is determined within the confidence interval.

ConsTRUCTION OF SAMPLE TREE

We assume that by some standard construction method, & bootstrap trees DT\, DTy, ...,
DT, are constructed from the training samples Dy, D,, ..., D,, rcspectively. In order to
construct the sample tree, we process these trees in a top- down manner. For each node
n, we check whether the & bootstrap splitting attributes at » are identical. If the
splitting attribute is not the same for all the & bootstrap trees, then we delet node n and
its subtrce in all bootstrap trecs.

If we have the samc splitting attribute for all bootstrap trees at node #, and if the
attribute is a categorical one, then we check whether the splitting criteria is same for
all the bootstrap trees. If not, we delete node »n and its subtree from all trees. We
assume the splitting attribute for the sample tree to be the bootstrap splitting attribute,
and the splitting criterion of the sample tree as the bootstrap splitting criterion.

If the bootstrap splitting attribute at node » is numerical, we consider all the %
bootstrap splitting points to define a confidence interval [z,, z;]. This confidence
interval becomes the coarse splitting criterion for the sample tree. The exact splitting
point is assumed to lie within this confidence interval. The method of computing the
exact splitting point is described below.

CompuTaTiOoN OF ExacT SpLiTTING CRITERIA

We assume that the sample tree is available with coarse splitting conditions for each of
the numerical attributes. The algorithm is based on the assumption that the
bootstraping technique results in correct coarse splitting conditions. That is, the exact
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splitting point lies within the confidence interval so computed, with high probability.
We make one scan over the database to determine the class histogram for the portion
of the original training set that lies within the confidence intervals. Then, the splitting
indices are computed at cach distinct value of the attributes within the confidence
interval. This process can be achieved in just one pass for the whole tree.

The confidence interval can be strengthened by constructing a larger number of
bootstrap trees. For certain data sets, if the original sample D is not a proper
representative, the sample tree may be very small. This is because we may be deleting
the portions of the tree which are not in consensus in all bootstrap trces. It may happen
that we delete a major portion of the bootstrap trees. In such cases, we should take onc
more sample D and start constructing afresh. -

6.18 PRunING TECHNIQUE

The decision tree built using the training set, deals correetly with most of the rccords
in the training set. This is inherent to the way it was built. Overfitting is onc of
unavoidable situations that may arise due to such construction. Moreover, if the tree
becomes very deep, lopsided or bushy, the rules yiclding from the trces become
unmanageable and difficult to comprehend. Therefore, a pruning phasc is invoked
after the construction to arrive at a (sort of) optimal decision tree.

The pruning of the decision tree is done by replacing a subtrec by a leaf node. The
replacement takes place if a decision rule establishes that the cxpccted error rate in the
subltree is greater than in the single leaf.

There are two schools of thought in adopting pruning strategies. They are based on
whether to use the same training data sct that is used for building the tree for pruning, ‘
or to use a separate test data set for pruning. Both the training data set and test data set 1
are pre-classificd data, that is, the class labels of each tuplc arc known for this sct. ‘
Most often, it is hard to have a large collection of such data to warrant both the test
and training sets. One may think of using the complecte sct of data for training. In that
case, pruning is carried out based on the training set. In case the known data is
sufficicntly large so as to keep aside a portion of it for testing, the second approach is
preferable. CART uses the train-and-test approach for pruning. In the train-and-test
approach, we train on one set and tcst on another—the reduced error pruning
algorithm greedily prunes nodes that gain information on the test set. The error is
measured based on test data classification. The post-pruning approach pruncs after the
rules are obtained from the tree. It removes the preconditions that improve cstimated
accuracy and filters out poor rules.

We concentrate on a pruning strategy, based on minimum description length.

The MDL (Minimum Description Length) principle states that the ‘best” tree is the
one that can bc encoded using the fewest number of bits. Thus, the challenge for the

B Fat Do =
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pruning phase is to find the subtree that can be encoded with the least number of bits.
So it is necessary to study the scheme for encoding the decision trec.

CosTt oF EncoDING TREE

The cost of encoding the tree comprises of three separate costs.

A.THE cOST OF ENCODING THE STRUCTURE OF THE TREE

The structure of the tree can be encoded by using a single bit, in order to specify
whether a node of the tree is an intenal node or a leaf node. A non-leaf node can be
represented by 1 and a leaf node by 0.

B. THE COST OF ENCODING FOR EACH SPLIT

The cost of encoding each split involves specifying the attribute that is used to split the -

nodc and the value for the attribute. The splitting attribute can be encoded using log a
bits, if the total number of attributes is a. The splitting point can be specified in a
different way for catcgorical and numerical attributes. If the splitting attribute is
numeric with v distinct values then, since there are (v—1) possible splitting points,
log(v-1) bits are needed to encode the split point. On the other hand, for a categorical
attribute, there are 2” different subsets of values, of which the empty set and the full set
cannot be splitting sets. Thus, the cost of encoding the split is log(2'-2). C,(n)
denotes the cost of splitting the node ».

C. THE COST OF ENCODING THE CLASSES OF DATA RECORDS IN EACH LEAF OF THE TREE
For the cost of encoding the classes of data records 7, the following equation can also
be used.

n k-1 n n*?
C(T=>» nlog—+—log—+log——
() Z gy loag+og

]

where £ 1s the number of classes; #, 15 the number records of 7 in class i and » is the
total number of records in 7,

In the above equation, the first term is simply » times the entropy of 7. Also, since &
nevcr exceeds n, the sum of the last two terms is always non-negative.

MINIMUM COST SUBTREE ROOTED AT A NODE

Let § be the set of rccords associated with a node . If # is a leaf node, then the
minimum cost subtree rooted at n is simply » itself. The cost of the cheapest subtree
rootcd at n is given by

min_cost{n) = C(§) + 1.
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On the other hand, if » is an internal node in the tree with children n/ and n2, then
the minimum cost subtree is either the node n itself or the node » along with the
children #, and #, and the minimum cost subtrees rooted at n, and n,. The cost of the
cheapest subtree is given by

min_cost(n) = MIN[C(S) +1, C,,;,(n)+1+ min_cost(n,) + min_cost(n,)],

where C,(n) is the cost of splitting node » and min_cost(n,) is the minimum cost tree |
at n,. |

PRUNING ALGORITHM

Now that we have formulated the cost of a tree, we next turn our attention to
computing the minimum cost subtree of the tree constructed in the building phase. The
main idea is that if minimum cost at a node is the cost of the node, then the splitting of
the node would result in a higher cost and hence the subtree at this node is removed. In
other words,

If min_cost(n) = C(S) +1, then prune the child nodes n, and n,.

o

ExampLE 6.7
Let us consider the example discussed earlier (Figure 6.2), presented here again for
" ready reference.
The cost of each leaf node can be computed as follows:
Since each leaf node represents a pure node, that is, all the records at this node are
in one class, the first two terms of the cost vanish.
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Figure 6.2
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The cost of nodes at the intermediate level is given by

5 5 1 5 7
C(IN2Y=4log—+log=—+—log—+ log——=15.92
(N2) g4 g1 2 g2 gl"(l)

| 4 .4
C(N3)=2log2+2log2+—log— + log—— = 6.1522
(N3) g g 5 g2 gm)

Coi (N2)=log4=2 (Note that the splitting attribute at N2 is numerical)
min_cost(N2) = Min[C(N2)+1,C, ;,(N2) + C(N4) + C(N5) +1]
= Min[6.92,3] =3
So N2 need not be pruned. _
min_cost(N3) = Min[C(N3) +1, C,,;,(N3)+1]= Min[7.1522,2.58] = 2.58.

So the node N3 will not be pruned.

C(ND= 610gE + 310gi+llog2 + ]ogi =17.003
9 9 2 "2 W

Co (N1) = log(2? —2)=log2=1 (The splitting attribute is catcgorical)

min_cost(N1) = Min[C(N1) +1, C_,, (N1)+min_cost(N2) + min_cost(N3) +1]
=Min[18.003,1+3+2.58 +1].

Hence, the nodc N1 is also not pruned.

6.19  INTEGRATION OF PRUNING AND CONSTRUCTION

A natural question that arises is whether we can incorporate the pruning step within
the construction process of the decision tree. In other words, instead of pruning being a
post-processing step after the tree is fully built, whether it is possible to identify a
node that need not be expanded right at the time of construction as it is likely to be
pruned cventually. We have seen that CHAID attempts to accomplish this. Recently,
Rastogi and Shim have proposed a new algorithm, PUBLIC, which also attempts to
integrate the pruning step within the tree-building process.

PUBLIC

Recall that the pruning mcthod identifies whether the minimum cost subtree at that
node is due to the subtree by splitting of the node or due to the node itself. During the




Decision Trees # 155

construction process, before expanding the node, if we can check this condition, =z
can decide whether to expand the node or not. The critical part is that the min_cos? s
calculated recursively in a bottom-up approach. The cost of a min_cost of a node
cannot be known unless the cost of its subtrees are known. This becomes the mawm
reason to employ the pruning step after the tree is fully constructed. PUBLIC (Pruning
and Building Integrated in Classification} attempts to get over this limitation by
estimating a lower bound of the min_cost of any node, before the node is expanded. It
can easily be seen that if the pruning criterion is satisfied with the lower bound, then it
is also satisfied with the actual value.
PUBLIC distinguishes among three types of current leaf nodes:

B The first kind of nodes are those that are yet to be expanded. For such nodes, the
lower bound on cost is estimated, as the exact value cannot be computed.

B The second is a node which is a leaf node due to pruning its subtrees.

B The third is a node that cannot be expanded further in the construction phase. #or
the last two categories of nodes, the min_cost of the node can be accurately
computed as C(n)+1.

Thus, the main part of the PUBLIC algorithm is to estimate the lower bound on the
cost of the first kind of nodes. A simplie estimate of the lower bound on the cost of a
node is 1. We give below another algorithm to compute the lower bound.

Let us assume that for a node », S is the set of records associated with this node and
let k& be the number of classes for the records in S. Let n, be the number of records
belonging to class i in S. Let us also assumne, without any loss of generality, that the »,
values are arranged in decreasing order. The lower bound is estimated iteratively, with

Lower Bound Estimation
Initializes =1,

k
lower_bound =3+loga+ Z n,, where a is the total number of attributes
=3
whiles+ 1 <kandn, ,>2+loga
lower_bound = lower_bound +2+loga-n,,,
increment s,

the initial estimate being setto 1.

Note that if there are only two classes, the lower bound is directly estunated,
without any iteration, as 3 + log a, where a is the total number of attributes.

Thus, the lower bound so computed is compared with the cost of the node ana a
decision is taken whether to stop expanding the node at this stage.
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6.20 SummaRY: AN IDEAL ALGORITHM

After studying different strategies for building a decision tree for a large database, let
us try to build an ideal decision tree algorithm based on these principles.

We are given a training data set. First of all, we must discover the concept hierarchy
of each of the attributes. This technique is essentially similar to dimension modelling,
which we learned about in Chapter 2. This study helps in removing certain attributes
from the database. As we move up this hierarchy, some of the numerical attributes may
turn into categorical ones. We now identify the numerical and categorical attributes.
Just having the numerical data type does not necessarily imply that the attribute is
numerical (for example, pincode). We take a large sample of the training set so that the
sample fits into the memory. Sampling involves sefect operations (tupie sampling) and
project operations (attribute removal). Construct the attribute list for each attribute.
Construct a generalized attribute list for each attribute, based on dimension hierarchy
(how do you do this? Given as exercise). Construct a coarse decision tree. It is coarse
because of many reasons: {a) generalized attribute list, (b) bootstraping, and (c)
discretizing on the sample data. Search for the exact splitting point from the coarse
splitting point. Prune the tree using the MDL scheme. The question is whether to first
prune the coarse tree and then search for exact splitting point or whether the exact tree
tc be pruned can be investigated. Generate rules from the tree and simplify the rules if
atest data set is available.

There are many other strategies proposed in the literature. For example, clustering
techniques can be used for determining splitting attributes (for example, SPEC).
Oblique trees can also be an useful strategy. Some researchers formulate the decision
tree probiem also as an optimization problem.

6.21 OrTtHEer Torics

We shall focus on some of the related topics here. Though these topics do not directly
contribute to the study of the construction process, they are certainly helpful while
applying the decision tree process for data mining.

PARALLEL ALGORITHMS

The decision tree construction algorithms have some natural characteristics that
prompts for parallclization. Once a node is generated, all of its children can be
simultancously expanded. Furthermore, the process of computing the splitting
attributes and criteria can also be decomposed by performing data decomposition on
the training data set. Nevertheless, parallelization of the decision tree construction
algorithm is a challenging problem for the reasons given below:
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B The shape of the decision tree is very irregular and cannot bc predicted [
beforehand. :

B The amount of work associated with each node varies and is data-dependent.
Hence, any static allocation scheme may not work well with regard to proper load
balancing.

B There can be high-cost data movement. This is because the training set availabic at
any node is to be partitioned and distributed over all its child nodes for concurrent
processing.

The general approach of parallel algorithms for constructing a decision tree are

B node-based decomposition, and
B attribute-based decomposition.

SPRINT, and ScalParc are some paralle] decision tree construction methods.

OsLiaue TREES

It is not always possible to have data sets in real-life such that all the attributes are free
of any correlations. If two attributes are highly correlated in any application, the
decision tree with a single attribute-splitting criteria is not useful, In such cases,
construct trees with a splitting criteria involving more than one attribute at any node.

INCREMENTAL COMPUTATION

Very often, we come across dynamic situations where the database is constantly
incremented. It is necessary to devise a decision tree algorithm that can be updated ?
with incremental training data sets. BOAT can support the incremental induction of a

decision tree. However, not many researchers concentrate on such methods. One argu-

ment could be that in a supervised training environment, training may be an expensive

process and should not be carried out very frequently. As the database is incremented,

only the classification phase can be carried out to update the error of classification.

6.22 CoNcLUSION

Classification is one of the important problems in data mining, and particularly
classification using decision trees is currently one of the most active research areas in
data mining research. We have tried to give a detailed account of this subject in this
chapter. It will be of great help for a student to lcarn the techniques of constructing
decision trees for possible application in data mining. It is envisaged that this chapter
will also introduce researcher to state-of-art work on this topic.
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FurTHER READING

Decision trees are a very well investigated area and a large number of results have
been documented on diverse research areas. The foundations of Classification Tree
and Decision Tree are dealt with in [Breimann, 1984], [Quinlan, 1986]. Quinlan
proposed ID3 in [Quinlan, 1986] and C4.5 in [Quinlan, 1993]. Magidson proposed
CHAID in 1993 [Magidson, 193]. SLIQ was introduced by [Mechta, 1996] and
subsequent improvement as SPRINT was proposed by [Shafer, 1996]. Readers are
referred to [Efron, 1993] for fundamentals of the bootstrap techniques. The BOAT
algorithm was proposed by Gehrke, Ganti, Ramakrishnan and Loh in [Gehrke, 1999].
Rastogi et al. described PUBLIC in [Rastogi, 1998]. The RainForest family of
algorithms can be found in [Gehrke, 1998]. CLOUDS was introduced in [Alsabti,
1998]. ScalParC was given in [Joshi, 1998]. The MDL-based pruning method was
given in [Mehta, 1995]. Oblique decision tree concepts are dealt in [Fukuda, 1996] and
[Murthy, 1994]. The parallel implementation of the decision tree was proposed by
Vipin Kumar and his team in [Srivastava, 1997]. Different pruning methods are
compared in [Mingers, 1989].

EXERCISES

1. Describe the essential features in a decision tree. How is it useful to classify data?

2. What is a classification problem? What is supervised classification? How is a
decision tree uscful in classification?

3. What is a splitting attributc? What is a splitting criterion? Are the splitting criteria
different for numcric attributes and categorieal attributes?

4, What are the diffcrent methods of computing the best split? What is the gini
index? What are entropy gain and gain ratio?

5. What are the disadvantages of the decision tree over other classification
techniques?

6. What arc advantages and disadvantages of the decision tree approach over other
approaches of data mining?

7. Describe the ID3 algorithm of the decision tree construction. Why is it unsuitable
for data mining applications?

8. Describe the class hlstogram count matrix and AVC-sets. Arc they similar in some
respect?

9. Discuss the SLIQ and SPRINT algorithms. How do they differ from each other? Why
are they suitable for data mining? Compare these algorithms with ID3 and CART.

10. What is windowing? When would you prefer to use this technique?

11. Describe the PUBLIC algorithm. How docs it handle pruning while building the
tree?
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12.
13.
14,
15.
16.
17.
18.
19,
20.
21.
22,

23.
24,

25,
26.

27,

28.

29.

Describe the estimation of gini index for a node used in the PUBLIC algorithm.

Describe the CLLOUD algorithm and discuss its advantages over SLIQ.

Describe the RainForest algorithm and compare its features with other algorithms.

Based on the algorithms described in the text, devise an ideal decision tree

algorithm and give reasons for selecting the different strategies.

Let us assume that the training data set has attributes with three levels of

dimension hierarchy. How would you maintain the count matrix for different

levels of this hierarchy?

Describe different pruning strategies.

What is Attribute Induction? What is Relevance Analysis? In what context are

these useful?

What are the three phases of construction of a decision tree? Describe the

importance of each of the phases.

Describe the generic algorithm of the decision tree construction method.

Decision tree classification is a supervised classification because in addition to

classifying the data set, it also generates the descriptions of the classes. True or

False?

Overfitting is an inherent characteristics of decision tree and its occurrence

depends on the construction process and not on the training data set. True or False?

Pruning is essentially to avoid overfitting. True or False?

The accuracy of the classification of a decision tree is calculated using the gini

index. True or False?

Bootstrapping is carried out in the main memory. True or False?

The coarse numeric splitting criterion is a range of values, whereas there is

nothing like a coarse splitting criterion for categorical attributes. True or False?

An oblique tree is relevant when

a. The attributes are correlated

b. The attributes are independent

c. There are only two attributes

d. All attributes are categorical

The 1ID3 generates a

a. Binary decision tree

b. A decision tree with as many branches as there are distinct values of the attribute

c. A tree with a variable number of branches, not related to the domain of the
attributes

d. A tree with an exponential number of branches.

Gain ratio has an advantage over Gain when an attribute is

a. Categorical with only two possible valucs

b. Numerical with two possible values

c. Categorical with a large number of distinct values

d. Numerical with a large number of distinct values
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- 30.

3L

32.

33.

34.

35.

In order to select the attribute to split at a given node by taking the gini index, we
select the attribute which has the

a. Maximum value of the gini index

b. Minimum value of the gini index

The importance of using an attribute list is

a. To avoid repeated sorting of the data set

b. To get a more accurate splitting criterion

¢. To have an alternative method for the gini index and gain index

d. To approximate the data set to a smaller size.

Which of the following algorithms integrates the construction and the pruning phase?
a. CLOUD

b. RainForest

¢. PUBLIC

d. CART

Which of the following is an approximate algorithm?

a. ID3

b. C4.5

¢. SLIQ

d. CLOUD

The count matrix is used in :

a. PUBLIC algorithm for categorical attributes

b. SPRINT/SLIQ algorithms for numeric attnbutes

c. CLOUD algorithm for numeric attributes

The following example represents the training database that gives information of
whether or not to play golf, given a set of climatic conditions. Illustrate the
working of PUBLIC, CLOUD and SPRINT using this example.

Qutlook |Temp|Humidity|Windy|Class
sunny 75 70 true |play
sunny 80 90 true  [no play
sunny 85 85 false |no play
sunny 72 95 false [no play
sunny 69 70 false |play
overcast | 72 90 true lay
overcast 83 78 false |play
overcast | 64 65 true  |play
rainy 81 75 false [play
rainy 71 80 true [no play
rainy 65 70 frue  |no play
rainy 75 80 false |play
rainy 68 80 false |play
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36. Consider the following examples

MOTOR [ WHEEELS | DOORS SIZE TYPE CLASS
NO 2 0 small cycle bicycle
NO 3 0 small cycle tricycle
YES 2 0 small cycle motorcycle _
YES 4 2 smatl automobile | Sports car
YES 4 3 medium | automobile minivan '
YES 4 4 medium | ‘automobile sedan |
YES 4 4 large automobile SuImo

Use this example to illustrate the working of different algonthms.
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7.2 What is a Neural Network?
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7.4 Unsupervised Learning

7.5 Data Mining using NN: A Case Study
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7.7 Rough Sets

7.8 Support Vector Machines

7.9 Conclusion

INTRODUCTION

From Chapter 4 through to ‘Chapter 6, we have studied in detail the algorithms for
discovering association rules, for clustering and for building decision trees. In fact, these
are three main areas of research in data mining algorithms in recent years. Data mining is
essentially a task of learning from data and hence, any known technique which attempts
to learn from data can, in principle, be applied for data mining purposes. But it is crucial,
as we have noticed 1n the earlier chapters, that these algorithms should be suitably
modified to handle the large data residing in secondary memory. This problem is better
illustrated by considering the case of propositional reasoning. Since the days of Boole to
the current state in machine learning and propositional reasoning of Al, researchers have
been proposing algorithms with increasing efficiency, for computing prime implicates/
implicants, converting a CNF to DNF, and so on. It is a trivial exercise to notice that
these problems are directly related to finding frequent sets. Readers may refer to Heiki
Mannila’s pioneering work in this direction. But for the theoretical importance, these
algorithms are inefficient to handle disk-resident data and unless appropriately modified,
these are unsuitable in practice for data mining applications. This is just a single case of
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a variety of known techniques in other disciplines which share same theoretical
foundation as the techniques required for data mining, but cannot be readily applied for
practical data mining applications. We have noted the tricks of modifying decision trees
and clustering algorithms in Chapter 5 and 6. In general, data mining algorithms aim at
minimizing I/O operations of disk-resident data, whereas conventional algorithmics are
more concerned about time and space complexities, accuracy and convergence. Besides
the techniques discussed in the earlier chapters, a few other techniques hold promise of i
being suitable for data mining purposes. These are Neural Networks (NN), Genetic |
Algorithms(GA), Rough Set Theory and Support Vector Machines (SVM). There are '
many books available on these topics. The intention of this chapter is to briefly present
the underlying concepts of these subjects and demonstrate their applicability to data
mining. We envisage that in the coming years these techniques are going to be important
areas of data mining techniques.

In Section 7.2, we introduce the principles of neural computing; and the outline of
MLP architecture and RBF architecture are given. Section 7.3 discusses the learning
techniques of MLP and RBF. Section 7.4 deals with one of the most popular |
techniques namely, Kohonen’s model of Self-organizing Maps. We present a case }
study of data mining using NN techniques in Section 7.5.

In Section 7.6 we shall study the underlying principles of Genetic Algorithms (GA).
In Section 7.9, a case study of data mining using GA is presented.

Section 7.10 gives a brief account of the Rough Set Theory. Rough sets are
increasingly becoming popular in the data mining community. In the following section,
we discuss a case study.

Section 7.12 is concerned with Support Vector Machines(SVM). A few techniques
of data mining using SVMs are proposed.

7.2 WHAT I1s A NEuraL NETWORK?

Neural networks arc a different paradigm for computing, which draws its inspiration
from neuroscience. The human brain consists of a network of neurons, each of which
is made up of a number of nerve fibres called dendrites, connected to the cell body
where the cell nucleus is located. The axon is a long, single fibre that originates from
the cell body and branches near its end into a number of strands. At the ends of these
strands are the transmitting ends of the synapses that connect to other biological
neurons through the receiving ends of the synapses found on the dendrites as well as
the cell body of biological neurons. A singlc axon typically makes thousands of
synapses with othcr neurons. The transmission process is a complex chemical process
which effectively increases or decreases the electrical potential within the cell body of
the receiving neuron. When this electrical potential reaches a threshold value (action
potential), it enters its excitatory state and is said to fire. It is the connectivity of the
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neuron that give these simple ‘devices’ their real power.

Artificial neurons (or processing elements, PE) are highly simplified models of
biological neurons. As in biological neurons, an artificial neuron has a number of
inputs, a cell body (most often consisting of the summing node and the transfer
function), and an output which can be connected to a number of other artificial
neurons. Artificial neural networks are densely interconnected networks of PEs,
together with a rule (leaming rule) to adjust the strength of the connections between
the units in response to externally supplied data,

The evolution of neural networks as a new computational model originates from the
pioneering work of McCulloch and Pitts in 1943. They suggested a simple model of a
neuron that commuted the weighted sum of the inputs to the neuron and an output of 1 or
0, according to whether the sum was over a threshold value or not. A 0 output would
correspond to the inhibitory state of the neuron, while a 1 output would correspond to
the excitatory state of the neuron. Consider a simple example illustrated below.

The network has 2 binary inputs, f, and 7,, and one binary output Y. #, and W, are
the connection strengths of input 1 and input 2, respectively. Thus, the total input
received at the processing unit is given by

'PVOI()+ W}Il_ Wba

where W, is the threshold (in another notational convention, it is viewed as the bias).
The output ¥ takes on the value 1, if Wy I, + W, I, -~ W, > 0 and, otherwise, it is 0 if
Wb+ Wil —W,<0.

But the model, known as perceptron, was far from a true model of a biological neuron
as, for a start, the biological neuron’s output is a continuous function rather than a step
function. This model also has a limited computational capability as it represents only a
linear-separation. For two classes of inputs which are linearly separable, we can find the
weights such that the network returns 1 as output for one class and 0 for another class.

There have been many improvements on this simple model and many architectures
have been presénted in recently. As a first step, the threshold function or the step
function is replaced by other more general, continuous functions called activation

Y=lyorl
Linear threshold unit

-1

Bias unit

Figure 7.1 A Simple Perceptron
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outputs

inputs

Figure 7.2 A Typical Artificial Neuron with Activation Function

functions. Figure 7.2 illustrates the structure of a node (PE) with an activation function.
For this particular node, n weighted inputs (denoted ¥, i = 1,..., n) are combined via a
combination function that often consists of a simple summation. A transfer function then
calculates a corresponding value, the result yielding a single output, usually between 0
and 1. Together, the combination function and the transfer function make up the
activation function of the node. -

Three common transfer functions are the sigmoid, linear and hyperbolic functions.
The sigmoid function (also known as the logistic function) is very widely used and it
produces values between 0 and 1 for any input from the combination function. The
sigmoid function is given by (the subscript » identifies a PE):

1
Y= '
1+exp(-¢ (Z W)

Note that the function is strictly positive and defined for all values of the input.
When plotted, the graph takes on a sigmoid shape, with an inflection point at (0, .5) in
the Cartesian plane. The graph (Figure 7.3) plots the different valucs of £ as the input
varies from —10 to 10.

Individual nodes are linked together in different ways to create ncural networks. In
a feed-forward network, the eonnections bctween layers are unidirectional from input
to output. We discuss below two different architectures of the feed-forward network,
Multi-Layer Perceptron and Radial-Basis Function.

F B
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Output

Activation

=T X 5 10

Figure 7.3 Sigmoid Functions

MuLti-LAver PercerTRoN (MLP)

MLP is a development from the simple perceptron (Figure 7.2) in which extra hidden
layers (layers additional to the input and output layers, not connected externally) are
added. More than one hidden layer can be used. The network topology is constrained
to be feedforward, i.e., loop-free. Generally, connections are allowed from the input
layer to the first (and possibly only) hidden layer; from the first hidden layer to the

w () O %

input
Layer

Figure 7.4 Multi-Layer Perceptron
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second, and so on, until the last hidden layer to the oiitput layer. The presence of these
layers allows an ANN to approximate a variety of non-linear functions. The actual
construction of a network, as well as the deterniination of the number of hidden layers
and the determination of the overall number of units, is something of a trial-and-error
process, determined by the nature of the problem at hand. The transfer function 1s
generally a sigmoid function. The architecture is illustrated above (Figure 7.4).

,AapiaL Basis FuncTioN NETWORKS

Radial Basis Function {RBF) networksare also feedforward, but have only one hidden

layer. Like MLP, RBF nets can learn arbitrary mappings, the primary difference is in

the hidden layer. RBF hidden layer units have a receptive field which has a centre; that

i§; a particular input valiie at which they have a maximal output. Their output tails off

as the input moves away from this point. Generally, the hidden units have a Gaussian
- transfer: function. Figure 7.6 illustrates the Gaussian functions. In Figure 7.5 the
* " architecture of RBF is described. : :

7.3 LearninGg IN NN
In order to fit a particular ANN to a particular problem, it must be trained (or
learned) to generate a correot response for a given set of inputs. Unsupervised

;- Output
. Leyer

Figure 7.5 RBF Arcitecture
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Output

Activation

Figure 7.6 Gaussian Transfer Function. Gaussians with three different standard deviations

training may be used when a clear link between input data sets and target output
values does not exist. Supervised training involves providing an ANN with specified
input and output values, and allowing it to iteratively reach a solution. MLP and
RBF employ the supervised mode of learning. We describe below these learning
schemes.

A PeRcePTRON LEARNING RULE

This.1s the first learning scheme of neural computing. The weights are changed by an
amount proportional to the difference between the desired output and the actual
output. If W is the weight vector and AW, is the change in the / weight, then AW, is
proportional to a term which is the error times the input. We associate a learning rate
parameter to decide the magnitude of change. If the learning rate is high, the change in
the weight is bigger at every step. Formally, the rule is given by

AW, =g(D-Y).L,

where ¢'1s the learning rate, D is the desired output, and Y is the actual output. Single
perceptrons are limited to learning the simple hyperplane decision surface. In other
words, if the classes are visualized geometrically in n-dimensional space, then the
perceptron-generates -descriptions of the classes in terms of a set of hyperplanes that
separate these classes. When the classes are actually not linearly separable, then the
perceptron is not effective in properly classifying such cases. This was one of the
major disadvantages of the perceptron (single layer). The classical example is to .
compute XOR by a neural network, where the class corresponding to output 0 and the
class corresponding to output 1 are not linearly separable. Hence, the perceptron
cannot compute the XOR function.
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TrAINING IN MLP

The multi-layer perceptron overcomes the above shortcoming of the single layer
perceptron. But learning in MLP is not trivial,/The idea is to carry out the computation
layer-wise, moving in the forward direction. Similarly, the weight adjustment can be done
layer-wise, by moving in a backward directiorﬁ For the nodes in the output layer, it is easy
to compute the error as we know the actual outcome and the desired result. For the nodes |
in the hidden layers, since we do not know the desired result, we propagate the error com-
puted in the last layer backward.;This process gives the change in the weight for the edges |
layer-wise. This standard method used in training MLPs is called the back propagation al-
gorithm; Briefly, it involves using a gradient-descent approach to minirnize the squared er-
ror between generated output velues and target output values. Though there is a risk of be-
ing “trapped” in the local minima by employing such a method {convergence to a global
minimum is not guaranteed), it has proved very efficient. The weight change rule is a de-
velopment of the perceptron leaming rule. The weights are changed by an amount propor-
tional to (the error at that unit) times (the output of the unit Jeeding into the weight).
Formally, the leaming steps consist of the

{ Forward pass \
: The outputs and the error at the output units are calculated. /

Roilos i AFLT -

Backward pass .
The output unit error is used to alter weights on the output units) Then, the error at the
hidden nodes is calculated (by back-propagating the error at the output units through
the weights), and the weights on the hidden nodes are altered using these values.

For each training data, a forward pass and backward pass is performed. This is re-
peated over and over again, until the error is at an acceptably low level (or we give up!).

TrainiIng RBF NETWORKS

The RBF design involves deciding on their centres and the sharpness (standard devia-
tion) of their Gaussians. Generally, the centres and SDs (standard deviations) are de-
cided first by examining the vectors in the training data. RBF networks are trained in a
similar way as MLP. The output layer weights are trained using the delta rule.

MLP is the most widely applied neural network technique. RBFs have the
advantage that one can add extra units with their centres near parts of the input, which
are difficult to classify.

7.4 UNsuPERVISED LEARNING

Simple perceptrons, MLP, and RBF networks are supervised networks. In an
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* Figure 7.7 SOM architectire

unsupervised mode, the network adapts purely in response to its inputs. Such networks '
can learn to pick out structures in their input. One of the most popular models in the

- unsupervrsed framework is the self orgamzmg map (SOM)

CoM'Perlrlve LEAaNmG'"f

Compctrtrve leamrng or winner-takes-all may ‘be regarded as the basis of a number of

_'"unsuperv1sed Iearmng strategres A competitive learmng consrsts of k unrts with
; =‘werght vectors w;, of equal dlmensron to the input data. ;During the learnrng process,
" the init wrth its weight vector closest (in somie metric) to the input vector x is adapted

“in ‘such a way that the werght vector becomes closer to the input vector after the
o adaptatlon The unit with the closest werght vector is termed as the winner of the
selccfron process. This learnrng strategy is generally implemented by ‘gradually

N rcducrngthe difference between the Werght vector and input vector. The actual amount

“of teduction at each leammg step may be gurded by means of the so-called learnmg

rate, C. During the learning process, the: we1ght vectors converge towards the mean of
the set of input data.

/ROHONEN’S Som

. The self-organizing map (SOM) was a neural network model developed by Tcuvo

Kohonen durrng 1979-82. SOM is one of the ‘most wrdely used, unsuperv1sed NN

o models and employs competrtrve learnmg steps 1t consists of a layer of input units,
~_each of which is fully connected to a set of output “Units. These output units are
By .arranged in some topology (the most common choice is a two- drmensronal grrd See
" Figure 7. 7). The input units, affer receiving the input pattems X, propagate them as

they are onto the output units. Each of the output units & is assigned a weight vector
w,. During the learning step, the unit ¢ corresponding to the highest activity level: with
respect to a -randomly- -selected input pattern X, is adapted in a such a way that it

exhlbrts an even hrgher actrvlty lcvel at a’ future presentatlon of X. Thls is,

. 2-dimensional ..
array of
' output umts

‘. dimensional, |- -
input X
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. accomplished by the ¢ompetitive:learning described-above.- Usually, the ‘Stmilarity
" metric'is-chosen to be‘the Euclidean distance. During the learning steps of SOM, a set
of units around the ‘winner is tuned towards the cunently presented input pattern
" enabling a spatial aitangement of the input patterns,’ such that §imilar inputs are
mapped onto regioris'close to €ach other-in the grid' of output units: ‘Thiss, the ‘training
- process of SOM results in a* topological -organization of the inpiit patterns.’ It is, in
somne sense, related to k-means ¢lustering. Thus, SOM takes a h1gh-d1men51onal input
and clusters it, but still retains some topological ordering of the output. After training,
an input will cause some of the output units in some area to become active. Such
¢clustering (and dimensionality reduction) is very useful as a preprocessing stage,
whether for further neural network data processing, or for more traditional techniques.

AppLicATIONs oF NEURAL NETWORKS

These days, neural networks are used in a Very-lai'ée number of applications. We list
here some of those relevant to our study. Neural networks are being used in

B investment analysis:
to predict the movement of stocks, currencies etc., from previous data. There, they
are replacing earlier sur_lplg; linear models. . :

® monitoring. . .
networks have been used to monitor the state of aircraft engines. By monitoring
vibration levels and sound, an early warning of engine problems can be given.

B marketing: S =
- neural networks have been used to 1mprove marketing mailshots. One technique is
to run a test max]shot, and look at the pattern. of returns from this: The idea is to
find a predictive mapping from the data known about the clients to how they have
responded. This mapping is then used to direct further mailshots.

- . . R i s ";:_‘;;;\

7.5 Data MiniNG usiNG NN: A Case Stuoy

In thls sectlon we outling a case study to illustrate the potennal apphcatlon of NN for
Data mlmng Th15 case sfuidy is taken from [Shalvi, 1996].-

KNOWLEDGE EXTRACTION THROUGH DATA MiNING

Kohonen, sclf-organizing maps (SOMs) are used to cluster a specific medical data set
containing information about the patients’ drugs, topographies (body locations) and
morphologies (physiological abnormalities); these categories can be identified as the

R an. AN -
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three mput subspaces. Data mining techniques are used to collapse the subspaces into
a form suitable for network classification. The goal is to acquire medical knowledge
which may lead to tool formation, automation and to assist medical decisions
regarding population. The data is organized as three hierarchical trees, identified as
Drugs, Topography and Morphology. The most significant portion of the morphology
tree is displayed in Figure 7.8. Before presenting the data to the neural network,
certain preprocessing should be done. Standard techmques can be employed to clean
erroneous and rédundant data.

Level 1

0 General Morphologic Terms

Level 2
Morphology
no level 2 term codes Tree
Condensed

10 General & Compression |njuries

11 Tharmal Cold & Irradiation Injuries

12 Fractuies

13 Dislocations & Ankyloses

14 Wounds

15 implants & Transplants

16 Acguired Absences
7 Amputated & Transactad Structures
8 Operative Sites

nao level 2 term codes 30 Calculi b Foreign Badies

31 Displacements & Deformities
32 Dilgtions & Diverticula
32 Retentions & Cysts

34 Obstructions & Stenoses

35 Blood Clots, Thrombi & Emboli
38 Fluid Disturbances

37 Hemorrhages

28 Ulkcars

39 Miscellaneous Structural Abnormalities

40 General Terms

41 Acute inflammations

42 Subacute Inlammations

43 Chronic Inflammations

44 Granulamatous Inflammations
45 Organizing Inflammations 50 Degenarations

51 Lysas & Resorbed Tissues
62 Vascular Scleroses

54 Necroses b Infarcts

1 Traumatic Abnormalities

2 Congential Abnormatlities
3 Mechanical A?normalities
4 Types of inflamation

5 Degenerative Abnarmalities
6 Ceilular & Subcel!glar

Abnaormalities

7 Growth, Maturation &
Non-Neopiastic Proliferations

8 International Classification
of Neoplasms

A Specific Veterinary Tumors

Figure 7.8 Morphology Tree

55 Depositions
%6 Dystrophies
57 Pigmentations
58 Atrophies
| da
60 no leval 2 termco 59 Depletions

61 Chromosomal Morphologies

62 Abnormel Cells & Cell Structuras
63 Abnormal Hematopoietic Cells
&7 Cytologic Atypias

63 Ceflular Hormonal Pattern

69 Cellular Stain Reactions 70 Growth Alterations

71 Hypertrophies
72 Hyperplasias
73 Metaplesias

74 Dysplasias

75 Maturation Delacts

76 Prolifarations

78 Fibroses & Repairs

72 Cyclic Tissue Altarations

no level 2 term codes

no level 2 term codes
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The data is prycessed at the root level of each tree—fourteen root level drugs,
sixteen root level topographies and ten root level morphologies. By constraining all the
data to the root level, the degree of differentiation has been greatly reduced from
thousands to just 40. Each tuple is converted into a-bipolar format. Thus, each tuple is
a 40-dimensional bipolar array—a value of either 1 or —1 depending on whether any :
data existed for the leaves of that root node.

‘The Kohonen self-organizing map (SOM) was chosen to organize the data, in order
to make use of a spatially ordered, 2-dimensional map of arbitrary granularity. An
n x n SOM was implemented for several values of n. We describe below only the case
with n=10. The input layer consists of 40 input nodes; the training set consists of 2081
tuples; and the training period was of 30 epochs. The learning coefficient £ is
initialized to 0.06. After approximately 7% epochs, § is halved to 0.03. Afier another
7Yz epochs, it is halved again to 0.015. For the final set of 7)% epochs, it is halved again
to become 0.0075.

D
13 (a7 | 36 a0 | w6\ 3| 19 25| 15] s3
— —— J J
5 Lu 12 5 | 20 9 23 11| 24 A
d
']
AR ]
7 | x 251 14 | 10 5 7 |\ 22 3
E
,
16 24| 31 el 19 f 22N
p,
T —
1] 9 19 6 37 | 25

20| 26 23 29 5 24

26 3 9 2 19 28

0
\
4 24| 27 13 4 15 g 29\
N
1

Figure 7.9 Population clusters
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After the network is trained it is used for one final pass through the:input:data set, in
which the weights are not adjusted. This provides the final classification of each input
data tuple :into a single node in the 10.% 10 gnd. The, output is taken from the
coordinate layer as an (x, y) pair. The output of the SOM is a population.distribution of
tuples with spatial significance. (Figure 7.9). This grid displays:the number of tuples
that were classified into each Kohornen layer node (square) durmg testmg, for
example, Square (1,1) contains 180 tuples. :

Upon examination of the raw-data within these. clusters, one ﬁnds mmilantles
between the tuples which are indicative of medical relationships or. dependencies.
Numerous hypotheses can be made regarding these relationships; many of which were
not known a priori. The SOM. groups together tuples in each square according to their
similarity. The only level at which the SOM can detect similarities between tuples is at
the root level of each of the three subspace trees, since this is.the level of
differentiation presented to the SOM’s input. For example, every one of the tuples in
square (1,1) contains root level data only for Drug 6, Topography 6 and Morphology 5.
The tuple at square (2,1) contains these three root level nodes as well as Drug 7, a
difference slight enough for the network to distinguish the tuple by classifying it one
square away from (1,1). All 34 tuples in square {3,1) contain Drug 6, Topography D
and Morphology 5; but only 29 of the 34 tuples contain Topography.6. Clearly, the
difference between square (3,1) and square (1,1) is greater than the difference between
square (2,1) and square (1,1). :

7.6 GENETIC ALGOFIITHM A S

Genetic algorithms (GA), first proposed by Ho}land in-1975; -are a class of
computational models that mimic natural evolutioti to solve. problerns in a wide variety
of domains. Genetic algorithms.are partlcularly su;tabLe for soivmg complex |
optimization problems and for applications that require; adaptwe problem-solving '
strategies. Genetic algorithms are search algorithms based.on the mephamcs of natural
genetics, 1.¢., operations existing in nature. They combine a Darwmlan *survival of the
fittest’ approach with a structured, yet randomized, information exchange The
advantage is that they can search complex and large-amount of spacgs efficigntly and
locate near-optimal solutions pretty rapldly\GAs were developed in the early 1970s by
John Holland at the University of Michigan ( Adaptation in Natural .and Artificial
Systems, 1975 ).

A genetic algorlthm operates on a set of individyal elements (the populatlon) and
there is a set of biologically inspired operators that can change these individuals.
According to the evolutionary theory, only the more suited individuals in the
population are likely to survive and to generate offsprmg, thus transmitting their
biological heredity to new generations.
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....In computing . terms, genetic algorithms map strings of numbers to each potential
solution. Each solution becomes an individual in the population, and each string
becomes a representation of an individual. There should be a way to derive each
individual from its string representation. The genetic algorithm then manipulates the
most promising strings in its search for an 1mproved solution. The algorithm opérates

PET a} h'rou‘_ﬁh' alsl‘mple cyc‘]e‘ IS el
v G TCrEAtIo 0Fa pofmlandn‘ af stnngs
Ao e VBeRlatofrof cach string. v 1
ol Seleetion of thebest strings. T4
B Genetic manipulation to create'a 1w populat:on of strings.

Figure 7.9 shows how these four stages interconnect, Each cycle produces a new
gnerdtion of possilile satutions: (individugls) for-a given problem. At the first stage, a
population of pOssﬁ)]e solutions is created as a starting point. Each individual in this
populatlon is encoded into a string (the chromosome) to be manipulated by the genetic -
operators. “In the next stage, the individuals are evaluated first the individual is created
from its string description (its chromosome), then its performance in relation to the
target response is evaluated. This determines how fit this individual is in relation to.the
others in the popula;wn Based .an each individual’s fitness, a selection mechanism
chooses the best paifs for the génetlc mampu]atlon process. The selection policy is
_responsible to ensure the survival of the fittest individuals.

The manipulation process enables the genetic operators to produce a new

v population’ of individuals;: the -offepring; by manipulating the genetic information
.yt possessed: by the pairsichosen: to reproduce. This information 1s stored in the strings
i+ 1:7(chyomosames): that describe:the individuals. Two operators are used: Crossover and

Mutation. The offspring generated by this process take the place:of: the: older

t

Decoded strings v~

Offspring
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Durienn G 0IsTo -

" Gelectioni 5

S ey et i ety Oy . N RO T T (garte ol ey
B orlosnTieniay W i [RAERE RS PR L P YO LTI g

G 10y SR TR P It T IE A IO BNITUI R F FETERPLIN R o SRR RIS L E R EEE FENRRYE I S P
Flgure7 10 The “Reproductmn Cycle T R




oLl EF 3/~ "N

wiF Ty

216 # Data Mining Techniques

population and the cycle is repeated until a desired lev:”
determined number of cycles is reached.

CROSSOVER

Crossover is one of the genetic operators v
material. It takes two chromosomes and
produce new chromosomes. As Figure
randomly chosen, portions of the parer

are combined to produce the new off-

Parent 1

[} o{}-<{1}o{T}e{i}o’

Crossover P

“tained, or a
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Before Mutation
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After Mutation
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Figure 7.12 Mutation

PROBLEM-DEPENDENT PARAMETERS

This description of the GA’s computational model reviews the steps needed to create
the algorithm. However, a real implementation takes into account a number of
problem-dependent parameters. For instance, the offspring produced by genetic
manipulation (the next population to be evaluated) can either replace the whole
population (generational approach) or just its less fit members (steady-state approach).
The problem constraints will dictate the best option. Othcr parameters to be adjusted
are the population size, crossover and mutation rates, evaluation method, and
convergence criteria,

EncoDiNG

Critical to the algorithm’s performance is the choice of underlying encoding for the
solution of the optimization problem (the individuals or the population). Traditionally,
binary encodings have being used because they are easy to implement. The crossover
and mutation operators described earlier are specific to binary encodings. When
symbols other than 1 or 0 are used, the crossover and mutation operators must be
tailored accordingly.

THE EvALUATION STEP

The evaluation step in the cycle, shown in Figure 7.10, is more closely related to the
actual application the algorithm is trying to optimize. It takes the strings
representing the individuals of the population and, from them, creates the actual
individuals to be tested. The way the individuals are coded as strings will depend on
what parameters one is trying to opumize and the actual structure of possible
solutions (individuals). After the actual individuals have been created, they have to
be tested and scored. These two tasks again are closely related to the actual system
being optimized. The testing depends on what characteristics should be optimized
and the scoring. The production of a single value representing the fitness of an
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individual, depends on the relative importance of each dlfferent characteristic value
obtained during testiyig.« S :

Data MINING UsING GA

The application of the genetic algorlthm in the context of data mining is generally for

the tasks of Aypothesis testing and refi nement, where the user poses some hypothesis

and the system first evaluates the hypothesis and then seeks. to-refine it. Hypothesis

refinement is achieved by “seeding’’ the system with the hypothesis and then allowing

some or all parts of it to vary. One can use .a variety,. of evaluation: functions o

determine the fitness of a candidate refinement. The important aspect of the GA
-application is the-encoding of the hypothesis and the evaluation function for fithess.

- Another.way to use GA for data mining is‘to-design.a hybrid techniques by blending

- ..one of the: known techniques: with GA. ‘For- example;:it is: pessible to-use the genetic

~-algorithm for uptimal decision. tree-induction. ‘As we have seéen in ‘Chapter 6, we can

.take samples.of the fraining data set to build & detision tree. Thus, by randomly

- generating different samples, we can build many decisién4rees usirg any of the

traditional techniques: But we are not sure of the optimal tree. At this stage, the GA is

very useful in deciding on the optimal tree and optimal splitting attributes.: The genetic

algorithm evolves a population of biases for the decision tree induction algorithm. We

can use a two-tiered search strategy. On the bottom tier, the traditional greedy strategy

is performed through the space of the decision trees. On the top tier, one can have a

_genetic search in.a. space of biases. The attribute selection parameters are used as

.. biases;which are used to-modify the behaviour of the first tier search. In-other words,

. the GA controls the preference for one type.of decision tree over another.

An individual (a bit.string) Tepresents a bias and-is evaluated by using testing data
subsets. The “‘fitness” of the individual is the average cést of classification’ of the
decision tree. In the next generation, the population is replaced with new individuals.
The new individuals are generated from the previous generation, using mutation and
crossover. The fittest individuals in the first generation have the most offspring.in the
second generation. After a fixed number of generations, the algonthm halts and its

. output is the decision tree the determined by the fittest individual. In Seetion 9:10, we
. discuss the. appllcatlon ofGA for event prediction, . .. .. .

7,:7 ‘RoueH SETS o
Rough set theory isa tool for studymg 1mpre0151on vagueness and‘iiiicertamty in data
ana]ysrs It focuses on dellvery patterns, rules, and knowledge in data. The rough set
) itself is the ; appr0x1mat10n of a vague concept (set) by a pair of premse concepts called
"the lower ‘and upper approximations (which are a classification of the domain of
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interest into disjoint categories). The classification (attributes) -formatly represents our
knowledge about the domain. IPRRRY
‘Let us state the supervised classification problem in another way. Assume that our
set-of interest is the set S, and we know which sample elements are elements of 8. We
are looking for & definition of § in terms of the attributes. The membership statas of

. objects, with respect to an-arbitrary subset of the domain, may not be clearly definable.
. This fact leads to the definition of a set in-terms of lower and uppér approximations.
.. The.lower.approximation. is-a description of the domain objects which are known with

certainty to belong to the subset of interest, whereas the upper approximation is a

description of the objects which may possibly.belong to the subset. Any subset defined

through its lower and upper.approximations is called a rough set, if the boundary
region is not empty. We give below the formal definition of this concept.

An equivalence relation, 6 on U, is a binary relation which is transitive, _rqﬂcxive,.

and symmetric. In the context of rough sets, we term an equivalence relation ‘as an
indiscernibility relation. The pair (U, 0) is called an approximation space. With each

_equivalence relation 8, there is a partition of U such that two elements a, b in U are in

the same class in this partition, iff @65, We denote a class in the partition due to 6, as
6,={b € U|abb}, For a subset X U, we say that

X =U{8.]16, < X}, is said to be the lower approximation or positive i'_égidn of X, and

X =B, [xe X}, issaid to be the upper approximation or. possible region of X.

X - K ig the area of,u‘ncer.tainty and the region X w X is said to be the region of
_certainty.. . e . y

The rough set of U is a pair (_X_,}).

. For example, let us consider the database, 7, which contains the following

transactions: . S _ SR o
{abc}, {a,b,d} {a.c, d}, {a, c, e}, {a, d, e}, and {a, d, f}. Assume also that the

jtems in the transaction are ordered.

We define an equivalent relation between transactions as having two common
prefixes. In other words, two transactions are equivalent if their first two elements are
the same. AP LA co L e T

X is a subset of a transaction which contains transactions {a, b, ¢}, {a: b, d}, and
{a, c,d}. T Lo o

The lower approximation of Xis {{a, b, c}, {a, b,d}}

" The upper approximation of X'is {{a, b, c}, {a, b.d}, {a, ¢, d}, {a, ¢, e} }

In the context of a database, Tet us assuine the database, T, as a set of tuples: The
set of attributes on these tuples are defined as A={4,, 42, ..., A.} Foratuplet € T,
arid for a subset X c A, #[X] denotes thc projection of the tuple ¢, on the set of
attributes in X. o - B
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For a given subset of attributes Q, we define an equivalence relation on T as
follows.

For two tuples ¢, t,, we say that 7, 0 4, if 4{Q] = 6[Q]. That is, we say that two
tuples ¢, and £, are indiscernible with respect to the attributes in Q. With this
indiscernibility relation, we can determine the lower and upper approximation for any
subset of tuples in 7. We can say that a set of attributes Q is dependent on another set
P, if the partition of the database with respect to P contains the partition with respect
to . This will lead to efficient techniques of attribute elimination required for
decision trees, association rules and clustering.

The notion of the rough set has been investigated since the 70s, and has been found
useful in the realms of knowledge acquisition and data mining.

APPLICATION -

A number of practical applications of this approach have been developed in recent
years, in areas such as medicine, drug research, process control and others. One of the
primary applications of rough sets in Al is for the purpose of knowledge analysis and
discovery of data. The rough set framework has been used with success in several data
mining applications.

Some of these are:

RSES: [pvv] The RSES system was developed in Poland and uses state-of-the-art
techniques from the Rough Sets theory. A maximum of 30,000 objects with 16,000
attributes can be processed for rule generation. The number of attributes poses few
restraints, but the relatively low number of maximal objects prevents it from being
used on large data sets.

DataLogic/R It is a database “mining” from Reduct Systems Inc. The software is
based on theories of knowledge representation, inductive logic and rough sets.
According to Reduct Systems, their software is unique in that it analyzes logical
patterns in data at different levels of knowledge representation. This means that it can
discover facts and relationships not accessible with any o.her method.

KDD-R This system is based on the Variable Precision Rough Set (VPRS) model.
This carries out: (i) analysis of dependencies among attributes and elimination of
superfluous attributes, and (ii) computation of rules from data.

LERS Learning from Examples based on Rough Sets, is another system creatcd for
rule induction. The system handles inconsistencies in data sets by following the
principles of rough sets. These inconsistencies are not corrected, but instead the upper
and lower approximation for cach concept is calculated. Thereafter, deterministic and
indeterministic rules are generated. ’
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7.8 SuprpoRT VECcTOR MACHINES

Support vector machines are learning machines that can perform binary classification
and regression estimation tasks. They are becoming increasingly popular as a new
paradigm of classification and learning. SVMs are also recognized as efficient tools
for data mining and are popular because of two important factors. First, unlike the
other classification techniques, SVMs minimize the expected error rather than
minimizing the classification error. Second, SYMs employ the duality theory of
mathematical programming to get a dual problem that admits efficient computational
methods. SVMs represent a paradigm of classification techniques and include several
classes of techniques, which differ among themselves, based on the kernel function
and the linear or non-linear separating surfaces between classes. !{

One cannot overlook the presence of an optimization problem hidden in the
classification or clustering tasks. The minimization of error or maximization of the
effectiveness of classification are the key ideas in building a decision tree or
segmenting the data set into clusters. Instead of minimizing the error, SVMs
incorporate structured risk minimization into the classification. By structured risk
minimization, we mean minimizing an upper bound on the generalization error. In a
supervised classification, we have a training data set and a test data set. The
classification error is calculated based on the ratio (or percentage) of misclassified test
data items to the whole test data set. However, the classification scheme is generated
from the training data set. The training data set and the test data set may be the same
or altogether different. It is up to the user to specify these two data sets. On the other
hand, the generalization error is less if the test data exhibit a similar classification as
the training data. However, the generalization error is high if these two data sets
contradict each other in terms of representing class boundaries. SVMs create a
classifier with minimized expected probability of error, which means good
generalization.

Consider a simple case when two data sets, 4 and B, are linearly separable.
Traditionally, we attempt to discriminate the points in 4 and B by constructing a
separating hyperplane X* W = y so that the open haif space {X | XeR®, X* W > y}
contains mostly the points of 4, and the open half space {X| XeR", X' W < y} contains
mostly the points of B. In other words, we wish to determine W and such that the
following two inequalities are satisfied.

Eeman s o

where A denotes the matrix corresponding to all X in class 4; B denotes a matrix for

data in B; and e is the vector of all Is. |
One can see that there can be an infinite number of planes satisfying these ;

conditions. Neural networks attempt to determine the hyperplane satisfying these

conditions, such that the error is minimized. On the other hand, SVMs attempt to |

|

AW=>¢ey and BW<ey 1‘
: |

|
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determine, among the infinite number of planes, the one that 'will have:émallest”

generalization error.

- We can write the normalized version of the above pair of mequahnes as .
AW e}f+ € ' and BW< e}f—.

PSR

- This means that for every X in'the class 4, we have X' W= »<:-+1 and for every Xin

class B, we have X' W — y < —1 (Figure 7.13); This represents a pair of parallel

hyperplanes separatmg two classes. The SVM focuses on detenmnmg two maximally
apart parallel hyperplanes Thus, SVMs choose the planes that maximize the margin
separating two classes. The key idea is- that the classifier must redude the expected

~ classification error and the confidence interval to ensure good generalization.

Geometrically, this corresponds to widéning the gap between two parallel planes; one
supporting class 4 and the other supportmg class B: The wider the gap, the’ smaller is

: the generahzatlon error.

CXtweoy <1

. '._..:. B
o -.,‘0. RN
. N, ’ 4 ’0 : ' S J
. AR | "*0-. L L
. A AS A ST N o
o A AAA.\ g . . Ty el .
x! Wy > jf'1 A a) A : . oo B
. A, L e XIWey=a

fx
AR
-

CXEW S o
KXWy =41

Figure 7.13  Paralicl hyperplanes separating two classes. The distance .b,(;_tw:egﬁ Fl-h:e: t“:,d'm-gnes

s d = 2/" W,yy ||2

- We say that thé hyperplane determmed by (W b supports the set A when every

.element X of A satisfies XW = y (or, AW < ) and there is at least one element.that

satisfies this as equality. In order to get two maximally apart parallel hyperplanes; it is
necessary that these planes are the supporting surfaces of the respective classes.
In order to determine the hyperplane whose two parallel planes support 4 and B, so

- that the gap between these parallel planes is the widest, we formulate ‘the fmllowmg

optlmlzatmn problem:
2
Tov.n]

Max:mtzew },
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X AW —ey=e
subject to
—-BW+eyze.

For the more general case, when the classes are not linearly separable, we formulate
the same problem by introducing two additional variables as the following quadratic
programming problem:

L A
Minimize,, , . (1- /?.)”(y, z)" + EH(W, ?”)”
8.t

—AW +ey+e<y,
BW —ey+e<z,
y20,z20.

This is a convex quadratic programming problem. We can consider different norms
to construct different linear SVMs. A simple case can be written as follows:

Minimizewlr'y‘z (1-D('y+2'2)+ %(W’W +77)

st
-AW +ey+e<y,

P -

BW —ey+e<z,
v20,z20.

Clearly, for the above quadratic problem, the following condition is satisfied at the
optimal point

y=(-AW +eyr+e),,
z=(BW ~-eyr+e),,

where (x). denotes Max(x, 0).

Thus, the quadratic programming problem can be written as the unconstraincd
convex quadratic optimization problem, by substituting these values for y and z. The
dual of this problem is simple to solve even for high input dimensions and carries very
simple constraints. Readers are referred to literature on convex programming problems
for deriving the dual of the problem and for the solution techniques. Ofien, one can
even determine a close form solution for the dual. This makes the computation task :
very simple. It is interesting to study the iterative scheme proposed by Mangasarian il
[Mangasarian, 2000]. ;

The SVMs differ among themselves on using different norms and different kernel i
functions while formulating the optimization problem. It is demonstrated that SVMs
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are very useful for knowledge discovery, classification and regression analysis.
Bennett ef al. propose a method of using SVMs for decision tree constructions.

Let use consider the data set depicted in Figure 7.14 to demonstrate the use of SVM
for the construction of a decision tree. We can employ one SVM to partition the data
sets into two subsets: one consisting of 4, UB,, and the other of 4,uB,. This
constitutes the first level splitting of the decision tree. For each of the subsets, we can
use one more SVM to split and classify the two classes, 4 and B. Bennett et a/. show
that all the three SVMs can be equivalently formulated as a single optimization
problem whose dual is simple to solve. It is also easy to find the primal solution from
the dual. Thus, SVM can be utilized to construct a generalized decision tree more
efficiently.

Figure 7.14 Oblique Decision Tree using SVMs.

Joachims demonstratcd the applications of SVMs to text categorization, to achieve
error rates significantly below those achievable by other known classification
techniques. SVMs provide a significant improvement in accuracy, but at the cost of
simplicity and time efficiency.

Intuitively, SVMs map non-linearly their n-dimensional input space into a high-
dimensional feature space. In this high dimensional feature space, a linear classifier is
constructed. Two results make this approach successful:

B The generalization ability of this learning machine depends on the VC dimension
of the set of functions that the machine implements, rather than on the
dimensionality of the space. A function that describes the data well and belongs to
a set with low VC dimension will generalize well, regardless of the dimensionality
of the space.

N The construction of the classifier only needs to evaluate an inner product between
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two vectors of the training data. An explicit mapping into the high-dimensional
feature space is not necessary. In a Hilbert space, inner products have simple Fﬂ
kemel representations and, therefore, can be easily evaluated. "

7.9 ConcLusioN

In this chapter, we have discussed four different techniques, namely, Neural Networks,
Genetic Algorithms, Rough Set Theory and Support Vector Machines. These subjects
are not yet developed to the extent that other techniques like decision trees, clustering
or association rules. Nevertheless, these techniques are undoubtedly important and
efficient techmques for data mining applications. We envisage that in next few years,
these techniques will surely mature and be dealt with as independent topics within the
area of data mining. In this chapter, we have not focused on the algorithmic aspects of
SVMs, but have only outlined the basic principles.

FurTHER READING

NeurRaL NETWORKS

- There are many excellent books on neural networks outlining various models. There
are also many recent research papers which demonstrate the suitability of neural
computing for data mining. However, there are not many papers which handle disk-
resident training data sets. Kohonen’s WEBSOM is one of the pioneering works
[Kohonen, 1997]. The case study in the text is taken from [Shalvi].

o e s

GA

Goldberg’s book is an excellent reference for GA.

RouGH SETs

The theory of rough sets has been under continuous development for over 12 years
now, and a fast:growing group of researchers and practitioners are interested in this
methodology. The theory was proposed by Zdzislaw Pawlak in the 1970s as a result of
a long-term program of fundamental research on the logical properties of information
systems, carried out by him and a group of logicians from the Polish Academy of
Sciences and the University of Warsaw, Poland. A brief introduction on the theory of ;
rough sets is given by the Electronic Bulletin on Rough Sets (EBRS, 1993). !
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SVM

The origin of SVMs perhaps goes back to very early research by Vapnik [Vapnik,
1974] and [Vapnik, 1979). In these two books, the original “Generalized Portrait”
Algorithm for constructing separating hyperplanes with an optimal margin is
described. In addition, important work in the context of reproducing kemels, related to
the SVM methods, has been done by Wahba and co-workers. An introduction to SVM
can be found in the articles of Mangasarian and of Vapnik. Benett proposcs the use of
SVM for an oblique decision tree.

EXERCISES

Describe the principle of neural computing and discuss its suitability to data mining.

2. Discuss the salient features of the genetic algorithm. How can a data mining
problem be an optimization problem? How do you use GA for such cases?

3. Discuss the underlying principles of the rough set theory. Discuss the situations
when this theory may be useful for data mining.

4. Given a transaction database, define some equivalence relations on the set of
attributes or the set of tuples. Find the lower and upper approximation, Is it
possible to discover some information from this?

5. How is SVM different from MLP-based classification?

6. Propose a method of implementing MLP with error back-propagation learning,
such that the system can learn and classify based on disk-resident data. Discuss the
possibility of minimizing the I/O operation during leamning.

7. Is it possible to use the perceptron for building decision trees? Please recall that a
decision tree also defines a hyperplane for splitting. Distinguish between these
methods.
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WEB MINING

8.1 Introduction

8.2  Web Mining

8.3  Web Content Mining

8.4  Web Structure Mining

8.5  Web Usage Mining .
8.6  Text Mining

8.7  Unstructured Text

8.8  Episode Rule Discovery for Texts
8.9  Hierarchy of Categories

8.10 Text Clustering

8.11 Conclusion

INTRODUCTION

In recent years we have witnessed an ever-increasing flood of written information, cul-
minating in the advent of massive digital libraries. The world wide web has become a
very popular medium of publishing. Though the web is rich with information, gather-.
ing and making sense of this data is difficult because publication on the web is largely
unorganized. Having learnt the data mining techniques, a question that naturally comes
to our minds is whether we can extract implicit, previously unknown information from
the massive collection of documents available in the web. And, if so, do we have to
design new techniques or we can make use of the standard data mining techniques
available? In this chapter, the essential features of web mining are identified. We also
discuss the subproblems, where these standard techniques can be employed. It will be
shown here that text mining research is the most important aspect of web mining.

The objective of this chapter is to present a brief overview of web mining tech-
niques. Readers may notice that, unlike the earlier chapters, details of the techniques
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[

are not discussed here. We feel that the topic is still in its infancy and hence, it is suffi-
cient at present to study the fundamental principles only and not the techniques. We
shall, however, provide sufficient information for a researcher to initiate a rescarch
programme in web mining.

8.2 Wes MininGg

' We make use of the web in several ways. As Kosala et al. put it, we intcract with the
web for the following purposes.

FiNDING RELEVANT INFOH JATION

We either browse or use the search service when we want to find specific information
on the web. We usually specify a simple keyword query and the response from a web-
search engine is a list of pages, ranked based on their similarity to the query. However,
today’s search tools have the following problems:

M Low precision: This is due to the irrelevance of many of the search results. We
may get many pages of information which are not really relevant to our query.

B /ow recall: This is due to the inability to index all the information available on
the web. Because some of the relevant pages are not properly indexed, we may not
get those pages through any of the search engines.

DiscoveriING NEw KnowLEDGE FROM THE WEB

We can term the above problem as a query-triggered process (retrieval oriented). On
the other hand, we can have a data-triggered process that presumes that we already
have a collection of web data and we want to extract potentially useful knowledge out
of it (data mining-oriented).

PersonaLiZzED WEB PAGE SYNTHESIS

We may wish to synthesize a web page for different individuals from the available set
of web pages. Individuals have their own preferences in the style of the contents and
presentations while interacting with the web. The information providers like to create
a system which responds to user queries by potentially aggregating information from
several sources, in a manner which is dependent on the user.

LeARNING ABOUT INDIVIDUAL USERS

It is about knowing what the customers do and want. Inside this problem, there are
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subproblems, such as mass customizing the information to the intended consumers or
even personalizing it to individual user, problems related to effectiVe web site design
and management, problems related to marketing, etc.

Web mining techniques provide a set of techniques that can be used to solve the
above problems. Sometimes, web mining techniques provide direct solutions to above
problems. On the other hand, web mining techniques can be used as a part of a bigger
application that addresses the above problems. However, web mining techniques are
not the only tools to handle these problems. Other related techniques from different
research areas, such as database (DB), information retrieval (IR), and natural language
processing (NLP), can also be used.

Web mining, when looked upon in data mining terms, can be said to have three
operations of interests—clustering (e.g., finding natural groupings of users, pages,
etc.), associations (e.g., which URLs tend to be requested together), and sequential
analysis (e.g., the order in which URLs tend to be accessed). As in most real-world
problems, the clusters and associations in web mining do not have clear-cut boundaries
and often overlap considerably.

Mining techniques in the web can be categorized into three areas of interest
(Figure 8.1), based on which part of the web is to be mined [Madria, 1998]. They aie

1. Web content mining,
2. Web structure mining, and
3. Web usage mining.

8.3 WEeB ConTENT MINING

Web content mining describes the discovery of useful information from the web
contents. However, what comprise the web contents could encompass a very broad
range of data.

S

Web Mining

o

Web Usage
Mining

Web Content Web Structure
Mining Mining

N

"~ v

Figure 8.1 Web Mining Tasks

1
Web Page Search Result General Access Customized : :
Content Mining Mining Pattern Tracking Usage Tracking
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The web contains many kinds of data. We see that much of the government
information are gradually being placed on the web in recent years. We also know the
existence of Digital Libraries that are also accessible from the web. Many commercial
institutions are transforming their businesses and services electronically. We cannot
ignore another type of web content—the existence of web applications, so that the
users could access the applications through web interfaces. Many applications and
systems arc being migrated to the web and many types of applications are emerging n
the web environment itself. Some of the web content data are hidden data, and some
are generated dynamically as a result of queries and reside in the DBMSs. These data
are generally not indexed.

Basically, the web content consists of several types of data such as textual, image,
audio, video, metadata, as well as hyperlinks. Recent research on mining multi-types
of data is termed as multimedia data mining. This line of research is yet to receive
proper attention and most of the efforts on web content mining are concentrated on the :
fext or hypertext contents. The textual parts of web contcnt data consist of
unstructured data such as free texts, semi-structured data such as HTML documents,
and more structured data such as data in the tables or database-gencrated HTML
pages. Undoubtedly, much of the web content data is unstructured, free text data. As a
result, the techniques of text mining can be directly employed for web content mining
in such cases. We shall study text mining techniques in the later part of this chapter. ;

8.4 Wes StrucTURE MINING

Web structure mining is concerned with discovering the model underlying the link |
structures of the web. It is used to study the topology of the hyperlinks with or without
the description of the links. This model can bc used to categorize wcb pages and is :
useful to generate information such as the similarity and relationship between different |
web sites. Web structure mining can be used to discover authority sites for the subjects . i
and overview (or hub) sites for the subjects that point to many authorities. It may be |
noted that while web content mining attempts to explore the structure within a
document (intra-document structure), web structure mining studies the structures of
documents within the web itself (inter-document structure).

We can view any collection, V, of hyperlinked pages as a directed graph G = (¥, E):
the nodes correspond to the pages, and a dirccted edge (p, g) € £ indicatcs the ;-
presence of a link from p to g. Wc say that the out-degree of a node p 1s the number of :
nodes to which it has links, and the in-degree of p is the number of nodcs that havc :
links to it. If W c ¥ is a subset of the pages, we use G| W] to denote the graph induccd
on W—its nodes are the pages in /, and its edges correspond to all the links between
the pages in . ;

Some algorithms have been proposed to model web topology such as HITS, |
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PageRank, CLEVER; and these models are mainly applied as a method to calculate the
quality rank or relevancy of each web page. We shall outline below some of the
techniques that are useful in modelling web topology.

PaceRaNk

The motivation is from academic citation literature, where the importance of a
document is measured by counting citations or backlinks to a given document. This
gives some approximation of a document’s importance or quality. This concept is
extended to web pages. The intuitive justification is that a page can have a high
PageRank if there are many pages that point to it, or if there are some pages that point
to it which have a high PageRank. Intuitively, pages that are well cited from many
places around the web are worth looking at. Also, pages that have perhaps only one
citation from something like the Yahoo! homepage are also generally worth looking at.
PageRank handles both these cases and everything in between, by recursively
propagating weights through the link structure of the web.

PageRank is defined as follows: ' :

We assume page 4 has pages 7\, ..., T,, which point to it (i.c., are citations). The
parameter d is a damping factor which can be set between 0 and 1 and is usually
set to 0.83. out_deg(A) denotes the number of links going out of page A (out-
degree of A). '

DeriniTion 8.1  PaceRank

The PageRank of a page A is given as follows:

PR(A4) :(l—d“d[zﬂﬁ}

i=l

PageRank or PR(4) can be calculated using a simple iterative algorithm, and
corresponds to the principal eigenvector of the normalized link matrix of the web. Let
n be the number of documents we have. We define the link matrix M, where the M;
entry is 1/n; if there is a link from document j to document /, otherwise M is 0. n, is
the number of the forward link of document j (out degree of j). Then we can compute
the PageRank on the graph which is the dominant eigenvector of the matrix 4.

Note that the PageRanks form a sort of a probability distribution over the web
pages. PageRank also provides models of user behaviour. Consider a surfer starting
from a web page at random and who keeps clicking on links, never hitting “back”, but
eventually be gets bored and switches to another random page. The probability that the
surfer visits a page is its PageRank. The damping factor 4 is to model the probability
that at each page the surfer would get bored and request another random page.
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SociaL NETWORK

Social network analysis is yet another way of studying the wcb link structure. It uses
an exponentially varying damping factor. Web structure mining utilizes the hyperlinks
structure of the web to apply social network analysis, to model the underlying links
structure of the web itself. The social network studies ways to measure the relative
standing or importance of individuals in a network. The same process can be mapped
to study the link structures of the web pages. The basic premise here is that if a web
page points a link to another web page, then the former is, in some sense, endorsing
the importance of the latter. Links, in this network, may have different weights,
corresponding to the strength of endorsement.

Kautz et al. in a pioneering work on web structure mining, The Hidden Web,
propose a measure of standing of a node based on path counting. They carry out social
network analysis to model the network of Al researchers. The standing of a node(pagc)
can be defined as follows.

DerNiTion 8.2  STaNDING OF A NODE

For nodes p and g, let P, denote the numkb.r of paths of length exactly » from p to g. i
Let b < 1 be a constant, chosen to be small enough so that O, = Z, b P\ converges. i
One can view & as the damping factor. Please note that the damping factor varies with ;
. the length of the path.
The standing of the node g, g, is defined as &, O,

TRANSVERSE AND INTRINSIC LINKS

Kleinberg discusses a heuristic method of giving weightage to links. A link is said to
be a fransverse link if it is between pages with different domain names, and an
intrinsic link if it is between pages with the same domain name. Here, by “domain
name’’, we mean the first level in the URL string associated with a page. Since
intrinsic links very often exist purely to navigate the infrastructure of a site, they
convey much less information than transverse links about the importance of the pages
to which they point. Thus, while computing the PagcRank or standing of a page, the
intrinsic links need not be taken into account. Kleinberg proposes to delete all intrinsic
links from the graph, keeping only the edges corresponding to transverse links. This is
a very simple but effective heuristic

RerFeRENCE NODES AND INDEX NODES

Botafogo et al. propose another way of ranking pages. They define the notion of index
nodes and reference nodes.
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Derinmion 8.3 Inoex Nope

An index node is a node whose out-degree is significantly larger than the average out-
degree of the graph.

DerFinmon 8.4 RerFerence NoDe

A reference node is a node whose in-degree is significantly larger than the average in-
degree of the graph.

CLUSTERING AND DETERMINING SIMILAR PAGES

For determining the collection of similar pages, we need to define the similarity
measure between pages. There can be two basic similarity functions.

Derinmion 8.5  BisLiogrAPHIC COUPLING

For a pair of nodes, p and ¢, the bibliographic coupling is equal to the number of
nodes that have links from both p and g.

DeFinmion 8.6  Co-cITATION

For a pair of nodes, p and g, the co-citation is the number of nodes that point to both p
and q.

We give a simple graph of clustering techniques for clustering the web documents
based on the web structure.

We first identify the influential pages that are referred by substantially large number
of pages. The next step is to create a soft cluster around each of the influential pages
based on citation count. The pages are assigned to the soft cluster if they are co-cited
along with the influential page. After creating those soft clusters, the similarity between
the soft clusters are calculated and based on the values of the similarity measure,
certain soft clusters are merged in the hierarchical agglomorative ¢lustering principle.

In order to determine the set of influential pages, it is necessary to define a
threshold A and identify the nodes whose degree exceeds the value A. There are
different variations to this approach. One can only count the out-degree or in-degree;
can count either the transverse or intrinsic degrees. In order to build a soft cluster
around an influential node v, we identify all other nodes x, such that there is at least
one node y that cites both x and v. In some cases we can take into account both
bibliographic and co-citation couplings. The similarity measure between two sub-
clusters §, and S, is computed as

5,15, |
5,08, ]
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ExampLE 8.1

Let us understand the working of the algorithm based on the set of URLs taken from
www.cora jpre.com (see Addendum at the end of this chapter). In the subsequent
discussion we shall refer to these URLs by their respective serial numbers. There are
101 URLs. We assume A to be 8. Based on the adjacency list of the graph, Figure 8.2,
the set of influential nodes are identified as nodes 1, 2, 3 and 5. The soft clusters are
computed by co-citation links, as shown in Figure 8.3. Figure 8.4 shows the merging
of clusters based on similarity function.

a0[41]42]43]4a]25]26]20]30]32[33|
(@)—{ss]42]26[43[a4]27]28]31]34] 35
47[a8[a9]50]51]36]37]38]39]
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a3(56[57]58]59]60]25]26]
(6)—[61]25]62[63]6a[27] 28]
65]66]67]68]29]30]
-f67[43]44]60]65]31]
43]70[71]32]33[34]

[7235]71]

T[]0

5(73|3

I

[

[

~d

[

[95]96]97] 98]
@3—~{99]62[39[36] 38

@)

Figure 8.2 Adjacency List of the Graph Formed by the URLs
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Soft Cluster 1: {7 6566 67 68293084344 69319707132 3334140 4142 25 26}
Soft Cluster 2: {66125626364272886743446965319707132 33 34245 42 46 35}
Soft Cluster 3: {44952 53 54 55 38 39 23 99 62 36 24 100 101 37 347 4850 51}
Soft Cluster 4: {54356 57 58 59 60 25 26}
Figure 8.3 The Set of Soft Cluster. Number in Boldface Indicates the Influential Nodes.

{6 4356 57 58 59 60 25 26 6 61 62 63 64 27 28 8 67 44 69 65 31 9 70 71 32 33
342454246 35766682930 14041}

{44952 53 5455 3839 23 99 62 36 24 100 101 373474850 51}

Figure 8.4 Merged Clusters Based on Similarity

8.5 WEeB Usace MINING

Web usage mining deals with studying the data generated by the web surfer’s sessions
or behaviours. Note that the web content and structure mining utilize the real or
primary data on the web. On the contrary, web usage mining mines the secondary data
derived from the interactions of the users with the web. The secondary data includes
the data from the web server access logs, proxy server logs, browser logs, user
profiles, registration data, user sessions or transactions, cookies, user queries,
bookmark data, mouse clicks and scrolls, and any other data which are the results of
these interactions.

This data can be accumulated by the web server. Analyses of the web access logs of
different web sites can facilitate an understanding of the user behaviour and the web struc-
ture, thereby improving the design of this colossal collection of information. There are two
main approaches in web usage¢ mining driven by the applications of the discoveries.

GENERAL Access PATTERN TRACKING

This is to learn user navigation patterns (impersonalized). The general access pattern
tracking analyzes the web logs to understand access patterns and trends. These
analyses can shed better light on the structure and grouping of resource providers.

Customizep UsacE TRACKING
This is to learn a user profile or user modelling in adaptive interfaces (personalized).
Customized usage tracking analyzes individual trends. Its purpose is to customize web
sites to users. The information displayed, the depth of the site structure, and the format
of the resources can all be dynamically customized for each user over time, based on
their access patterns.

It is important to note that the success of such applications depends on what and
how much valid and reliable knowledge one can discover from the large, raw log data.
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Current web servers store limited information about the accesses. Some scripts which
are custom-tailored for some sites, may store additional information. However, for
effective web usage mining, an important cleaning and data transformation step may
be needed before analysis.

The mining techniques for web usage mining can be classified into two commonly
used approaches. The first approach maps the usage data of the web server into
relational tables before a (traditional) data mining technique is performed. In general,
typical data mining methods (such as clustering and classification) could be used to
mine the usage data after the data have been pre-processed to the desired form.
However, modifications of the typical data mining methods are also used, such as
composite association rules, an extension of a traditional sequence discovery
algorithm MIDAS, and hypertext probabilistic grammars. The second approach uses
the log data directly by utilizing special pre-processing techniques. The web usage
data can also be represented with graphs. Chakrabarty et al. propose a method of
extracting themes from the bookmark files of a community of surfers. Often, the web
usage mining uses some background or domain knowledge, such as navigation
templates, web content, site topology, concept hierarchies, and syntactic constraints.

8.6 TexTt MINING

“ Due to the continuous growth of the volumes of text data, automated extraction of
implicit, previously unknown, and potentially useful information be¢omes more
necessary to properly utilize this vast source of knowledge. Text mining, therefore,
corresponds to the extension of the data mining approach to textual data and is
concerned with various tasks, such as extraction of information implicitly contained in
collection of documents, or similarity-based structuring.

Text collection, in general, lacks the imposed structure of a traditional database.
The text expresses a vast range of information, but encodes the information in a form
that is difficult to decipher automatically. The data mining techniques that have been
discussed in the earlier chapters are essentially designed to operate on structured
databases. When the data is structured it is easy to define the set of items and hence, it
becomes easy to employ the traditional mining techniques. Identifying individual items
or terms is not so obvious in a textual database. Thus, unstructured data, particularly
free-running text, places a new demand on data mining methodology. Specific
techniques, called text mining techniques, have to be developed to process the
unstructured textual data to aid in knowledge discovery.

The inherent nature of textual data, namely unstructured characteristics, motivates
the development of separate text mining techniques. One way is to impose a structure
on the textual database and use any of the known data mining techniques meant for
structured databases. The other approach would be to develop a very specific
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technique for mining that exploits the inherent characteristics of textual databases.
Irrespective of the approach chosen for text mining, one cannot ignore the close
interactions of other related subjects, such as computational linguistics, natural
language processing, and information retrieval. In this chapter, we shall briefly discuss
the relationships among these fields of research, A detailed discussion on these topics
18 beyond the scope of this book.

OTHER RELATED AREAS.

It is important to study the relationship between areas like information retrieval (IR),
information extraction (IE), and computational linguistics with text data mining. We
are just beginning to see the emergence of a text-based knowledge discovery system,
while the information retrieval community has been tackling the querying issues for
over 30 years.

INFORMATION RETRIEVAL

IR is concerned with finding and ranking documents that match the users’ information
needs. The way of dealing with textual information by the IR community is a keyword-
based document representation. A body of text is analyzed by its constituent words, and
various techniques are used to build the core words for a document. The goals are

B To find documents that are similar, based on some specification of the user.
B To find the right index terms in a collection, so that querying will return the
appropriate document.

What is still missing are tools providing assistance for an explorative search and
pattern finding. It may be noted that the IR problem is not so much that the desired
information coexists with many other valid pieces of information; the problem is one
of homing in on what is currently of interest to the user. It is rarely the process of
pattern finding or of exploration. ' )

Actually, IR is the automatic retrieval of all relevant documents while at the 3ame
time retrieving as few of the non-relevant ones as possible. IR has the primary goals
of indexing the text and searching for useful documents in a collection. However,
recent trends in IR research include modelling, document classification and categori-
zation, user interfaces, data visualization, filtering, etc.. The task that can be consid-
ered to be an instance of text mining is document classification or categorization,
which could be used for indexing. Viewed in this respect, text mining is part of the
IR process. However, we should note that not all of the indexing tasks use data min-
ing techniques.

INFORMATION EXTRACTION
IE has the goal of transforming a collection of documents, usually with the help of an
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IR system, into information that is more readily digested and analyzed. IE extracts
relevant facts from the documents, while IR selects relevant documents. Thus, in
general, IE works at a finer granularity level than IR does on the documents. Most IE
systems use machine learning or data mining techniques to learn the extraction
patterns or rules for documents semi-automatically or automatically. Within this view,
text mining is part of the IE process.

The results of the IE process could be in the form of a structured database, or could
be a compression or summary of the original text or documents. One could view for
the former that IE is a kind of pre-processing stage in the text mining process, which is
the step after the IR process and before data mining techniques are performed. In a
similar view, IE can also be used to improve the indexing process, which is part of the
IR process. In an another viewpoint, IE is an instance of text mining, since the
summary or the compressed form of a document is a form of information that did not
exist before.

ComputaTioNAL LiNGuISTICS
Corpus-based computational linguistics computes statistics over large text collections
in order to discover useful patterns. These patterns are used to inform algorithms for
various subproblems within natural language processing, such as part-o6f-speech
~ tagging, word-sense disambiguation, etc. The aims of text data mining are also rather
similar to this. However, within the computational linguistics framework, patterns are
discovered to aid other problems within the same domain, whereas text data mining is :
aimed at discovering unknown information for different applications. .

8.7 UNSTRUCTURED TEXT

Unstructured documents are free texts, such as news stories. Traditionally, most of
research uses bags of words to represent unstructured documents and extract different
features from it.

FEATURES

For an unstructured document, features are extracted to convert it to a structured form.
Some of the important features are listed below.

Worp OCCURRENCES

The bag of words or vector representation takes single words found in the training
corpus as features ignoring the sequence in which the words occur. This representation
is based on the statistic about single words in isolation. Such a feature is said to be
Boolean, if we consider whether a word either occurs or does not occur in a document.
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The feature is said to be frequency based if the frequency of the word in a document is
taken into consideration.

STOP-WORDS

The feature selection includes removing the case, punctuation, infrequent words, and
stop words. A good site for the set of stop-words for the English language is
www.dcs.gla.ac.uk/idom/ir_resources/linguistic_util/stop_words

LLATENT SEMANTIC INDEXING

Latent Semantic Indexing (LSI) transforms the original document vectors to a lower
dimensional space by analyzing the correlational structure of terms in the document
collection, such that similar documents that do not share terms are placed in the same topic.

STEMMING

Stemming is a process which reduces words to their morphological roots. For example,
the words “informing”, “information”, “informer”, and “informed” would be
stemmed to their common root “inform”, and only the latter word is used as the feature
instead of the former four.

N-GRAM

Other feature representations are also possible, such as using information about word
positions in the document, or using n-grams representation (word sequences of length
up to n) (In WEBSOM).

ParT-0oF-speecH {POS)

One important feature is the POS. There can be 25 possible values for POS tags. Most
common tags are noun, verb, adjective and adverb. Thus, we can assign a number 1, 2,
3, 4 of 5, depending on whether the word is a noun, verb, adjective, adverb or any
other, respectively.

PosimionaL COLLOCATIONS
The values of this type of feature are the words that occur one or two position to the.
right or left of the given word.

HigHER ORDER FEATURES

Other features include phrases, document concept.categories, terms, hypernyms,
named entities, dates, email addresses, locations, organizations, or URLs. These
features could be reduced further by applying some other feature $election techniques,
such as information gain, mutual information, cross entropy, or odds ratio.

Once the features are extracted, the text is represented as structured data, and
traditional data mining techniques can be used. The techniques include discovering
frequent sets, frequent sequences and episode rules. We describe below the
preprocessing stage to fund frequent episodes. ’
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8.8 Erisope RuLeE Discovery FoR TEXTs

Ahonen et al. propose to apply sequence mining techniques for text data. (We shall
discuss in detail the techniques of sequence mining later on.) They consider text as
sequential data which consists of a sequence of pairs (feature vector, index), where the
feature vector is an ordered set of features and the index contains information about
the position of the word in the sequence. A feature can be any of the textual features
described above.

Define a text episode as a pair @= (¥, <), where ¥ is a collection of feature vectors
and < is a partial order on V. Given a text sequence S, a text episode &= (V, <) oceurs
within § if there is a way of satisfying the feature vectors in ¥, using the feature
vectors in S so that the partial order < is respected. In other words, the feature vectors
of ¥ can be found within S in an order that satisfies <.

For example, the text Pathfinder photographs Mars can be represented as

((pathfinder_noun_singular, 1), (photographs_verb_singular, 2), (Mars_noun_singular, 3))

Similarly, the text knowledge discovery in databases can be represented as the
sequence

((knowledge noun_singular, 1), (discovery_noun_singular, 2), (in_preposition, 3),
(databases _noun_plural, 4))

Instead of considering all occurrences of the episode, a restriction is set that the
episode must occur within a prespecified window of size, w. Thus, we examine the
substrings §’ of S such that the difference of the indices in §' is at most w.

For w = 2, the subsequence (knowledge noun_singular, discovery_noun_singular) is
an episode contained in the window, but the subsequence (knowledge noun_singular,
databases_noun_plural) is not contained within the window.

The suppott of @ in S is defined as the number of minimal occurrences of @ in S.
With this formalism, the episode discovery technique of sequence mining can be used
to discover frequent episodes in a text. Ahonen et al. [Ahonen, 1998, 1999] also
propose a technique of discovering maximal frequent subsequences in the text.

8.9 HieraRcHY oF CATEGORIES

When a user enters a query into a search engine, the system often brings back many
different pages. It is then necessary to organize the documents into meaningful groups.
There are many different ways in which we can show how a set of documents are
related to one another. One way is to group together all documents written by the same
author, or all documents written in the same year, or published by the same publisher.
We can group them according to subject matter as well. Libraries organize some of
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their information this way, using classification systems like the Dewey Decimal.

A problem with assigning documents to single categories within a hierarchy (as
seen in, for example, Yahoo), is that most documents discuss several different topics
simultaneously. A better solution is to describe documents by a set of categories as
well as attributes (such as source, date, genre, and author), and provide good interfaces,
for manipulating these labels.

For this purpose, Feldman ef al. propose an elegant data structure of concept
hierarchy. Concept hierarchy is a directed acyclic graph of concepts, where each of the
concept is identified by a unique name. An arc from concept a to b denotes that a is a
more general concept than 5. We can tag the text with concepts. Each text document is
tagged by a set of concepts that correspond to its content, _

Tagging a document with a concept implicitly entails its tagging with all the
ancestors of the concept hierarchy. It is, therefore, desired that a document should be
tagged with the lowest concepts possible. The method to automatically tag the
document to the hierarchy is a top-down approach. An evaluation function determines
whether a document currently tagged to a node can also be tagged to any of its child
nodes. If so, then the tag moves down the hierarchy till it cannot be moved any further.

The outcome of this process is a hierarchy of documents and, at each node, there is
a set of documents having a common concept associated with the node. The hierarchy
of documents resulting from the tagging process is useful for many text mining
process. It is assumed that the hierarchy of concepts is known a priori. We can even
have such a hierarchy of documents without a concept hierarchy, by using any
hierarchical clustering algorithm which results in such a hierarchy. _

Popescul et al. pose a related problem of tagging key words to the set of documents
arranged in a hierarchy. The inethod is a two-phase principle. It starts with a bag of
key words at the leaf level and moves up the hierarchy. The set of key words for a non-
leaf node is obtained by combining all the key words to all its child nodes. After
finding the set of key words for the root node, the process starts with a top-down
approach. If a key word at any node is also equally probable for all of its child nodes,
then the key word is associated with the current (parent) node and not with any of the
child nodes. Otherwise, if the key word is more probable for a child node, it is moved
down to the most probable set of child nodes.

8.10 TE_XT CLUSTERING

Text clustering is another important task of text mining. Once the features of an
unstructured text are identified or the structured data of the text is available, text
clustering can be done by employing any of the clustering techniques discussed in
Chapter 5. One popular text clustering aigorithm is Ward’s Minimum Variance
method. It 1s an agglomerative hierarchical clustering technique and it tends to
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generate very compact clusters. We shall discuss the essential features of this method.
We can take either the Euclidean metric or Hamming distance as the measure of
dissimilarities between feature vectors. The clustering method begins with » clusters,
one for each text. At any stage, two clusters are merged to generate a new cluster. The
clusters, C; and C,, are merged to get a new cluster C, based on the following

criterion:
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where x, is the mean value of the dissimilarity for the cluster C;, and #, is the number of
elements in this cluster.

ScATTER/GATHER

It is a method of grouping the documents using clustering. The scatter/gather interface
uses text clustering as a way to group documents, according to the overall similarities
in their content. Scatter/gather is so named because it allows the user to scatter

" documents into clusters, or groups, then gather a subset of these groups and re-scatter
them to form new groups. Each cluster in scatter/gather is represcnted by a list of
topical terms, that is, a list of words that attempt to give the user the gist of what the
documents in the cluster are about. The user can also look at the titles of the
documents in each group. The documents in the cluster can have other rcpresentations
as well, such as summaries. If a cluster still has too many documents, the user can rc-
cluster the documents in the cluster; that is, re-group that subset of documents into still
smaller groups. This re-grouping process tends to change the kinds of themes of the
clusters, because the documents in a subcotlection discuss a different sct of topics than
all the documents in the larger collection.

8.11 ConcLusiON

In this chapter, we have outlined three different modes of web mining, namely web
content mining, web structure mining and web usage mining. Needless to say, these
three approaches cannot be independent, and any efficicnt mining of the web would
require a judicious combination of information from all the three sources. Clustering
of hyperlinked documents can rely on a combination of textual and link-based
information. Similarly, information about the web structure would greatly enhance the
capability of web usage mining. We have noted that web content mining mostly

) y
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concentrates on text mining, and textual content in the web can be in an unstructured,
semi-structured or structured form. For an unstructured text, features are extracted to
view the document in a structured form. Similarly, for unstructured text such as XML,
features can be extracted for mining purposes. Recently, Garofalakis ef al. propose a
sequence mining based method to extract document-type description for a set of XML
pages. We give below an extensive bibliography for the readers. Merkl proposes a
neural network-based text for data mining. Kohonen and his group’s pioneering work
resulted in WEBSOM,; a self-organizing map model for document mining,

FurRTHER READING

Soumen Chakrabarti’s [Chakrabarti, 2000] work on mining hypertext makes excellent
reading. PageRanking and web search information can be got from Brin [Brin, 1998].
Readers are referred to Botafogo [Botafogo, 1993] for text clustering techniques. The
first proposal of text mining is due to Feldman [Feldman, 1995]. Marti Hearst’s
[Hearst, 1999] work on text mining is also important. This gives a clear understanding
of how text mining is not just any other data mining. Kosala’s survey on web mining is
yet another interesting source of information [Kosala, 2000]. Brin and Page[Brin,
1998] give a good discussion on PageRank. A landmark paper by Kautz, “The Hidden
Web” introduces the application of social networks. Cooley’s paper [Cooley, 2000] is
yet another source of information about web usage mining. Example 8.1 is the part of
the work of my masters student M. Prabhavathamma.

EXERCISES

1. What are the different types of web mining?
2. How is web usage mining different from web structure mining and web content
mining?

3. What is the underlying principle of The Hidden Web?

4. How is text mining related to web mining? What are the techniques of text mining?

5. Discuss the relationship between text mining and information retrieval and
information extraction.

6. What is PageRank? How is it computed?

7. What is concept hierarchy? How is it related to web mining?

8. Discuss the principles underlying text clustering.

9. How do you extract structures from unstructured text data? What features are

extracted in this process?
10. Based on the details given in Chapter 5, discuss the suitability of some of the
clustering algorithms for text clustering.
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11. Which frequent itemset mining is suitable for text mining?
12. What are the differences between mining techniques of structured data, semi-
structured data and unstructured data?
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9.1 INTRODUCTION

Many applications maintain temporal and spatial features in their databases; these
features cannot be treated as any other attributes and need special attention. To put it in
another way, so far we have been asking ourselves ‘what’ knowledge is being mined, but
finding ‘when’ and ‘where’ knowledge are also equally important, and these cannot be
triviaily handled by the methods discussed thus far. In this chapter, we shall study the
mining techniques of temporal data and spatial data. The widespread use of GIS by local
and federal governments and other institutions, necessitate the development of adequate
mining tools for geo-referenced data. Perhaps, the second generation of data mining
techniques would contribute in a major way to spatial and temporal data mining.
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The first part of this chapter deals with temporal mining techniques. Here, we begin
with the basic concepts of temporal mining and why special-purpose techniques are
needed for this problem. Then, we proceed to discuss some of the major techniques. It
may be mentioned here that we discuss the mining of sequence data and time-series
data in this chapter. Though these topics are relevant in the context of temporal data,
they are also important in other applications such as DNA sequencing. The second part
of this chapter deals with spatial data mining. The motivation for the special-purpose
algorithms for spatial data mining is almost the same as that of temporal mining. Some
of the techniques of temporal mining can be trivially extended to spatial data. There
are also certain similar mining tasks in these approaches. To avoid repetition, we
concentrate only on the techniques specific to spatial data in the second part of this
chapter.

In Section 9.2, we shall outline different types of temporal data and inferences.
Section 9.3 briefly discusses the features of temporal association rules. In Section 9.4,
we give an account of sequence mining techniques. GSP algorithms for sequence
mining are discussed in Section 9.5. Other algorithms for sequence mining are
outlined in Section 9.6. One of the major temporal data mining techniques is episode
mining; Section 9.7 deals with this problem. The event prediction problem, which is a
different approach to that of sequence mining and episode mining, is discussed in
Section 9.8. Section 9.9 is concerned with time-series analysis for data mining
applications. Another related data mmmg problem is Spatial Data Mining. We dlscuss
the techniques of SDM in the remaining sections of this chapter.

9.2 WHAT i1s TEMPORAL DATA MINING?

By taking into account the time aspect of data in mining techniques, we gain some
insight into the temporal arrangement of events and thus an ability to discover cause
and effect. Temporal Data Mining is an important extension of data mining and it can
be defined as the non-trivial extraction of implicit, potentially useful and previously
unrecorded information with an implicit or explicit temporal content, from large
quantities of data. It has the capability to infer causal and temporal proximity
relationships, and this is something that non-temporal data mining cannot do. It may be
noted that data mining from temporal data is not temporal data mining, if the temporal
component 1s either ignored or treated as a simple numerical attribute. Also note that
temporal rules cannot be mined from a database which is free of temporal components
by traditional (non-temporal) data mining techniques. Thus, the underlying database
must be a temporal one and specific temporal data mining techniques are also
necessary.

Consider, for example, an association rule which looks like—*“Any person who
buys a car also buys steering lock”. But if we take the temporal aspect into
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consideration, this rule would be—*“Any person who buys a car also buys a steering
lock after that”. Another temporal rule could be—"Flooding in the east coast occurs
only during the monsoon”. A static association rule algorithm would be able to induce
that “East-coast flooding occurs only with the monsoon”. The concepts of during and
after are explicitly temporal. Take another example: “Data Mining is becoming
increasingly popular”. It shows another technique of mining from previously mined
rules, to find trends in rule sets. Some other examples of temporal knowledge
discovery are—“A drop in atmospheric pressure precedes rainfall in 60% of the
cases”; “The sequence {semester examination, grading, result processing} occurs
every semester”; “Some patients tend to develop reactions after two months with this
combination of drugs”.

Thus, temporal data mining aims at mining new and hitherto unknown knowledge,
which takes into account the temporal aspects of the data. Let us first concentrate on

the different tempora! aspects of the data.

Typres oF TEMPORAL DaTA

When do we say that data contains temporal features? There can be four different
levels of temporality.

STaTiC
" Static data are free of any temporal reference and the inferences that can be derived
from this data are also free of any temporality.

SequeNces (ORDERED SEQUENCES OF EVENTS)

In this category of data, though there may not be any explicit reference to time, there
exists a sort of qualitative temporal relationship between data items. The market-bas-
ket transaction is a good example of this category. The entry-sequence of transactions
automatically incorporates a sort of temporality. If a transaction appears in the data-
base before another transaction, it implies that the former transaction has occurred be-
fore the latter. There may not be any reference to quantitative temporal relationships.
While most collections are often limited to the sequence relationships before and after,
this category also includes the richer relationships, such as during, meet, overlap, etc.
Such relationships are called qualitative relationships between time events. Sequence
mining is one of the major activities in temporal data mining.

TIMESTAMPED

In this category the temporal information is explicit. Note that the relationship can be
quantitative, in the sense that we can not only say that one transaction occurred before
another, but also the exact temporal distance between the data elements. Some
examples include census data, land-use data and satellite meteorological data. The
inference made here can be temporal or non-temporal. Time series data are a special
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case of this category, with the events being uniformly spaced on the time scale. Time
series data mining is another topic that we shall be discussing in this chapter.

FuLLy TEMPORAL
In this category, the validity of the data element is time-dependent. The inferences are
necessarily temporal in such cases.

TempoRAL DATA MINING TASKS

Some of the conventional mining tasks can be extended with some additional temporal
information as described below.

TEMPORAL ASSOCIATION

The association rule discovery can be extended to temporal association. In static
association rule discovery tasks, we were trying to find static associations between two
non-temporal itemsets. In the temporal association discovery, we attempt to discover
temporal association between non-temporal itemsets. We can say that: “70% of the
readers who buy a DBMS book also buy a Data Mining book affer a semester”.

TemPoRAL CLASSIFICATION

We can cluster the data items along temporal dimensions. For example, we can
identify a set of people who go for a walk in the evening and a set of people who go
for a walk in the morning. We can categorize sets of patients based on their visit
sequence to different medical experts. We can also categorize sets of net surfers based
on the mouse-click sequence.

TempoRAL CHARACTERIZATION

An interesting experiment would be to extend the concept of decision tree construction
on temporal attributes. For example, a rule could be: “The first case of filaria is nor-
mally reported after the first pre-monsoon rain and during the months of May-August”.

TREND ANALYSIS

The analysis of one or more time series of continuous data may show similar trends,
i.e., similar shapes across the time axis. For example, “The deployment of the Data
Mining system is increasingly becoming popular in the banking industry”. This type of
analyses are of a higher level than the carlier ones. Here, we are trying to find the
relationships of change in one or more static attributes, with respect to changes in the
temporal attributes.

SEQUENCE ANALYSIS
Events occurring at different points in time may be related by causal relationships, in
that an earlier event may appear to cause a later one. To discover such relationships,
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sequences of events must be analyzed to discover common patterns. This category
includes the discovery of frequent events and also the problem of event prediction. It
may be noted that frequent sequence mining finds the frequent subsequences; while
event prediction predicts the occurrences of events which are rare.

In the following sections, we shall elaborate upon some of the techniques for the
tasks discussed above.

9.3 TemprorAL AssociaTioN RuLEs

Association rules identify whether a particular subset of items are supported by an
adequate number of transactions. They are normally static in character. As we have
mentioned earlier, a static association rule discovers the association between any two
events—for instance, the purchase of aerated soft drinks and stomach upsets.
However, the association may not indicate any causal relationship, unless the
temporality in the association is brought out. One can extend the association rule
discovery to incorporate temporal aspects too. It should be noted that the presence of a
temporal association rule may suggest a number of interpretations, such as

B The earlier event plays some role in causing the later event.
B There is a third set of reascns that causes both events.
-l The confluence of events is coincidental.

Temporal association rules are sometimes viewed in the literature as causal rules.
Causal rules describe relationships, where changes in one event cause subsequent
changes in other parts of the domain. They are common targets of scientific
investigation within the medical domain, where the search for factors that may cause
or aggravate particular disease is important. The static propertics, such as gender, and
the temporal properties, such as medical treatments, are taken into account during
mining.

While the concept of association rule discovery is the same for temporal and
non-temporal rules, algorithms designed for conventional rules cannot be directly
applied to extract temporal rules. The reason is that classical association rules have no
notion of order, whilst time implies an ordering.

9.4 Seauence MiNiNG

An efficient approach to mining causal relations is sequence mining. As observed
earlier, sequence mining is a topic in its own right and many application domains such
as DNA sequence, signal processing, and speech analysis require mining of sequence
data, even though there is no explicit temporality in the data. Discovering sequential
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patterns from a large database of sequences has been recognized as an important
praoblem in the field of knowledge discovery and data mining. To put it briefly, given a
set of data sequences, the problem is to discover subsequences that are frequent, in the
sense that the percentage of data sequences containing them exceeds a user-specified
minimum support.

Mining frequent sequential patterns has found a host of potential application
domains, including retailing (i.e., market-basket data), telecommunications and, more
recently, the World Wide Web (WWW). In market—basket databases, each data
sequence corresponds to items bought by an individual customer over time, and
frequent patterns can be useful for predicting future customer behaviour. In
telecommunications, frequent sequences of alarms output by network switches capture
important relationships between alarm signals that can then be employed for on-line
prediction, analysis, and correction of network faults. In the context of the WWW,
server sites typically generate huge volumes of daily log data capturing the sequences
of page accesses for thousands or millions of users. Let us begin with formally
defining the sequence mining problem.

SequencE MINING PROBLEM

The most general form of the sequence mining problem [Zaki, 1998] can be stated as
follows:

LetZ= {i, i, ..., i,,} be a set of m distinct items comprising the alphabet.

An event is a non-empty, disordered collection of items. Without any loss of
generality, we write the items in an event in some predefined order. An event is
denoted as (i), iy, ..., {;), where j; is an item in Z. Often, we drop the °,” and parentheses
for notational convenience.

Any event that is given as input will also be called a transaction. Thus, transactions
and events have the same structure, except that a transaction is known to us prior to
the process and an event is generated during the algorithm. We use both terms
interchangeably if there is no ambiguity.

DerinimioN 9.1 SEQUENCE

A sequence is an ordcred list of events. A sequence, «, is denoted as
(& - & ~> ... & @), where a; is an event. A sequence is called a k-sequencc, if the
sum of the cardinalitics of & 1s &.

A subsequence is a sequence within a sequence, preserving the order. In other
words, its items necd not be adjacent in time but their ordering in a sequence should
not violate the time ordering of the supporting events. A subsequence can be obtained
from a sequence by deleting some items and/or events. A formal definition of a
subsequence is given bclow. *
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Dernmion 9.2  SUBSEQUENCE

The sequence s = (@ = & —> ... = @) is said to be a subsequence of s' = (4 = £
— ... = /), if there exist indices 11 <2 <... < g of s', such that & C fi,, & C s
s G C [

A sequence s' is said to support another sequence s if 5 is a subsequence of s'. Let D
be the database of input sequences and a sequence is a set of temporally-ordered
transactions.

DerinmoN 9.3 FREQUENCY
The frequency of a sequence s, with respect to this database D, is the total number of
input sequences in D that support it.

Derinmion 9.4  FREQUENT SEQUENCE

A frequent sequence is a sequence whose frequency exceeds some user-specified
threshold. A frequent set is maximal if it is not a subsequence of another frequent

sequence.
The rationale behind frequent sequences lies in detecting precedence and causal

relationships that make them statistically remarkable.

~ ExampLE 9.1
Let us consider the following transaction database (Table 9.1). There are six items,

Table 9.1 A Sample of Sequence Data

Customer | A B{C|DJ|E}|F
Cl 1 1 0 1 1 1
C2 0] 0 1 1 0] 1
Cl 0 1 l 0 1 1
C3 0{0]0 1 1 1
C2 1 1 1 1 011
Cl 0 1 0]0 110
C3 1 0 1 1 110
C2 0 1 010 110
C4 1 1 1 1 1 1
Ci 0|0 1 1 1 1
C4 0 1 0] 0101
C3 1 0 1 1 1 1
C2 0 1 | 0]0[0
C4 1 0 | 1 1 1
C2 0 1 0olo0o]l]0]0
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Table 9.2 One Sequence from the Sequence Data of Table 9.1

Customer f A{| B| C| D | E | F
Cl 1 1 0 1 1 |
Cl1 0 | 1 0 1 |
Cl 0 1 0 0 1 0
Cl1 0] 0 1 1 1 1

that is, T={4, B, C, D, E, F'}, and the database depicts the purchases made by 4
customers during a certain period of time. The transactions are ordered
chronologically. Table 9.2 extracts one sequence.

We write the transaction-scquences of all customers in the following form, thercby
indicating the items a transaction contains. -

Sequence 1: (A,B,D,E,F) > (B,C,E,F) > (B,E) > (C,D,E, F)
Sequence 2: {C,D,F) - (A,B,C,D,F) - (B,E) = (B, C) - (B)
Sequence 3: (D,E,F) > (A,C,D,E) > (A,C,D,E, F)

Sequence 4: (A,B,C,D,E,F) > (B,F) > (A,C,D,E. F)

Thus, the database of sequences D consists of four sequences.

Please note that AC (it is, in fact, an abbreviation of (A, C)) is not a subsequence
of Sequence 1, but it is a subsequence of Sequence 3 and also of Sequence 4. But
the sequence A — C is a subsequence of Sequence 1, whereas 1t 1s not a
subsequence of Sequence 3. By AC, we mean that thcre should be a transaction
containing both A and C. By A —» C, we mean that there is a transaction containing
C which appears aftcr — not necessarily, immediately after — another (different)
transaction containing A.

The frequency of AC in D is 3. Note that we do not count multiple occurrences of
AC in the same sequence. The total number of sequences that support AC is only
three, namely Sequence 2, Sequence 3 and Sequence 4. Similarly, the frequency of
B — D is 2. The sequences supporting B — D are Sequencc 1 and Sequence 4.

Note that B — BE is not supported by Sequence 4, which supports BE — B. The
subsequence B — BE indicates that a transaction containing B and E follows
(sometime later) another transaction containing B. On the other hand, BE - B
represents a subsequence of transactions, in which a transaction containing B and E
occurs before a transaction containing B. Both are 3-sequences.

Normally, a simple sequence mining problem is concerned with the temporal order
of the events within a sequence of transactions. A more general problem is when we
also focus on the temporal distance between the events. That i1s, A — C should
indicate the temporal gap between the transaction containing A and the transaction
containing C. It is relevant when the correlation between the two events ceases to be
effective after some period of time. For example, when we are trying to find out the
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causal relationship between consuming a beverage and having a stomach upset, it will
be irrelevant to correlate two such events occurring within a gap of one year of cach
other. Thus, we can specify the time distance in terms of a distance threshold, d. So,
B —, BE denotes that the event containing B and E occurs in not more than d
transactions after the transaction containing B.

For example, there is no sequence which supports ABD — D, whereas ABD -, D
is supported by Sequence 4. When d =1, we say that the problem is a contiguous
sequence mining problem.

A simple sequence mining problem is the sequence mining problem where each
transaction contains a single item. There are many applications in which simple
sequence mining 1s relevant.

9.5 THe GSP ALGORITHM

The algorithms for solving sequence mining problems are mostly based on the A priori
(level-wise) algorithm. One way to usc the level-wise paradigm is to first discover all
the frequent items in a level-wise fashion. It simply means counting the occurrences of
all singleton elements in the database. Then, the transactions are filtered by removing
the non-frequent items. At the end of this step, each transaction is a modified
transaction consisting of only the frequent elements it contains. We use this modified
database as an input to the GSP algorithm. This process requires one pass over the
whole database. )

THe GSP ALGORITHM

GSP makes multiple passes over the database. In the first pass, all single items
(1-sequences) are counted. From the frequent items, a set of candidate 2-sequences
are formed, and another pass is made to gather their support. The frequent
2-sequences are used to generate the candidate 3-sequences, and this process is
repeated until no more frequent sequences are found. There are two main steps in
the algorithm.

CANDIDATE GENERATION

Given the set of frequent (k—1)-frequent sequences Fy.,, the candidates for the next
pass are generated by joining F ,, with itself. A pruning phase eliminates any
sequence, at least one of whose subsequences is not frequent.

SuppORT COUNTING :
Normally, a hash tree-based search is employed for efficient support counting. Finally
non-maximal frequent sequences are removed.
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GSP Algorithm

F| = the set of frequent |-sequence
k=2,
do while F, | = J,
generate candidate sets C, (Set of candidate k-sequences);
Jor all input sequence s in the database D do
increment count of all a in C, if 5 supports a
Fi={a € C, such that its frequency exceeds the threshald}
k=k+1
set of all frequent sequences is the union of all Fys
end do.

The above algorithm looks like the a priori algorithm. One main difference is
however the generation of candidate sets. Let us assume that A — B and A — C are
two frequent 2-sequences. The items involved in these sequences are (A, B) and
(A, C), respectively. The candidate generation in the usual a priori style would give
(A, B, C) as a 3-itemset, but in the present context we get the following 3- -sequences as
a result of joining the above 2-sequences

A—->B->C,A—-C—B,and A - BC.

The candidate-generation phase takes this into account.,

The GSP algorithm discovers frequent sequences, allowing for time constraints
such as maximum gap and minimum gap, among the sequence elements. Moreover,
it supports the notion of a sliding window, i.e., of a time interval within which items
are observed as belonging to the same event, even if they originate from different
events.

9.6 SPADE

SPADE is another algorithm based on the level-wise paradigm. In the year 2000, Zaki
proposed SPADE (Sequential PAttern Discovery using Equivalence classes) for
discovering the set of all frequent sequences. SPADE draws its motivation from the
level-wise algorithm (GSP too) and vertical mining. Initially, SPADE uses a vertically
structured database (recall VIPER and FP-Tree in Chapter 4). In this structure, a list is
associated with each item. This list include the sequence-id and the transaction-id
containing the item. Using this structure, all frequent sequences can be enumerated via
simple temporal joins (or intersections) on id-lists. The vertical structure for the
sequence database is illustrated below. For every item, we have a list containing the
sequence-id and the transaction id containing the item.



Temporal and Spatial Data Mining 4 261

ExampLE 9.2
For the example given in Example 9.1 the vertical structure can be written as follows

Al
(Seql, Transl), (Seq2, Trans2), (Seq3, Trans2), (Seq3, Trans3), (Seq4, Transl),
(Seq4, Trans3).

B:
(Seql, Transl), (Seql, Trans2), (Seql, Trans3), (Seq2, Trans2), (SeqZ, Trans3),
(Seq2, Trans4), (Seq2, Trans3), (Seqd, Transl), (Seq4, Trans2).

C:
(Seql, Trans2), (Seql, Transd), (Seq2, Trans1), (Seq2, Trans2), (Seq2, Trans4),
(Seq3, Trans2), (Seq3, Trans3), (Seqd, Transl), (Seq4, Trans3).

D:
(Seql, Transl), (Seql, Trans4), (Seq2, Transl), (Seq2, Trans2), (Seq3, Transl),
(Seq3, Trans2), (Seq3, Trans3), (Seq4, Transl), (Seqd, Trans3).

E:
(Seql, Transl), (Seql, Trans2}), (Seql, Trans3), (Seql, Trans4), (Seq2, Trans3},
(Seq3, Transl), (Seq3, Trans2}, (Seq3, Trans3), (Seq4, Transl), (Seq4, Trans3}.

(Seql, Transt), (Seql, Trans2}, (Seql, Trans4), (Seq2, Transl), (Seq2, Trans2),
(Seq3, Trans1), (Seq3, Trans3}, (Seq4, Trans1), (Seq4, Trans2), (Seq4, Trans3).

It is not important to have exactly the same list as shown above to represent the
vertical structure. The main idea is to store for cach item the set of pairs—(sequence-
id. transaction-id). The actual implementation of this structure can be different. The
vertical structure is very useful to generate candidate sets in a level-wise fashion. For
example, we can generate a similar structure for A — B, by checking the transaction
ids of occurrences of A and B. The corresponding structure is as follows:

A—>B
(Seql, Trans1) — (Seql, Trans2), (Seql, Trans3),
(Seq2, Trans2) — (Seq2, Trans3), (Seq2, Transd), (Seq2, Trans5),
(Seq4, Trans1} — (Seqd, Trans2).

The core of SPADE is to employ a level-wise paradigm (similar to GSP) with the
vertical structure and the temporal join, using the vertical structure. However, it 18
space-consuming to carry the vertical structure along the levels for the candidate sets.
Note that though GSP requires to store only the frequency of A — B as 3, SPADE
maintains the structure shown above for this 2-sequence. SPADE surmounts this
difficulty by decomposing the problem into smaller subproblems.

7 |
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SPADE exploits the lattice structure of the set of all subsequences to decompose the
problem into smaller subproblems, We have discussed the lattice structure of itemsets
in the context of the association rule discovery in Chapter 4. The nicety of the lattice
structure is not preserved when we consider the set of sequences in place of the set of
items. The main difficulty is that there is no unique -sequence resulting from the join
of two (k—1)-sequences (on the other hand, we can get a unique k-itemset as a result of
the join of two (k-1)-itemsets). We have noticed this phenomenon above. By relaxing
the uniqueness of the join and allowing multiple candidates as the result of the join of
two subsequences, we can get a Ayper-lattice structure of the set.of sequences. In
principle, the hyper-lattice is unbounded at the top. The item A can generate an infinite
sequence A—>A—».... A—... But when the transactions are of finite length and the set
of transactions in a sequence is bounded from above, the hyper-lattice structure is also
bounded.

Thus, SPADE starts from the bottom-most (the least element) of the lattice and
gradually works in a bottom-up way to generate all frequent sequences. It maintains
the vertical structure as it proceeds from the least element to the maximal elements.

In order to optimize the memory requirement and efficiency, SPADE decomposes
the original search space (lattice) into smaller subspaces (sublattices), which can-be
processed independently in the main memory. The key idea of decomposition is a
prefix-based equivalence relation. Consider a sequence D — BF — A and sequence D
— BF — E. Note that although the sequences are distinct they share the same prefix,
namely D — BF. DB — F — E and DBFC also share the same prefix. Similarly, the
sequence D - BF — A and D —» CE — A also share the prefix D. However, the
length of common prefixes in the above two cases are different. It is easy to see that
for a fixed value of the length, say £, an equivalence relation can be defined as g; and
two sequences are said to be equivalent with respect to this relation, if they share a
common prefix of length . The equivalence relation g, induces a partition on the set
of sequences (having a lattice structure) and each equivalent class is a sublattice in this
structure. Each of these sublattices can be handled separately for the join operation.
However, the pruning stage requires interaction among the sublattices.

In the above example, different equivalent classes of the equivalent relation g, are
[A], [B], [C], [D], [E], and [F], where [X] denotes all the frequent sequences which
have X as the first prefix. We can first independently solve the sequence mining
subproblems [A], ..., [F] separately and by examining the interactions between the
equivalent classes in the hyper-lattice, we can generate all the frequent sequences. The
algorithm proceeds recursively. In order to solve [A], we may have to solve [AB],
[A — B}, etc. In practice, one need not go beyond two to three levels deep in the
recursion process. In most cases, the size of the subproblem rapidly decreases and it
becomes small cnough to be handled in the main memory. SPADE begins from the
bottom (least, kK = 0) elements of this lattice and moves upwards either in a breadth-
first manncr or a depth-first manner. This bottom-up movement is carried out by
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incrementing k by 1 at every step (level-wise philosophy), and at every iteration
pruning takes place. SPADE normally requires three database scans, or only a single
scan with some preprocessed information. SPADE appears to be an efficient method
for frequent sequence mining,

9.7 SPIRIT

Garofarakasi, Rajeev Rastogi and K Shim, in 1999, observed that most of the earlier
algorithms lack an user-controlled focus. The algorithms can be considered as an
‘unfocused’ method. Typically, the user can only soecify the support and confidence
bounds and the system returns a very large number of sequential patterns. Most of the
frequent patterns, so discovered, are hardly of any interest to the user. The constrained
sequence mining problem allows the user to specify a set of constraints, so that only
the set of frequent sequences that satisfy the constraints are returned. The question
now is whether the user can specify his interest in some form. SPIRIT (Sequential
Pattern Mining with Regular Expression Constraints) is an sequence mining algorithm
that allows the user to specify the constraints in the form of regular expressions.

Constrained sequence mining problem is used to discover frequent sequences from
D, such that each of these frequent subsequences satisfy the user-specified constraint

~set C. Such a problem requires two additional tools: 1) The user should be provided
with a reasonably expressive language to express his constraint set C, and 2) The
constraint set C should be properly blended within the frequent sequence discovery
process. It becomes trivial and uninteresting to first discover all the frequent sequences
and then check which of these satisfy the user-specified constraints C, so as to return
only the required frequent patterns. Therefore, it is desirable that any constrained
sequence mining algorithm must push the constraint-checking stage inside the
candidate-generation step. But this is not easy. The level-wise paradigm cannot be
trivially extended, as the downward closure (anti-monotone) property may be affected.

Let us assume that C possesses the downward-closure property. This means that for
any subsequence that satisfies C, all its subsequences also satisfy C. In that case, we
generate candidate sequences at level £ from the subsequences of F, | and prune the £-
sequences that do not satisfy C. In the pruning phase, we must also make sure that no
subsequence of the candidate k-sequence is infrequent. Thus, the constraint checking
can be done at the candidate-generation phase.

However, if C does not possess the downward-closure (or, anti-monotone) property,
then the methed of embedding constraint checking within the candidate g<:<ration
process will not work. To sec this, Ict us assume that C is so definzd that4 > B > C
satisfies C, but none of the frequent 2-sequences 4 —» B and 4 — C satisfies C. In that
case, F,_, does not contain the frequent 2-sequences that can generate the 3-sequence
A = B = C. In such cases, the brute force method would be inevitable to gencrate all
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unconstrained frequent sequences using GSP or SPADE and then retain only those
frequent sequences which satisfy the constraint. There can also be a middle way. We
can relax the constraint C to an even weaker constraint C', such that C’ exhibits the
downward-closure property. Then, we can embed C’ within the algorithm. In this
process, the number of candidatcs would be much less, because we will be generating
only those candidates which satisfy thc wcaker constraints. We will still have to check
at the end, the original constraint C. Dcpending upon the closeness of C’ to C, the
candidate-generation step can be optimized.

SPIRIT is an algorithm (a family of algorithms, to be precise) to solve constrained
sequence mining problems with simple sequences. In other words, SPIRIT focuses on
sets of transactions having only single items. SPIRIT adopts regular expressions as the
language to express C and attempts to embed these constraints within the rmining
process, to gain efficiency in mining. The major advantages of regular expressions as
constraints are that thcy arc sufficiently expressive in the context of sequence mining
and it is equivalent to a deterministic finite automaton. In one sense, SPIRIT 1s a
family of algorithms which differ among themselves in what extent the regular
expression constraints are pushed into the mining process—how weak is the constraint
relaxation. In fact, different ievels of relaxations give rise to different types of
algorithms within the SPIRIT family. The equivalence of the regular expression and
the finite automata comes in handy here in the relaxation process. Since C is in the
form of the regular expression, we can construct a finite automaton that accepts only
those sequenccs that satisfy C. Acceptance by a finite automaton means that the items
in the sequencc admit a sequence of state transitions leading to any of the final
(accept) states from the start state. The relaxation of C can be done in two ways:

@ We can allow the sequences which admit a sequence of state transitions leading to
a final state from any state (not necessarily from the start state).

B We can allow the sequences which admit state transition from any one state to any
other state.

Note that these relaxations exhibit the downward-closure property to some extent.
Hence, such relaxed constraints can be embcdded within the candidate set generation
stage. However, after completion of the level-wise algorithm, we have a final step of
checking the original constraint to see which of the frequent sequences generated
using relaxed constraints satisfy the original set of constraints. The main advantage of
pushing relaxed constraints within the algorithm is that we have an optimal set of
candidate sequences at every level for the frequency count.

9.8 WUM

WUM (Web Utilization Miner) is yet another constrained-sequence miner. It'makes
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use of a language, MINT, for the user to specify the appropriate constraints for the
application. Its primary purpose is to analyze the navigational behaviour of users on
the web, but it is appropriate for sequential pattern discovery in any type of log. In
MINT, frequent sequence discovery corresponds to the specification of a
lower-bound support threshold. In exactly the same way, the user can specify an
upper-bound support threshold to restrict the search spacc to that of rare sequencces.
The main idea is to apply mining on disk-resident condensed data instead of the
original log of events, but on a condensed disk-resident tree. This tree is built
incrementally by a backend service that extracts sequences from the original log and
adds them onto the tree, merging commeon sequence prefixes (recall the Prefix Tree
in Chapter 4). The number of merged prefixes corresponding to each tree node is
retained in the node’s statistics and is used to compute support values during mining.
The miner generates candidate sequences while traversing the tree, using heuristics
to reject subsequences as soon as possible. By processing a relatively small
preaggregated data structure, the execution overhead is reduced without large space
tradeoffs.

9.9 Erisope DiscoveERy

~ Another important temporal data mining problem is the discovery of episodes that
occur frequently within sequences. Heiki Mannila and his team formulated and
devised algorithms for the discovery of frequent episodes. Zaki’s formulation of
sequence mining, given above, is general enough to have episode mining problem as !
its special case. Keeping the above definition in mind, we shall now formulate the |
episode discovery problem. Episode discovery is similar to sequence mining, but for 1
the following special assumptions: ‘
1

B The input sequence is a single long input sequcnce, unlike in the case of sequence
mining where we have a set of data sequences.

B The events (in this context, referring to a transaction as an event is morc
appropriate) are typically single item events.

B An episode is a subsequence.

The frequent episode discovery problem is to find all cpisodes that occur frequently
in the event sequence within a time window. Let us define some basic concepts that
are necessary in the present context.

DeriniTioN 9.5 EVENT

An event is a pair {4, #}, where 4 1s an single item event, and ¢ is an integer timestamp

of the occurrence of A.
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Dernmion 9.6 EVENT SEQUENCE

An event sequence Ev_Seq is a triplet (Seq, T _start, T_end), with T _start and T _end
denoting the start and end time of the sequence; and Seq = ({4, 1,},{4s, Lr},... {4s L))
is an ordered sequence of events.

Dernimion 9.7  TiMe WiNDow

A time window W for Ev_Seq(Seq, T start, T end), is an event sequence (W, ¢, 1,),
where 7, > T startand t, £ T end and (¢,— ¢,) is said to be width of the window.

We shall represent the data in the form of a graph, where each event corresponds to
a node. The precedence relationships among nodes represent the temporal precedence
among events. Given a set of nodes and a set of events, it is necessary to specify the
mapping to identify the correspondence between nodes and events.

Dernmon 9.8 ErisoDE

An episode a is a triple (V, <, g), where ¥ is a set of nodes, < is a partial order on ¥,
and g: ¥ — I is a mapping associating each node with an event satisfying the partial
order. :

Derinmion 9.9  ParaLLEL AND SeriaL EPisoDes

If the partial order < is a trivial partial order, the episode is called a parallel episode. If
the partial order is a total ordering, then the episode is called serial episode.

An cpsidoe 4 > B — C is a serial episode. A serial episode occurs in a given
sequence only if 4, B and C occur in this order relatively close. There can be other
events occurring between these three. In a parallel episode, there is no constraints on
the relative order of the events. In general, we can have an episode which has some
partial constraints on order too.

Dermnimion 9.10 SuBeEPISODE
An episode is to be a subepisode if it is obtained by deleting some events from an
episode.

Derinmion 9.11  OccuRRENCE oF AN ErPisope IN AN EVENT SEQUENCE

An episode is said to be occurring in a sequence if the events corresponding to the
nodes of the episode appear in the sequencing, preserving the partial order of the
cpisode.

DerFinimion 9.12  FReauency oF AN EPiSODE

The frequency of an episode, with respect to a given window width in a sequénce, is
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the fraction of all the windows in the sequence of the specified width in which the
episode occurs. Let us assume that #( @) is the set of total number of time windows of
width @ in the given sequence, and W(®, a) is the set of windows in W(®) in which
the episode a occurs. Then, the frequency is the ratio of W(w, a) to W(w).

A frequent episode is the cpisode that has a frequency above a user-specified
threshold.

The episode discovery problem can be stated as follows. Given a sequence £v_seq,
a class C of episodes, a window width @, and a frequency threshold g; it is to find all
frequent episodes with respect to @and ¢in Ev_seq.

ExampLE 9.3
Consider the following sequence (Figure 9.1) on a time interval (0, 50).

A S A D TS T A § T D A T

0 5 o5 20 25 30 3 40 45 80
Figure 9.1 An example of a sequence
We define Evt_Seq as (Seq, 0, 50) and it consists of
(4, 5), (S, 10), (4, 12), (D, 15), (T, 20), (S, 22), ...

The following episodes are occurring in the sequence.

Figure 9.2 Serial and Parallel episodes

O E&—0©

If we take the window width @ = 10, then 4 — D occurs in only two windows of
width 10 in the given sequence.

Erisope Discovery PROCESS

Like many other mining problems, the discovery of a frequent episode is also
influenced by the level-wise algorithm. The algorithm makes multiple passes and the
candidate sets of (k+1)-cpisodes are generated from frequent k-episodes. This is done
by finding the pair of frequent &-episodes having a common prefix of size k-1 and
preserving the partial ordering.

It makes a database pass to count the frequency. Mannila and Toivonen distinguish
between serial and parallel episodes, as well as between simple episodes (those
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containing no binary predicates) and non-simple episodes. They propose an algorithm
based on the iterative construction of simple frequent episodes from simple frequent
subepisodes. They further extended their framework to discover generalized episodes,
which allow one to express arbitrary unary conditions on individual sequence events,
or binary conditions on event pairs. In order to count the frequency of occurrences of
an episode, it is necessary to recognise an episode within a given window. Two
adjacent windows W\=(W,, t,, 1) and W,=(W,, 1., L.,) are typically very similar to
each other, Thus after determining the set of episodes present in W,, we can make
incremental updates to achieve the slide of the window.

9.10 EvenT PRrebpicTioN PROBLEM

The discovery of frequent sequences is inappropriate for many applications where
sequence pattern discovery is relevant. Consider, for instance, error discovery which
is an important application domain. Since errors are rare events, the statistical support
of such a sequence is low. Hence, if we restrict the search space to frequent
sequences, it will be hard to find rare events. On the other hand, if we reduce the
threshold above which a sequence is considered frequent, it will be practically
impossible to inspect the result and distinguish interesting patterns from any trivial
sequence. The problem of predicting failure (or any other event) differs from
sequence prediction problems in that the data (i.e., events) are timestamped, and
differs from time-series prediction problems in that the data consists mainly of
categorical, non-numerical transactions.

EvenT PreDpICTION PROBLEM

The event prediction problem is to predict a type of future event, the target event,
based on past events. More specifically, the problem is to find a prediction rule that
successfully predicts future target events by taking the input as timestamped records
with categorical items. This problem is particularly interesting in situations where the
target event occurs infrequently in the event sequence. When we try to predict an
event, we also keep in mind the target event’s prediction period, which means it must
occur at least warning fime time units before the target event and no more than
monitoring time time units before the target event. It is interesting to note that in event
prediction problems a target event is said to be correctly predicted if at least one
prediction is made within its prediction period, regardless of any subsequent negative
predictions. Thus, the reliability of a positive prediction is not affected by the presence
of negative predictions.

Every event is represented by a-tuple consisting of a timestamp field and a number
of features. We introduce a wildcard in the event as ‘?’. Each feature in an event is
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permitted to take on any of a predefined list of valid feature values, as well as the
wildcard (*7”) value, which matches any feature value. For example, if the events in a
domain are described by three features, then the event <?, ?, b> would match any
event in which the third feature has the value “b™.

We shall briefly outline the underlying principles of two major algorithms for
prediction problems.

PLANMINE

The PlanMine algorithm proposed by Zaki, Lesh and Ogihara deals with the prediction
problem in the context of plan failure prediction. PlanMine attempts to identify
frequent events that cause plan failures, by filtering out frequent but uninteresting
events. When frequent and uninteresting cvents are removed, the remaining events
become more dominant in the data set. The algorithm works as follows.

PlanMine applics the SPADE algorithm which produces an initial set of sequence
rules. Then, pruning is applied in the following multiple phases:

W In a first phase, the data set of plans is split into good and failed plans. The ‘good’
events are separaied and ‘failed” events are retained. The ‘good’ events though are
not used for prediction, they act as reference in the subsequent pruning stages.

B The next pruning phase removes patterns which correspond to sequences that are
frequent in the data set of bad plans and have high support in the data set of good
plans.

B The next pruning phase removes the redundant patterns. A sequence is redundant
if it contains a subsequence having the same support value as itself for both data
sets of good and bad plans.

B Finally, dominated patterns are removed. A pattern is dominated if it contains a
subsequence with lower support in good plans and higher support in bad plans as
the pattern itself.

TIMEWEAVER

Weiss and Hirsh propose a supervised learning technique to predict rare events in
sequences. Their system Timeweaver, based on the genetic algorithm, is designed to
predict hardware failures. It solves by gencrating prediction patterns that forecast the
target events (in this case, the failures).

A prediction pattern is a sequence of events subject to ordering and temporal
constraints. The GA algorithm is used to generate a population of prediction patterns.
Each individual in GA is a prediction pattern. Let us formalize the concept of a
prediction pattern.

A prediction pattern is a sequence of events in which consecutive events are

o
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connected by an ordering primitive. The following are the ordering primitives
and these are used to define ordering constraints between these events:

B the wildcard “*”. If we say A*D, then any number of events between A and D may
be possible. So the prediction pattern A*D matches ABCD .

B the next ““.” This primitive indicates that there is no events occur in between. So
the prediction pattern A.B.C only matches ABC.

B the parallel “|”. This primitive allows events to occur in any order and is
commutative so that the prediction pattern A|B|C will match, amongst others,
CBA.

While expressing an ordering constraint, we can combine the set of primitives. The

primitive has highest precedence. For example, the pattern “A.B*C|D|E” matches
an A, followed immediately by a B, followed sometime later by a C, D and E, in any
order. Some of the matched patterns are

ABXXCED
ABAAEDC
ABBCDFGREDCAAA.

Lilii

The basic steps in our steady-state GA are shown below.

Genetic Algorithm

Initialize population

while do stopping criteria not met
select two individuals from the population
apply the crossover operator with probability P,
and mutation operator with probability P,
evaluate the two newly formed individuals
replace two existing individuals with the new ones

end do

The population is initialized by generating prediction patterns which contain only a
single event, where the feature values in this event are set 50% of the time to the
wildcard value and the remaining time to a randomly-selected valid feature value.

Another crucial component of GA is the fitness measure. The fitness function must
take an individual pattern and retum a value indicating how good the pattern is at
predicting target events. Conventional quality measures based on accuracy are not
appropriate for this notion of event prediction. Two measures are defined, recall and
precision. Recall is the percentage of events correctly predicted. Precision is the
percentage of precisions that are correct. This latter measure is refined in several ways
that differ in the treatment of false predictions.

Timeweaver, in order to prevent premature convergence and encourage diversity in
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the population, uses shared fitness as the basis of the crossover and selection
operators. This measure depends on the precision and recall of the population member
and on its phenotype distance from other members of the population. After generating
a satisfactory initial group of patterns, a set of prediction rules are created in a second
pass by selecting those patterns that improve the collective recall of the set without
sacrificing precision. Timeweaver has proved to be very efficient.

A prediction pattern matches a sequence of events within an event sequence if:

1. The events within the prediction pattern match events within the event sequence,

2. The ordering constraints are satisfied, and

3. The matched events in the event sequence occur within a period not exceeding the
pattern duration.

Once a match succeeds, a target event is predicted.

9.11 TimMe-SERIES ANALYSIS

Time series are an important class of complex data objects; they arise in many
applications. For example, stock price indices, volume of product sales,
telecommunication data, one-dimensional medical signals, audio data, and
environmental measurement sequences are all time-series databases. Time-series data
“are sequences of real numbers representing measurcments at uniformly-spaced
temporal instances. Time-series analysis, like all other forms of data analysis, is used
to characterize or explain the reasons for the behaviour of a system and/or to predict
its future behaviour.

Time-series analysis is a well-studied subject in statistics and signal processing. We
shall focus on the basic time-series analyses in the context of data mining. Note that
the most important aspects of time-series data is that thesc are sequence data but
uniformly spaced on the temporal attribute. Analysis tasks of time series include
feature extraction of time-series data; computation of similarity measure among time
series data set; segmentation of data set; matching two time series data; clustcring and
classifying time-series data. We shall introduce the related concepts first.

DernimioN 9.13  -SERIES

An n-series X is a sequence {x,, X, ..., X,} of real numbers. Each n-serics X has an
average o X) and a deviation o(X):

a(X) :%ixf and a(X)=[-nl—i(x,- —a()f'))z}2
i=1 i=l
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SIMILARITY FuNCTION

While mining a time-series database we need an essential primitive operation, called ‘
the similarity function. It is often necessary to search within a series database for those |
series that are similar to a given query series. This primitive is needed, for example,
for prediction and clustering purposes. For instance, we may be interested in finding
the months in five years having similar sales patterns; or in classifying companies
based on similar stock price fluctuations. While the statistical literature on time-series
is vast, it has not studied similarity notions that would be appropriate for data mining
applications. Typically, the task is to define a function Sim(X; ¥), where X and Y are
two time-series, and the function value represents how ‘‘similar” they are to each
other. '

A simple approach would be to define the similarity functions of X and Y in terms
of their Lp-distance as points of R". The presence of outliers, which is common in
time-series data, makes such schemes unsuitable. Outliers are values that are
measurement errors and should be omitted when comparing the sequence against
others. A grossly outlying value can cause two otherwise identical series to have a |
large distance. This similarity measure is not suitable to determine similarity for series
in different scales and different shifts. '

Scale-free Similarity: Assume that two companies have identical stock price
fluctuations, but one’s stock is worth twice as much as the others’ at all times. Thus,
though the fluctuation patterns are similar, the series containing numerical values are
not similar. For a company, the sales pattern may be similar throughout the year but
the sales volume may be different for different months. It is important to identify such
similar time-series objects in data mining applications.

Shift-free Similarity: The témperature on two different days may start at different
values, but then go up and down in an exactly similar way. Thus, we have the same
series with two different baselines.

For example, consider a time series z = (20, 20, 21, 21, 20, 20, 23, 23) and the series
z'= (43, 43, 45, 45, 43, 43, 49, 49). Note that these two series are similar, except that
the latter has a different starting point and its fluctuations are nearly twice that of the
former. '

Similarly, z” = (20, 21, 20, 23) is also similar to z.

When do we say that two time-series data are similar?

DerinmoN 9.14  SIMILARITY

We say that two time-series X and Y are similar if there exist a > 0 and b, such that
y; = ax;+b, for all i. ’
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Distance METRIC

Distance metric plays a major role in the measurement of similarity. We say that X and
Y are approximately similar with respect to a distanc¢ metric d, if d(X, ¥) < £ for some
tolerance & The distance metric can be defined such a way that the scale and shift
invariances are taken care of within 4. We study this aspect below.

The similarity defined above induces an equivalence relation in the time-series
database and hence, the database can be partitioned into equivalent classes. The
equivalent class X” contains all the objects which are similar to X. We can define a
unique representation for this class.

Dermnimion 9.15 NoORMAL SERIES

An n-series X is normal if the average o{X) = 0, and the deviation o(X)= 1.

There exists a unique normal series for X* and hence the normal form representation
of all elements of X", is said to be the corresponding normal denoted by n(X). The
normal form can play an important role in determining similarity. Two objects are
similar with regard to scale and shift, if their corresponding normal forms are similar.

Thus, we can determine similarity between two objects based on the distance
between the corresponding normal forms. But computing similarity distance requires
~ O(n) operations. Since the similarity-based query will be required a number of times in
a data mining process, it is better to look for an efficient method for computing the
similarity value.

Derintmion .16 DiscreTe Fourier TRansForRM(DFT)

The Discrete Fourier Transform of a n-sequence X is defined to be a sequence of n
complex numbers DFT,(X), m=0, ..., (n—1), given by

_Jj(2A)m

DFT, (X) = %Zx,e n
j=t

where i is the imaginary unit, N(=1). Note that DFT,(X) is a complex number,

Derinmion 9.17  FINGERPRINT

A fingerprint F(X) of an n-series X is the sequence of first few DFT coefficients of X.
In other words,
F(X) = (DFTI(X)’ DFTZ(X)a ) DFTR(X))’

where k assumes a very low value, between 3 and 5.
One interesting property of DFT, as a consequence of Parseval’s Theorem, is that
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for two similar sequence in terms of the Euclidean distance metric, the corresponding
fingerprints are also closer within the specified tolerance.

Thus, the computation of similarity can be restricted only to a few coefficients of
DFT.

LongEST COMMON SEQUENCE

A more reasonable similarity notion is based on the longest common subsequence
concept, where intuitively X and Y are considered similar if they exhibit similar
behaviour for a large part of their length. A similarity definition based on the concept
of well-separated geometric sets has been introduced by Bollobas et al., and
deterministic and randomized algorithms for computing this similarity measure also
have been proposed. Traditionally, the least common subsequence problem can be
solved by a dynamic programming problem.

FeaTure ExTRACTION FROM TIME SERIES

We can extract & features from every sequence and every sequence is then represented
as a unique point in A-dimensional space. Then we can use a multidimensional index to
store and search these points. Different multidimensional indexing methods that are
currently popular are R*-tress, k-d Trees, Linear Quad-trees etc. The major problems
with these features extraction techniques are:

(a) Completeness of feature extraction: Completeness ensures that similarity between
two objects are preserved in the feature space. That is, if two objects are similar in
some distance metric, their corresponding maps in k-dimensional feature space
should not be grossly dissimilar.

(b) Dimensionality Curse: Most multidimensional indexing scale up for high
dimensionality. Such spatial indices do not work well for very high dimensional
data.

There are many other distance-preserving orthonormal transformations. These can
be categorized into two classes: (a) Data dependent transforms which need all the data
to determinc the transform, for example, Karhunen-Loeve, SVD, (b) Data-independent
transforms, where the transform matrix is determined a priori, for example, DFT,
DCT, Haar wavelet. DFT does a good job of concentrating energy in the first few
coefficients. As we have mentioned earlier, if we keeponly the first few coefficients in
DFT, we can compute the lower bounds on the actual distance.

The time series segmentation technique partitions a time series into piece-wise
linear segments. Each segment has a weight, representing its importance. Weights can
be learnt from a training set, in case of supervised learning or else there can be a
semiautomatic, user-specificd weight adjustment.
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OTHER METHODS OF ANALYZING TiME SERIES

The original approach to time series analysis was the establishment of a mathematical
mode] describing the observed system. While linear models were the dominant
paradigm for several decades, non-lincar models emerged later to deal with systems,
showing properties for which linear models are less appropriate. Since the eighties,
time-series analysis research has looked towards the exploitation of machine learning
algorithms. Those algorithms analyze an unfamiliar time series by learning, that is, by
emulating its structure.

Neural networks belong to the domain of supervised learning algorithms and they
have been used for the prediction. A known test set can be used to tune the
prediction model, so that it can predict the behaviour of an unknown time series in
the future.

9.12 SrpatiaL MiNING

The immense explosion in geographically referenced data occasioned by
developments in IT, digital mapping, remote sensing, and the global diffusion of GIS,
emphasizes the importance of developing data mining approaches to geographical
analysis and modelling to aid the processes of scientific discovery. Indeed a number of
“data mining tools are being developed to assist the process of exploring large amounts
of data in search of recurrent patterns and relationships.

Spatial data mining is the branch of data mining that deals with spatial (location,
or geo-referenced) data. Consider a map of the city of Hyderabad containing various
natural and man-made geographic features, and clusters of points (where each point
marks the location of a particular house). The houses might be noteworthy because
of their size, historical interest, or their current market value. Clustering algorithms
exist to assign each point to exactly one cluster, with the number of clusters being
defined by the user. We can mine varieties of information by identifying likely
relationships. For example, “the land-value of the cluster of residential area to the
east of ‘Cyber-Tower’ is high” or, “70% the Banjara migrants settle in the city
around the market area”. Such information ¢ould be of value to realtors, investors, or
prospective home buyers, and also to other domains such as satellite images,
photographs, oil and gas explorations. This problem is not trivial-—there may be a
large number of features to consider. We need to be able to detect relationships
among large numbers of geo-referenced objects without incurring significant
overheads.

As in the case of temporal data mining, conventional data mining techniques cannot

. fully exploit the spatial characteristics of data. It is necessary to devise algorithms that
take this aspect into consideration.
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9.13 SeaniaL Mining TAasks

The knowledge discovery tasks involving spatial data include finding characteristic
rules, discriminant rules, association rules, or deviation and evolution rules, etc. A
spatial characteristic rule is a general description of spatial data. For example, a rule
describing the general price range of houses in various geographic regions in a city 1s a
spatial characteristic rule. A spatial discriminant rule is a general description of the
features discriminating or contrasting a class of spatial data from other class(es), like
the comparison of price ranges of houses in different geographical regions. We shall
identify some of the tasks in this section. The following sections deal with other tasks
which need detailed study.

SpaTIAL AssocIATION RULES

Spatial association rules describe the association between objects, based on spatial neigh-
bourhood relations. We can associate spatial attributes with spatial attributes, or spatial at-
tributes with non-spatial attributes. For example, rules like “The monthly rental of houses
around the Cyber-Tower are mostly Rs 500 per sq mt.” associates a spatial attribute with a
non-spatial attribute. Similarly, a rule like “Uncontrolled tapping of borewell water in the
Jubilee Hills area may most likely cause tremors in the neighbouring areas” associates
two spatial features.

ATTRIBUTE-ORIENTED INDUCTION

Please recall the need of concept hierarchy for attribute-oriented induction. Similarly,
the concept hierarchies of spatial and non-spatial attributes can be used to determine
relationships between different attributes. This is more relevant in spatial databases.
One may be interested in a particular category of land-use patterns. But the
classification of land-use types are often hierarchical. A built-up area may be a
recreational facility or a residential complex. Similarly, a recreational facility may be a.
cinema or a restaurant. A water body can be classified into many different categories
such as a lake, or a stream. One has to be very specific regarding the level of details to
which (s)he wants to discover spatial knowledge.

AGGREGATE PROXIMITY RELATIONSHIPS

One spatial data mining task is the problem of determining aggregate proximity
relationships. This problem is concerned with relationships between spatial clusters
based on spatial and non-spatial attributes. Given # input clusters, we want to associate
the clusters with classes of features (e.g., educational institutions which, in turn, may
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be comprised of secondary schools and junior colieges or higher institutions). The
problem is to find classes of features that are in close proximity to most (or all) of the
spatial clusters. For example, if 2 of 3 spatial clusters are close to a girls’ private
schools, and the other cluster is close to a boys’ private school, then it can be
generalized to the fact that all 3 clusters are close to some private school. Another
example would be—"A large banyan tree is normally present within the high-court
premises”.

BounpaRY SHAPE MATCHING

Another interesting problem can be that of partial boundary shape matching.
Specifically, a cluster of points is compared to a large number of natural or man-made
features to detect partial or total matches of the facing boundaries of the cluster and
features.

The following sections deals with other major mining tasks.

9.14 SpatmiaL CLUSTERING

Different types of spatial clustering algorithms have been proposed. Many of the
clustering algorithms discussed in Chapter 5 are directly applicable to spatial data,
while some of them may require slight modification in order to be applied to spatial
data. For example, GDBSCAN (Recall DBSCAN in Chapter 5) relies on a
density-based notion of clusters. The key idea of a density-based cluster is that for
each point of a cluster, its epsilon-neighbourhood has to contain at least a minimom .
number of points. We can generalize this concept in two different ways in the preseni
context. First, any other symmetric and reflexive neighbourhood relationship can be
used instead of an epsilon-neighbourhood. While a distance-based neighbourhood is a
natural notion of a neighbourhood for point objects, it may be more appropriate to use
topological relations such as intersects, meets or above/below to cluster spatially
extended objects such as a set of polygons. Second, nstead of simply counting ths
objects in a neighbourhood of an object, other measures to define the “cardinality” of
that neighbourhood can be used as well. With these modifications, the DBSCAN
algorithm can be used for spatial clustering.

SpPaTIAL CHARACTERIZATION

The task of characterization is to find a compact description for a selected subset (the
target set) of the database. A spatial characterization is a description of the spatial and
non-spatial properties, which are typical for the target objects but not for the whole
database. The relative frequencies of the non-spatial attribute values and the relative
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frequencies of the different object types are used as the interesting properties. For
instance, different object types in a geographic database are mountains, lakes,
highways, railroads, etc. To obtain a spatial characterization, not only the properties of
the target objects, but also the properties of their neighbours (up to a given maximum
number of edges in the relevant neighbourhood graph) are considered. A spatial
characterization rule of the form — “Apartments in Sainikpuri have a high rate of
retired army officers™ — is an example.

9.15 SpatiaL TRENDS

A spatial trend is as a regular change of one or more non-spatial attributes, when
moving away from a given spatially-referenced object. For instance, “When we move
away eastwards from the Cyber-Tower, the rentals of residential houses decrease
approximately at the rate of 5% per kilometer”. One can also depict the spatial trends
pictorially by overlaying the direction of trend on a map. The process is to identify a
neighbourhood path starting from a location O and a regression analysis is performed
on the respective attribute values for the objects of a neighbourhood path to describe
the regularity of change. For the regression, the distance from O is the independent
variable and the difference of the attribute values are the dependent variable(s) for the
regression, The cormrelation of the observed attribute values with the values predicted
by the regression function, yields a measure of confidence for the discovered trend.
The general definition of trend detection for spatial databases is given below.

Dermnimion 9.18  SpariaL TREND DeTECTION

Let g be a neighbourhood graph depicting the set of neighbouring peints for any given
point. Assume that O is an object (node} in g and let @ be some subset of non-spatial
attributes. We are interested in detecting the changing pattem in a while we move
away from O in the neighbourhood graph. Let ¢ be a type of function used for the
regression and lct filter be one of the filters for neighbourhood paths. A filter indicates
the subsets of neighbour to be taken into consideration. For example, we may move
only in the cast to north direction. Let min-conf be a real number and let min-length as
well as max-length be natural numbers. The task of spatial trend detection is to
discover the set of all neighbourhood paths in g starting from O and having a trend of
type ¢ in attributes a, with a correlation of at least min-conf. The paths have to satisfy
the filter and their iength must be between min-length and max-length.

Ester et al. propose two algorithms to determine the global trend and local trends.

Algorithm global-trends detects global trends around a start object, 0. The
existence of a global trend for a start object, O, indicates that if considering all objects
on all paths starting from O, thc values for the spemﬁed attribute(s) in general tend to
increase (decrcase) with increasing distance. »
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Spatial Trend Algorithm

global-trend(g, O, a, ¢, min-conf, min-length, max-length, f)
initialize P to be list of all paths in g from Q of min-length with filter f;
initialize an empty set of observations;
initialize the last-correlation and last-paths as empty;
initialize first-posto 1;
initialize last-pos to min-length;
while P # O do
foreachp € Pdo
for every object O, from firsz-pos of p to last-pos of pdo
calculate diff as a{(,) — a(0) and calculate dist as dist(Oy, O);
insert the tuple (diff; dist) into the set of observations;
perform a regression of type ¢ on the set of observations;
if abs{correlation) of the resulting regression function > min-conf
then )
set last-correlation to correlation and last-paths to P;
if the length of the P < max-lengih
then
replace the P by the paths of length 1;
increment /ast-pos by 1;
set first-pos to last-pos;
else set P to the empty list;
else return last-correlation and last-paths;

return the last correlation and last-paths;

Local-trends technique detects single paths starting from an object O and having a
certain trend. The paths starting from O may show different pattern of change; for
example, some trends may be positive while the others may be negative.

9.16 CoNCLUSION
In this chapter, we have outlined the current trends in temporal data mining and spatial
data mining. We observe that conventional mining techniques are not suitable for
temporal and spatial data. Episode discovery, time-series analysis and sequence mining
are the most important tasks of temporal mining. Trend analysis, clustering and spatial
characterization are the tasks of spatial data mining. There are, in addition, many other
areas of temporal and spatial data mining which could not be dealt with in this text.

FurTHER READING

Roddick’s article gives an excellent survey of the techniques on temporal data mining.
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Allen [Allen, 83], [Pujari, 1999] and [Vijaya Kumari, 1999] give different qualitative
temporal constraints. Temporal association rules are in [Chen, 1998]. Sequence mining
was first introduced by Rakesh Agrawal and his team in [Agrawal, 1995] and GSP is
proposed in [Srikant, 1996]. However, a general formulation is given by Zaki in
[Zaki, 1998] in the context of PLANMINE and SPADE. The other sequence mining
algorithm, SPIRIT, was originally proposed in [Garofarakasi, 1999]. WUM was
proposed by Weiss in 1998 [Weiss, 1998]. Episode discovery problem was first posed
and formulated by Heiki Mannila and his group at the University of Helsinki
[Mannila, 1995]. The MEDD and MSDD algorithms [Qates, 1997} discover patterns
in multiple event sequences; they explore the rule space directly instead of the
sequence space. The similarity of time series is very elegantly presented by Gautam
Das and others [Bollobas, 1998]. Sander [Sanders, 1998] gives GDBSCAN for
clustering. Ester, in 1998, formulated important spatial data mining problems. Spatial
association rules are discussed in [Koperskim 1995].

Exercises

Describe the essential features of temporal data and temporal inferences.

Formulate the sequence mining problem.

Discuss the major algorithms of the sequence mining problem.

Diseuss the essential features of the GSP algorithm.

What is the event-prediction problem? Propose one algorithm to solve this

problem.

What are different tasks of time-series mining?

Describe different similarity measures of time-series data.

Discuss the major features of the timeweaver algorithm.

Describe the working of the SPADE algorithm.

10. Relate the two problems “Association rules with item constraint” and the
“problem class handled by the SPIRIT algorithm”,

1. How do you distinguish spatial mining from temporal mining?

12. Is it possible to use BIRCH for spatial clustering? If so, devise a method for spatial
clustering using BIRCH.

13. How do you handle spatial and non-spatial data, while carrying out any mining
task? '

14. Propose differcnt neighbourhood relationships that can be used for density-based
clustering of spatial data.

15. Why is concept hierarchy important for spatial data? ldentify certain cases of
occurrences of such hierarchies in spatial data.

16. How do you handle spatial or temporal data for decision tree construction?

ok

A e



Temporal and Spatial Data Mining 4 281

BIBLIOGRAPHY

Aho A.V. Algorithms for finding patterns in strings. In Handbook of Theoretical
Computer Science, Volume A: Algorithms and Complexity, Elsevier, pp. 255400,
1990. : _

Al-Naemi S. A theoretical framework for temporal knowledge discover. In
Proceedings of the International Workshop on Spatio-temporal Databases, pp. 23-33,
1994,

Allen J.F. Maintaining knowledge about temporal intervals, Commun. ACM, 26:11,
832-843, 1983.

Brockwell P.J., and Davis R. Introduction to Time Series and Forecasting.
Springer-Verlag, 1996.

Brendt D.J., and Clifford J. Finding patterns in time-series: A Dynamic programming
approach. In Advances in Knowledge Discovery and Data Mining, AAAI Press, 1995,

Chen M.-S., Park 1.S,, and Yu P.S. Efficient data mining for path traversal patterns.
IEEE Transactions on Knowledge and Data Engineering, 10(2), March 1998,
pp. 209-221.

‘Chen X., and Petrounias I. A framework for temporal data mining. In Proceedings of
DEXA 98, LNCS-1460, Springer-Verlag, 1998.

Das G., Gunopulos D., and Mannila H. Finding similar time series. Manuscript, 1996.

Davison B., and Hirsh H. Probabilistic online action prediction. In Proceedings of the
AAAI Spring Symposium on Intelligent Environments, 1998.

Dietterich T., and Michalski R. Discovering patterns in sequences of events. Artificial
Intelligence, 25, 1985, pp. 187-232.

Ester M., Frommelt A., Kriegel H-P, and Sander J. Algorithm for characterization and
trend detection in spatial databases. Fourth KDD Conference, 1998.

Ester M., Kriegel H.-P., and Sander J. Knowledge discovery in spatial databases, In
Proceedings of 237 German Conference on AI(KI ’09), Bonn, Germany, 1999.

Faloutos C., Ranganathan M., and Manolopoulos Y. Fast subsequence matching in
time-series databascs. In SIGMOD 94, 1994. *

Garofalakis M.N., Rastogi R., ana Shim K. SPIRIT: Sequential pattern mining with
regular expression constraints. Bell Labs Tech. Memorandum BL0O112370-
990223-03TM, February 1999.



282 € Dan Mining Techniques

Giordana A., Saitta L., and Zini F. Learning disjunctivc concepts by means of genetic
algorithms. In Proceedings of the 11" International Conference on Machine Learning,
1994, pp. 96-104.

Goldin D.Q., and Kanellakis P.C. On similarity queries for timeseries data: constraint
specification and implementation.

Jagadish H.V., Mendelzon A.O., and Milo T. Similarity-based queries. In Proceedings
of the 14" Symposium on Principles of Database Systems (PODS’95), pp. 36-45,
1995.

Koperski K., and Han J. Discovering spatial association rules in geographic
information databases. In Proceedings of the 4" International Synposis on Large
Spatial Databases, pp. 47-66, 1995,

Mannila H., Toivonen H., and Verkamo A.l. Discovering frequent episodes in
sequences. In Proceedings of the 1'' International Conference on Knowledge
Discovery and Data Mining, August 1995,

Ng R.T. Spatial data mining: Discovering knowledge of clusters of maps. In
Proceedings SIGMOD Workshop, 1996.

Ng R.T., Lakshmanan L.V.S,, Han J,, and Pang A. Exploratory mining and pruning
optimizations of constrained association rules. In Proceedings of the 1998 ACM
SIGMOD International Conference on Management of Data, June 1998,

Openshaw S. Two exploratory space-time attribute pattern analyzers relevant to GIS. S
Fotheringham and P Rogerson (eds.) GIS and Spatial Analysis, Taylor and Francis,
London, pp. 83—-104, 1994,

Openshaw §. Developing automated and smart spatial pattern exploration tools for
geographical information systems applications. The Statistician 44, pp. 3-16, 1995.

Openshaw 8. Building automated geographical analysis and cxploration machines in
P.A. Longley, S.M. Brooks, R. Mcdonnell, B. Macmillan (eds.) Geocomputation: A
Primer, Wiley Chichester, pp. 95115, 1998.

Pujari A.K., and Sattar A. A new framework of reasoning about points, interval and
durations, In Proceedings of IJCAI'99, Sweden, pp. 1259-1265, 1999.

Roddick J.F., and Spiliopoulou M. Temporal Data Mining: Survey and Issues.

Sander J., Ester M., Kriegel H.-P., and Xu X. Dcnéity based clustering in spatial
databases. A new algorithm and its applications, Data Mining and Knowledge
Discovery, an International Journal, 2, No 2, 1998,

Sastsekharan R., Seshadri V., and Weiss S. Data mining and forecasting in large-scale
telecommunication networks. /EEE Expert, 11(1),1996, pp. 37-43.




Temporal and Spacial Data Mining € 283

Shatkay H., and Zdonik S. Approximate queries and representations for large data
sequences. In fCDE 96, 1996.

Spiliopoulou M., and Faulstich L.C. WUM-A tool for web utilization analysis. In
EDBT Workshop WebDB 98, LLNCS-1590, Springer-Verlag, 1999.

Srikant R., and Agrawal R. Mining sequential patterns: Generalizations and
performance improvements. In Proceedings of the 5* International Conference on
Extending Database Technology (EDBT'96), March 1996.

Srikant R., Vu Q., and Agrawal R. Mining association rules with item constraints. In
Proceedings of the 3% International Conference on Knowledge Discovery and Data
Mining, August 1997,

Vijaya K., Pujari A.K., and Sattar A., INDU-Interval and duration network, In the
Proceedings of Australian AI Conference, Sydney, Australia, 1999.

Wang J.T.-L., Chirn G.-W., Marr T.G., Shapiro B., Shasha D., and Zhang K.
Combinatorial pattern discovery for scientific data: Some Preliminary Results. In
Proceedings of the 1994 ACM SIGMOD International Conference on Management of
Data, May 1994,

~ Weiss G.M., and Hirsh H. Learning to predict rare events in event sequences. In
Proceedings of the 4* International Conference on Knowledge Discovery and Data
Mining, AAAI Press, 1998, pp. 359-363.

White D.A., and Jain R. Algorithms and strategies for similarity retrieval. Technical
Report VCL-96-101. Visual Computing Laboratory, UC Davis, 1996.

Yazdani N., and Ozsoyoglu Z.M. Sequence matching of images. In Proceedings of the
8% International Conference on Scientific and Statistical Database Management,
1996, pp. 53-62.

Zaki N.J., Lesh N., and Ogihara M. PLANMINE: sequence mining for plan failures. In
KDD’98, 1998.




" C' F i‘,...,.l] i L.s a*iﬁq

cesailinl AL
CQQMDAPOOE 5. & ,{
| ot Ne T béﬂf;ﬁf . ;

heco NHE...-Q-O-S-Z-P’ ——n—

DEie of ADBR o v oo s n v

e

A

A priori algorithm 78

Activation function 205

Additive properties 128

Agglomerative 116, 123

Agglomorative hierarchical clustering technique
244

Aggregate proximity relationships 276

Alive interval 186

All-points paradigm 135

Apex cuboid 15

Association rules 53, 72

Attribute fist 175

Attribute oriented induction 184, 276

Attribute removal 184

AVC-set 182

Average intercluster distance 129

Average intra-cluster distance 130

Backpropagation 209
Base cuboid 15

Basins 138

Bibliographic coupling 236
BIRCH 126

BOAT 188

Bootstrap trees 188
Border algorithm 102
Border objects 124
Border set 75

Boundary shape matching 277
BUBBLE 147

C
C4.5 173

INDEX

CACTUS 142

Candidate generation 78
CART 172

Categorical 116

Causal rules 255

Centroid 128

CF-Tree 126

CHAID 173

CHAMELON 147

CLARA 121

CLARANS 121

Class histogram 169

Class label 155

CLEVER 234

CLOUDS 185

Cluster 124, 144

Cluster feature vector 127
Cluster features 127

Cluster projection 144
Clustering 53

Clustering using representatives 134
Co-citation 236
Combination function 2035
Competitive learning 210
Composite association rules 239
Computational linguistics 241
Concept hierarchy 239, 244
Concept tree ascension 184
Condensation of CF-Tree 132
Confidence 53,72

Core object 123

Count matrix 170, 180
Crossover 215,216

CURE 134

Customized usage tracking 238




Index 0 285

D

Damping factor 234
Data marts 25

Data mining 43
DBSCAN 123

Delta rule 209
Dendrites 203
Denormalized 22
Density-connected 124
Density-reachable 124
Deviation detection 55
Dewey decimal 244
Diameter 129

DIC 89

Dicing 17

Dimension 15
Dimension tables 21
Directly-density-reachable 123
Discovery mode] 52
Discovery-driven 52
Disjunctive normal form 107
Distinguishing set 146
Divisive 116, 123
Dominance 216

Drill 18

Drill-across 20
Drill-down 19
Drill-up 18
Drili-within 20

E

gneighbourhood 123
Enterprise warehouse 24
Entropy 163

Episode 266

Episode discovery 243, 265
Event 265

Event prediction problem 268
Event sequence 266
Extended SQL OLAP 24

F

Fact constellation. 23
Fact table 21

‘Feedforward 206 -

Fingerprint 273
Focussing techniques 122
FP-Tree 94

FP-Tree growth 94
Frequency 257

Frequent episode 35, 267
Frequent Sequence 257

G
GA 214
Gain 165

Gain ratio 167

Gaussians 209

General access pattern tracking 238
Genetic algorithms 56,214
Genetic operators 215

Gini index 167

GIS 59

Greedy method 180

GSP algorithm 260

Guillotine cut 161

H

Hamming distance 245

Hidden layers 206

Hidden Wb 235

Hierarchical algorithms 122
Hierarchical clustering 115

Higher order features 242

HITS 233

Hypertext probabilistic grammars 239

ID3 172

Incremental algorithm 100
Index node 236
Indiscernibility relation 219
Information extraction 240
Information retrieval 240
Inter- Attribute Summary 145
Intra-Atiribute Summary 145
Intrinsic link 235

- jnversion 216




286 4 Dara Mining Techniques

. Item hierarchy 106
" ITERATES 147
Iterative optimization paradigm 117

K

k-cluster 144

k-means algorithms 116, 117
k-medoid 117

k-medoid algorithms 116
KDD 45, 47

Knowledge discovery 45

L

Latent semantic indexing 242
Lattice of cuboids 15

Learning rate 208, 210
Link-matrix 234

Links 140

Local frequent sets 81

Local support 82

Longest common sequence 274
Loosely coupled 49

Lower approximation 219

Machine learning 50

MAFIA 147

Manhattan intercluster distance 129
Market—basket problem 69
Maximal frequent set 75

Maximal frequent subsequences 243
Maxneighbor 121

MDL 189

Metadata 26,27

MFCS 84

MFS 84

MIDAS 239

MLP 205, 206, 209

MOLAP 24

Monitoring time 268
Muitidimensional data model 11
Multimedia data mining 233
Mutation 215, 216

N

n-gram 242

n-series 271

Navigation templates 239
Neighbours 140

Neural networks 56, 203
Noise 124
Non-principal basins 139
Numeric measures 15

o)

Oblique trees 195

Occam’s Razor principle 50
Offsprings 215

OLAP 17

Overfit 161

P

PageRank 234
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Reference node 236
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Spatial trend detection 278
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SSE 185

Star schema 21
Stemming 242

Step function 204
STIRR 136

Stop-words 242
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Supervised learning 51, 54
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Support vector machine 51, 57, 221
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Syntactic constraints 239
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Temporal association 254
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Temporal classification 254
Temporal data mining 252
Text clustering 244
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Text mining 59,239
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Time window 266
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Train-and-test 189
Transfer function 2035
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Trend analysis 254
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Uncertainty coefficient 184
Unsupervised learning 51, 208
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Verification-driven data mining 52
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Warehouse server 24
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Web content 239

Web content mining 232

Web mining 58, 231

Web structure mining 232, 233
Web usage mining 232, 238
Web utilization miner 264
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Windowing 184

Word occurrences 241
Word-sense disambiguation 241
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Data Mining Techniques addresses all the major and latest techniques of data mining and
data warehousing. Tt deals in detail with the latest algorithms for discovering association
rules, decision trees, clustering, neural networks and genetic algorithms. The book
contains the algorithmic details of different techniques such as A prion, Pincer-search,
Dynamic Itemset Counting, FP-Tree growth, SLIQ, SPRINT, BOAT, CART, RainForest, BIRCH,
CURE, BUBBLE, ROCK, STIRR, PAM, CLARANS, DBSCAN, GSP, SPADE, SPIRIT, etc.
Interesting and recent developments such as Support Vector Machines and Rough Set
Theory are also covered in the book. The book also discusses the mining of web data,
spatial data, temporal data and text data. An elaborate bibliography and exercises are
provided at the end of each chapter. This book can serve as a textbook for students of
computer science, mathematical science and management science. It can also be an
excellent handbook for researchers in the area of data mining and data warehousing.
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