Face Expression Recognition and Analysis
Arpit Billore, Chetan Tayade, Kapil Newale, Swapnil Murekar
Computer Technology, K.D.K.College of Engineering Nagpur, India














ABSTRACT:

Face Reader is the tool that is capable of automatically analyzing facial expressions, providing users with an objective assessment of a person’s emotion. A facial expression is one or more motions or positions of the muscles in the skin. These movements convey the emotional state of the individual to observers. Facial expressions are a form of nonverbal communication. They are a primary means of conveying social information among humans, but also occur in most other mammals and some other animal species. Humans can adopt a facial expression to read as a voluntary action. However, because expressions are closely tied to emotion, they are more often involuntary. The close link between emotion and expression can also work in the other direction; it has been observed that voluntarily assuming an expression can actually cause the associated emotion.

I. PROBLEM DEFINITION
Model Description Below it gives an example of AFERS processing of an image sequence. Input video is processed using CLM. Shape and appearance parameters are estimated for each video frame and then input to an SVM for expression recognition. AFERS will be tested in two publically available datasets, Figure Automatic Facial Expression Recognition System. Similarity normalized hope and canonical appearance are estimated for each video frame. Parameters are then inputted to SVMs to recognize emotion expression on a frame-by-frame ASIS. ANALYTCS ENGINE During runtime, the AFERS application provides operators  with several real-time outputs of the expression recognition process, along with  snapshot generation and interrogation reporting. 
A. Current FACS Emotion Response Indicator  AFERS displays the current expression response demonstrated by the  subject and determined by the 
automated FACS coding. Each time the subject’s  expression changes, even if only for a fraction of a 
second (as with micro expressions), the results are updated within the user interface in real-time.
B. Trend Analysis AFERS also provides a polygraph
 chart-like output that tracks and displays the historical changes in the subject’s expression. As with the emotion response indicator, every   time the subject’s expression changes, a new data point is plotted. The operator can then perform quick analysis of the trends in a subject’s magnitude and duration of 
expressions, and correlate them to the questions being asked.
C. Snapshot Generation the AFERS snapshot generation feature allows an operator to manually generate a snapshot of the subject’s current emotional response during an interrogation. Each snapshot captures the time, frontal photo of the subject along with the current facial expression, and active action units. AFERS’ snapshots can also be configured to be collected automatically, based on the criteria the operator has established. 
II. INTRODUCTION
Computer and other powerful electronic devices surround us in ever increasing numbers, with their ease of use continuously being improved by user-friendly interfaces. Facial expression recognition, in particular facial action coding system (FACS) action unit (AU) detection [2] and classification of facial expression imagery in a number of discrete emotion categories, has been an active topic in computer science for some time now, with arguably the first work on automatic facial expression recognition being published in 1973 [3]. These streams stem directly from the two major approaches to facial expression measurement in psychological research [1]: message and sign judgment. The aim of the former is to infer what underlies a displayed facial expression, such as affect or personality, while the aim of the latter is to describe the outward “surface” of the shown behavior, such as facial movement or facial component shape.
Some expressions can be accurately interpreted even between members of different species- anger and extreme contentment being the primary examples. Others, however, are difficult to interpret even in familiar individuals. For instance, disgust and fear can be tough to tell apart. Because faces have only a limited range of movement, expressions rely upon fairly minuscule differences in the proportion and relative position of facial features, and reading them requires considerable sensitivity to same. Some faces are often falsely read as expressing some emotion, even when they are neutral, because their proportions naturally resemble those another face would temporarily assume when emoting. There are some Face Reader tools available from few of the companies which are expensive in terms of facilities provided. There are many tools available in market for specific expressions like smile. Moving on to the 19th century, one of the important works on facial expression analysis that has a direct relationship to the modern day science of automatic facial expression recognition was the work done by Charles Darwin. In 1872, Darwin wrote a treatise that established the general principles of expression and the means of expressions in both humans and animals [3]. He also grouped various kinds of expressions into similar categories. The categorization is as follows: 
   low spirits, anxiety, grief, dejection, despair 

   joy, high spirits, love, tender feelings,   
devotion 

  reflection, meditation, ill-temper, sulkiness, determination 

   hatred, anger 

   disdain, contempt, disgust, guilt, pride 

   surprise, astonishment, fear, horror 

   self-attention, shame, shyness, modesty 

    Thus, a frown can be judged as possibly caused by “anger” in a message-judgment approach and as a facial movement that lowers and pulls the eyebrows closer together in a sign judgment approach. While message judgment is all about interpretation, with the ground truth being a hidden state that is often impossible to measure, sign judgment is agnostic, independent from any interpretation attempt, leaving the inference about the conveyed message to higher order decision making. Most facial expression analysis systems developed so far adhere to the message-judgment approach. They attempt to recognize a small set of prototypic emotional facial expressions said to relate directly to a small number of discrete affective states such as the six basic emotions proposed by Ekman [4], [5], [6]. While, in truth, such systems recognize prototypical facial expressions but not actually recognizing emotions, for brevity, we will refer to this process as “emotion recognition.” 

A. EMOTION RECOGNITION
Emotion recognition approaches can be divided into two groups based on the type of features used, either appearance based features or geometry-based features. Appearance features describe the texture of the face caused by expression, such as wrinkles and furrows. Geometric features describe the shape of the face and its components such as the mouth or the eyebrows.

B. AU DETECTION
AU detection approaches can be divided into a number of ways. Just as for emotion recognition, it is possible to divide them into systems that employ appearance-based features, geometric features, or both. Another way of dividing them is how they deal with the temporal dynamics of facial expressions: Frames in a video can either be treated as being independent of each other (this includes methods that target static images) or a sequence of frames that can be treated by a model that explicitly encompasses the expression’s temporal dynamics.
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Fig 2.1: AU Detection

III. LITERATURE SURVEY

3.1 HUMAN FACIAL EXPRESSION
A facial expression results from one or more motions or positions of the muscles of the face. These movements convey the emotional state of the individual to observers. Facial expressions are a form of nonverbal communication. They are a main means of conveying social information among humans, but also occur in most other mammals and some other animal species. Charles Darwin noted in his book the expression of the emotions in man and animals: the young and the old of widely different races, both with man and animals, express the same state of mind by the same movements. Still, up to the mid-20th century most anthropologists believed that facial expressions were entirely learned and could therefore differ among cultures. Studies eventually supported Darwin's belief to a large degree, according to the research production, when we do the software design and software experiment, the culture of the people whose expression images are used for the test should be considered in, which means the people in the same test group should be the same race or basically have the same culture background. The human facial expressions generally can be classified into anger, disgust, fear, happiness, sadness, surprise, neural, concentration, contempt, desire, excitement, confusion and the first seven expressions are the typical ones.
3.2 FACIAL EXPRESSION FEATURES EXTRACTION
 Usually, the process of facial expression recognition has three main phases: pre-process of the facial expression image, facial expression features extraction, and expression classification. Independent Components Analysis PCA considered image elements as random variables with Gaussian distribution and minimized second- order statistics. Clearly, for any non-Gaussian distribution, largest variances would not correspond to PCA basis vectors. Independent Component Analysis (ICA) minimizes both second-order and higher-order dependencies in the input data and attempts to find the basis along which the data are statistically independent. It is intimately related to the blind source separation (BBS) problem, where the goal is to decompose an observed signal into a linear combination of unknown independent signals. Set s as the vector of unknown source signals and x is the vector of observed mixtures. If A is the unknown mixing matrix, then the mixing model is written as


x=As
Let the source signals assume to be independent of each other and the mixing matrix A is invertible. Based on these assumptions and the observed mixtures, ICA algorithms try to find the mixing matrix A or the separating matrix W, U is an estimation of the independent source signals:


U=Wx=Was
Independent component analysis can be also considered as a generation of PCA, which is a suitable algorithm when the important information was contained in the high-order relationships among pixels during the face recognition process.
3.3 GABOR FILTER
A Gabor filter is a linear filter whose impulse response is defined by a harmonic function multiplied by a Gaussian function. Bovik et al. suggest the restriction of the choice of Gabor filters to those with isometric Gaussians. The spatial-domain equation of the corresponding Gabor function is shown in equation A1 with rotated coordinates x', y' , which is shown in equation A2. The Fourier transform and rotated coordinates are shown in equations A2 and A4.
IV. WORKING OF PROJECT
Image act as input. This image has to pass from various steps which is shown in fig..Histogram technique helps to detect the elements of face such as eyes, nose, mouth etc. This image is then converted to binary format so as to find coordinates of components. As the values get evaluated, it has to match up to 75% of its threshold value. Database holds all values required. While scanning, values are compared and then output is generated.
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Fig 4.1: FER System

V. APPLICATION
I. Automatic face expression recognition systems find applications in several interesting areas. With the recent advances in robotics, especially humanoid robots, the urgency in the requirement of a robust expression recognition system is evident. As robots begin to interact more and more with humans and start becoming a part of our living spaces and work spaces, they need to become more intelligent in terms of understanding the human’s moods and emotions. Expression recognition systems will help in creating this intelligent visual interface between the man and the machine.
II. Humans communicate effectively and are responsive to each other’s emotional states. Computers must also gain this ability. This is precisely what the Human-Computer Interaction research community is focusing on: namely, Affective Computing. Expression recognition plays a significant role in recognizing one’s affect and in turn helps in building meaningful and responsive HCI interfaces. The interested reader can refer to Zeng et al.’s comprehensive survey to get a complete picture on the recent advances in Affect-Recognition and its applications to HCI.

III. Facial expression recognition systems find uses in a host of other domains like Telecommunications, Behavioral Science, Video Games, Animations, Psychiatry, Automobile Safety, Affect sensitive music juke boxes and televisions, Educational Software, etc.

IV. Practical real-time applications have also been demonstrated. Bartlett et al. have successfully used their face expression recognition system to develop an animated character that mirrors the expressions of the user (called the CU Animate) They have also been successful in deployed the recognition system on Sony’s Aibo Robot and ATR’s RoboVie 

V. Another interesting application can be been demonstrated by creating ‘EmotiChat’ application. It consists of a chat-room application where users can log in and start chatting. The face expression recognition system is connected to this chat application and it automatically inserts emoticons based on the user’s facial expressions.

VI. Recent advances in neuroimaging (Neuroimaging includes the use of various techniques to either directly or indirectly image the structure, function/pharmacology of the brain. ) have facilitated examination of brain development, and have allowed for exploration of the relationships between the development of emotion processing abilities, and that of associated neural systems.
VI. LIMITATION OF EXISTING SYSTEM
- The available software’s required experts to manage.

- Specific for a some expressions.

VII. CONCLUSIONS AND FUTURE SCOPE 
   Recognizer is much more than transformations and expression equivalence. The infrastructure for recognizer is significant. Designing effective and correct transformations is hard, developing a robust cost metric is elusive, and building an extensible enumeration architecture is a significant undertaking. Despite many years of work, significant open problems remain. However, an understanding of the existing engineering framework is necessary for making effective contribution to the area of expression recognizer. While much research has been focused on heuristics to reduce the search space enumerated by expression recognizers, and on optimizing for parallel execution of queries, we believe that our work is the first to successfully explore parallelizing the process of optimizing queries. In this paper, we proposed a novel framework for parallelizing expression recognizer to exploit the coming wave of multi-core processor architectures with cores that share memory. 
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