Predicting Survivability Rate of Breast Cancer Patient Using Data Mining Techniques: A Conceptual Analysis
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Abstract— Cancer is a gash of cells in which cells divide and grow uncontrollable and forms ulcer and due to this, parts of body cells deteriot. It has various categories of diseases and from among them is breast cancer which is the most general disease and prime reason of death among women now. Breast cancer sometimes diagnose after symptoms appear, but most of the women with early stage breast cancer have no symptoms and prediction methods so that it can cure or even avoid. Data mining is powerful technique which can serve the purpose. Data mining is automated extraction of data from large databases. Data mining offers several techniques such as neural networks, decision tree, attribute relevance analysis, clustering, prediction, etc for the task and thus to this end, this paper suggests the use of data mining techniques of neural networks and decision tree for prediction the survivability rate of breast cancer patients. 
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I. INTRODUCTION
Breast cancer is the major cause of death by cancer in the female population [1]. Most breast cancer cases occur in women aged 40 and above but certain women with high-risk characteristics may develop breast cancer at a younger age [2]. Cancer is a disease in which cells become abnormal and form more cells in an uncontrolled way. With breast cancer, the cancer begins in the tissues that make up the breasts. The cancer cells may form a mass called a tumor. They may also invade nearby tissue and spread to lymph nodes and other parts of the body. The most common types of breast cancer are-Ductal carcinoma and Lobular carcinoma. Ductal carcinoma cancer begins in the ducts and grows into surrounding tissues. About 8 in 10 breast cancers are this type. Lobular carcinoma cancer begins in lobules and grows into surrounding tissues. About 1 in 10 breast cancers are of this type [3]. There is much research on medical diagnosis of breast cancer with Wisconsin breast cancer database (WBCD) in neural network  [4]. This paper reviews the existing/popular neural network techniques with WBCD data for the diagnosis of breast cancer.
II. DECISION TREE AND NEURAL NETWORK: LITERATURE REVIEW
  Data mining or knowledge discovery is needed to make sense and use of data. Knowledge discovery in the data is the non-trivial process of identifying valid, novel, potentially useful and ultimately understandable patterns of data [5]. Data mining is core subject in the field of neural network, artificial intelligence, detecting of the diseases, database management system, fuzzy logic, determining the forecasting of the product sells out, etc. Despite several efforts, there has been considerable rise in the failure of these above fields. One of the reasons for this is improper analysis of requirements beforehand. This requires looking for a method which overcomes these issues. In this paper, we are focusing data mining techniques to predict the survivability rate of breast cancer patients. Thus, to make the study more specific in neural networks and decision tree, the data has been presented in categorical fields by studying the published and available literature.
A. DECISION TREE
  Decision tree is the learning of decision trees from a class labeled training tuples. Decision trees may handle high dimensional data. Their representation of acquired knowledge in tree from is intuitive and generally easy to understand by humans. The learning and classification steps of decision tree induction are simple and fast. In general, decision tree classifier has good accuracy. Decision tree have been used for classification in many applications areas, such as medicine, manufacturing and production, financial analysis, astronomy etc [6]. Decision tree is a widely used data mining method. In decision theory, a decision tree is a graph of decisions and their possible consequences, represented in form of branches and nodes. This data mining method is been used in various fields in business and science for many years and has given outstanding results [5]. Mohammad Taha Khan et al discussed a prototype model for the breast cancer as well as heart disease prediction using data mining techniques is presented and two decision tree algorithms C4.5 and the C5.0 have been used on these datasets for prediction and performance of both algorithms is compared[7]. D.Lavanyal et al studied a hybrid approach of decision tree algorithm because it produce human readable classification rules which are easy to interpret, CART classifier with feature selection and bagging technique has been considered to evaluate the performance in terms of accuracy and time for classification of various breast cancer datasets[8]. Ahmad Taher Azar et al presented a decision support tool for the detection of breast cancer based on three types of decision tree classifiers. They are single decision tree (SDT), boosted decision tree (BDT) and decision tree forest (DTF). Decision tree classification provides a rapid and effective method of categorizing data sets. Decision-making is performed in two stages: training the classifiers with features from Wisconsin breast cancer data set, and then testing[9]. Erika F. Werner et al presented decision analysis modeling has emerged as a powerful tool to weigh the cost-effectiveness of complex healthcare decisions. Decision analysis utilizes mathematical models to quantitatively compare multiple decisions accounting for both the monetary cost and the effect on quality of life [10].
B. NEURAL NETWORKS
 Shweta Saxena et al studied various techniques used for the diagnosis of breast cancer using ANN. Different methods for breast cancer detection explored and their accuracies are compared [11]. Seema Singh et al   presented a system which detects the cancer stage using clustering techniques. The task is accomplished using Adaptive Resonance Neural Network (ARNN), a special case of unsupervised learning [12]. Smaranda Belciug et al paper deals with the evolutionary training of a feed forward NN for both breast cancer detection and recurrence. A multi-layer perceptron (MLP) has been designed for this purpose, using a GA routine to set weights, and a Java implementation of this hybrid model has been made [13]. Sonia Narang et al presented a review on classification of Breast cancer using Adaptive Resonance Neural Networks (ARNN), ART, and Feed Forward Artificial Neural Networks. The performance of the network is evaluated using Wisconsin breast cancer data set for various training algorithms [14]. Arbab Masood et al discussed a fast learning neuro-evolutionary technique that evolves Artificial Neural Networks using Cartesian Genetic Programming (CGPANN) used to detect the presence of breast cancer. Developed system produces fast and accurate results when compared to contemporary work done in the field [15]. Bipul Pandey et al explained how the paradigms of modularity and optimization using evolutionary technique could be used to solve the aforesaid problem with significant success. Here, to take benefit of modularity, they made of use modular neural network instead of the traditional monolithic neural network for the recognition of input vectors implying breast cancer [16]. Ayad Ghany Ismaeel et al  proposed a novel method can predict the disease by mutations despite The presence in gene sequence is not necessary it are malignant, so will be compare the patient's protein with the gene's protein of disease if there is difference between these two proteins then can say there is malignant mutations[17].

III. DATA MINING
   Data mining refers to extracting or mining knowledge from large repository of data. Data mining should have been appropriately named knowledge mining from data which is somewhat large in size. The origin of Data Mining draws ideas from machine learning/AI, pattern recognition, statistics, and database systems. Traditional techniques may be unsuitable due to enormity of data, high dimensionality of data and heterogeneous distributed nature of data [18]. There are six steps for mining the data from given database as follows [19]: 
·Understanding the problem domain 
 ·Understanding the data ·Preparation of the data
 ·Data mining
 ·Evaluation of the discovered knowledge
 ·Using the discovered knowledge
IV. DECISION-TREE CLASSIFICATION RULES
  As the name indicates, the decision-tree approach presents a set of decisions in a tree-like structure. The basic concept behind the decision tree classification algorithm is the partitioning of records into “purer” subsets of records based on the attribute values. A pure subset is one in which all the records have the same class label. The end result of the decision tree algorithm is the output of classification rules that are simple to understand and interpret. This interpretability property is strength of the decision tree algorithms [20]. Each node specifies a test of some attributes of an instance. Each branch corresponds to one of the possible values of this attribute. Each leaf node represents class label or class label distribution. The basic top-down decision tree generation approach is greedy algorithm. At the beginning, all the training examples are at the root. During a movement from the root to a leaf node, a node is split into several branches. At each branch, run the algorithm and generate more nodes. The basic steps of the greedy algorithm are summarized below.
· The attribute that has the highest information gain is selected as the test attribute of the node. 
· If all samples are of the same class, then the node becomes a leaf and is labeled with that class.
Otherwise, the heuristic algorithm selects the attribute with the highest information gain among the others that are not labeled yet. This attribute becomes the “test” or “decision” attribute at the node. ·A branch is created for each known value of the test attribute, and the samples are partitioned accordingly.
· This recursive partitioning process stops only if one of the following conditions is true: all samples for a given node belong to the same class there are no remaining attributes on which the samples may be further partitioned and (iii) there are no samples for the branch.
The knowledge represented in decision-tree induction can be extracted and represented in a form of IF-THEN rules. One rule is created for each path from the root to a leaf node. Each attribute-value pair along a given path forms a conjunction in the rule antecedent (“IF” part). The leaf node holds the class prediction, forming the rule consequent (“THEN” part). Decision tree technique useful where, there is involving simplex decision making can access thousands of bytes of data.
V. NEURAL NETWORK
  Seema Singh et al has discussed many tasks involving intelligence or pattern recognition are extremely difficult to automate, but appear to be performed very easily by animals. The neural network of an animal is part of its nervous system, containing a large number of interconnected neurons (nerve cells). Artificial neural networks are computing systems whose central theme is borrowed from the analogy of biological neural networks.
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               Figure1. Neuron Scheme            
          Artificial neural networks are also referred to as‚ neural net ‚artificial neural systems‛‚parallel distributed processing systems‛, and ‚connectionist systems‛. For computing systems to be called by these pretty names, it is necessary for the system to have a labeled directed graph structure where nodes perform some simple computations. From elementary graph theory we recall that a ‚directed graph‛ consists of a set of ‚nodes‛ (vertices) and a set of ‚connections‛ (edges/links/arcs) connecting pairs of nodes. A graph is a ‚labeled graph‛ if each connection is associated with a label to identify some property of the connection. In a neural network, each node performs some simple computations; each connection conveys a signal from one node to another, labeled by a number called the ‚connection strength‛ or ‚weight‛ indicating the extent to which a signal is amplified or diminished by a connection [21][image: image2.emf]
Figure 2. Neuron Model

VI. CONCLUSION
Cancer is one of the most feared diseases in anyone life because it is nothing but ulcer and due to cancer, parts of body cells deteriot. It has increased disturbingly and breast cancer occurs in one out of six women means to say that now it is becoming   the most general disease and prime reason of death among women now. Breast cancer sometimes diagnose after symptoms appear, but most of the women not get knowledge in early stage, breast cancer have no symptoms and so we are trying to discuss the prediction methods so that it can cure or even avoid. Data mining is powerful technique which can serve the purpose. Data mining is automated extraction of data from large databases. Data mining offers several techniques such as neural networks, decision tree, attribute relevance analysis, clustering, prediction, etc for this task and thus to this end, this paper suggests the use of data mining techniques of neural networks and decision tree for prediction the survivability rate of breast cancer patients. We made  an attempt to present a conceptual analysis of how data mining can be used for the prediction using neural network and decision tree classification rules. Here, we present the problem of accuracy in neural network and decision tree in the breast cancer prediction. Using  neural neywork we concluded that the consistent accuracy over time and good performance of the network is trained instead of decision tree in breast cancer.
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