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Abstract-In Community question 

answering (QA) sites, malicious users may 

provide deceptive answers to promote their 

products or services. It is important to 

identify and filter out these deceptive 

answers. On the user side, the deceptive 

answers are misleading to users. If the 

asker was cheated by the provided 

answers, he will not trust and visit this site 

again. Therefore, it is a fundamental task 

to predict and filter out the deceptive 

answers. Thus our project proposes a 

technique for deceptive answer prediction 

using sequence comparison method. In this 

we are going to do the verification of data 

from general database with expert 

database. Then comparative, analytically 

data analysis gives the user the accuracy 

percentage of search data. Then generating  

an alert remark after comparing data with 

expert database. In this paper data of 

computer language like C,C++ and Java is  

considered, comparison algorithm is 

applied and whether the searched answer is 

correct or not is predicted. 

 

I. Introduction 

 

 Currently, Community QA sites, such as 

Yahoo! Answers and WikiAnswers, have 

become one of the most important 

information acquisition methods. In 

addition to the general-purpose web search 

engines, the Community QA sites have 

emerged as popular, and often effective, 

means of information seeking on the web. 

By posting questions for other participants 

to answer, users can obtain answers to 

their specific questions. The Community 

QA sites are growing rapidly in popularity.  

However, some answers may be deceptive. 

As the answers can guide the user’s 

behaviour, some malicious users are 

motivated to give deceptive answers to 

promote their products or services. There 

are at least two major problems that the 

deceptive answers cause. On the user side, 

the deceptive answers are misleading to 

users. If the users rely on the deceptive 

answers, they will make the wrong 

decisions. Or even worse, the promoted 

link may lead to illegitimate products. On 

the Community QA side, the deceptive 

answers will hurt the health of the 

Community QA sites. A Community QA 

site without control of deceptive answers 

could only benefit spammers but could not 

help askers at all. If the asker was cheated 

by the provided answers, he will not trust 

and visit this site again. Therefore, it is a 

fundamental task to predict and filter out 

the deceptive answers. Our project 

proposes a technique for deceptive answer 

prediction using sequence comparison 

method. In this we are going to do the 

verification of data from general database 

with expert database . Then comparative, 

analytically data analysis gives the user the 

accuracy percentage of search data. Then 

generating an alert remark after comparing 

data with expert database. We present 

algorithm RAPID,  to be found and 

assessed extremely rapidly. RAPID is a 

word search algorithm which uses 
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probabilities to modify the significance1 

attached to different words. 

II. Basic concepts 

There are five main steps used in deceptive 

answer prediction. They are listed below 

1. Generation of two databases one is 

general database and other is expert 

database. 

2. Creating the user profile login 

session. 

3. Collecting the user query for the 

verification 

4. By algorithm comparing the data 

with expert database 

5. Generating the result with answer 

prediction 

 

 

 

  

 

 

Fig 1. System Architecture 

Fig 1. Shows system architecture for 

deceptive answer prediction. First the user 

will fire the query .According to it the user 

will get the required data from the general 

database. Then this data will be compared 

and evaluated with the data from expert 

database by sequence comparison 

technique. Then comparative, analytically 

data analysis gives the user the accuracy 

percentage of search data. Then generating 

an alert remark after comparing data with 

expert database. 

 

 

Generation of two databases one is general 

database and other is expert database.  

Expert database contains relevant 

information about the programming 

languages ie. C, C++  and JAVA. The 

topics covered in these languages are in 

the expert database. General database 

contains relevant as well as irrelevant 

information about the topics covered in the 

above mention programming languages. 

The information present in the general 

database will be matched with the 

information present in the expert database 

with the help of sequence comparison 

technique. 

 Creating the user profile login session 

This is the user interface module. We will 

create a website  , user have to login in this 

site and user will select his course of 

interest. We will create a login session of 

each user so that different users’  interest 

do not mix with other users. This will ease 

the database matching process. 
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Collecting the user query for the 

verification 

This module acts as data collector. It 

collects the data from the user. User will 

fire the query ie. what information  he has 

to search. Depending upon the query of the 

user , database will be searched. 

By algorithm comparing the data with 

expert database 

In this we are going to do the verification 

of data from general database with expert 

database. Then comparative, analytically 

data analysis gives the user the accuracy 

percentage of search data with the help of 

RAPID and sorting algorithm. RAPID is a 

word search algorithm which uses 

probabilities to modify the significance 

attached to different words;  RAPID is a 

frequency matching algorithm. A sorting 

algorithm is  an efficient algorithm which 

performs an important task that puts 

elements of a  list in a certain order or 

arranges a collection of items into a 

particular order 

 Generating the result with answer 

prediction 

This module will tell the user if the answer 

to his query is correct or not. This will 

generate an alert message regarding the 

content of the answer that the verified 

content is correct or not. This will tell the 

user regarding relevance of the answer. 

III. Algorithm  

RAPID compares two sequences a and b, 

by counting the number of words, N, 

occuring one or more times in a which also 

occur one or more times in b. This is 

compared to estimate E, of the number of 

such ’Matches’ we would expect to occur 

by chance. 

The number of matches to be expected by 

chance 

Let W^a & W^b, sizes La & Lb, 

respectively, be the sets of words which 

occur one or more times in two sequences, 

a & b. 

The total number of matches E between a 

sequences, a & an unrelated sequences b is 

estimated using equation 

E= LbP 𝑊^𝑎
𝑖
 = Lb

𝐿𝑎

𝑖=0
 P 𝑊^𝑎

𝑖
 

𝐿𝑎

𝑖=0
 

IV. Conclusion 

We have discussed the deceptive answer 

prediction task in Community QA sites. 

Our project proposes a technique for 

deceptive answer prediction using 

sequence comparison method. The 

Community QA sites are growing rapidly 

in popularity. Currently there are hundreds 

of millions of answers and millions of 

questions accumulated on the Community 

QA sites. These resources of past 

questions and answers are proving to be a 

valuable knowledge base. From the 

Community QA sites, users can directly 

get the answers to meet some specific 

information need, rather than browse the 

list of returned documents to find the 

answers. Hence, in recent years, 

knowledge mining in Community QA sites 

has become a popular topic in the field of 

artificial intelligence. Thus our project will 

generate an alert message regarding the 

content of the answer that the verified 

content is correct or not. This will tell the 

user regarding relevance of the answer. 
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