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Abstract – As the number of Internet users is growing rapidly worldwide, Internet traffic data also increases. To analyze this traffic, multiple tools are available. But they do not perform well when the traffic data size increases. This traffic measurement and analysis is usedto observe network usage behavior and perform different types of analysis. As the data grows it is necessary to increase the necessary infrastructure to process it. The Distributed File System can be used for this purpose, but it has certain limitations such as scalability,availability, and fault-tolerance. Hadoop is an open source distributed computing platform having MapReduce for distributed processing and HDFS to store huge amount of data. This study presents a Hadoop-based traffic monitoring system that performs a multiple types of analysis on huge amount of Internet traffic in a scalable manner.
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I. Introduction 
       Internet traffic is experiencing an explosive growth, and online shopping is one of the significant drivers. The global B2C (Business-to-Customer) E-Commerce was reported to grow at the rate of 20% annually, and one billion persons were expected to make purchases online this year. The big data is emerging research area for researchers because, according to Cisco White Paper [2], IP traffic will grow at a Compound Annual Growth Rate (CAGR) of 23 percent from 2012 to 2017 i.e., it but it is will surpass the Zettabyte threshold ( 1.4 Zettabyte) by the end of 2017. In Asia Pacific countries this IP traffic will reach 43.4 Exabyte per month by 2017. 

       The Google has developed Google File System (GFS) for data intensive applications and workloads. MapReduce  allows users to control thousands of machines in parallel to process huge amount of data using map and reduce functions. Based on these developments, Doug Cutting @ Yahoo! now in Cloudera organization has developed Hadoop later on donated to Apache known as Apache Hadoop  which is an open source java framework provides MapReduce programming model and Hadoop Distributed File System (HDFS) for storing istributed data. Currently, many of the companies like Yahoo,

       The contributions can be outlined as follows. First, a hadoop based DPI system architecture integrated with a web crawler was firstly proposed. Second, a methodology for web anatomy was presented; third, MapReduce model of HTTP URL restoration was designed and implemented. Finally, for verification, live traffic was captured and analyzed using the system. Specifically, traffic towards Tmall (tmall. com), one of the leading e-business websites in China, was in detail investigated. The popularity of product, subcategories and brand on the Tmall was retrieved with the help of parsing the pages fetched by a web crawler.

       Hadoop, consisting of a distributed file system (HDFS) and a parallel programming model (MapReduce), is regarded as the most popular solution for massive data mining [3]. In this paper, the possibility of implementing DPI on a Hadoop cluster was explored and an architecture of a Hadoop based Internet traffic DPI system was presented. Some key issues including MapReduce implementation of packet analysis, input file sizeselection and etc. were addressed.
II. Related work
     Hadoop/MapReduce has emerged in traffic classification and analysis of network measurements, but little used in DPI. Matching URLs with page contents is critical in DPI of web traffic. It is difficult for traditional methods to obtain both high speed and accuracy. The major obstacle is that there is no enough information in the URL to determine the content. Kawano et al [13] proposed a matching method in high-speed DPI, which consisted of multiple stages including early stages of hierarchical hashing matching and a subsequent full-text searching that supports wildcard matching. Macia- Fernandez et al [14] used a web crawler to help recover the actual web pages accessed by clients without DPI. They performed website profiling using a web crawler to extract some characteristics of the web pages at a website, and correlated the web profiling results and network trace features obtained by just TCP headers inspection, and then decided the visited pages. The method worked for judging the website, but not for learning the page contents. Nevertheless, the method of fetching pages and parsing them beforehand using a web crawler was very instructive.

III. Components of Traffic Measurement      and Analysis with Hadoop
        The purpose of collector is to both receive IP packet and NetFlow data from probes or packet trace files from the disk and write them on HDFS. This traffic collection is carried out by a load balancer and HDFS DataNodes. The load balancer probes packet streams using a high-speed packet capture driver like PF_RING and TNAPI [15], which forwards packets to multiple DataNodes. Then HDFS DataNode captures these forwarded packets and writes them to HDFS files concurrently. RAID0 is used to boost the performance i.e. parallel disk I/O operation. The proposed method still does not guarantee the

end-to-end performance from online traffic collection to realtime analysis.
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Figure 1: Architecture of Traffic Measurement and               Analysis
IV. URL Restoration And Product Identification
        In this section, the MapReduce procedure of packet analysis, URL synthesis and product identification is demonstrated. The whole procedure can be divided into two stages: URL restoration and product identification.

1) URL restoration stage: Three MapReduce jobs are defined in this stage, illustrated .Job1 is to perform packet analysis and HTTP request reassembly. It reads packet records from HDFS through Pcap- InputFormat. The inputs to the map stage are the offset key and packet data value In the map task, packets are decoded and separated depends on the known five tuples. For later sorting and reassembly, time stamps and TCP sequence number are added to the packet payload forming the intermediate data value of map output, denoted by data’. The inputs to the reduce stage are 5-tuple key and list of data’ value. In the reduce stage, HTTP content is generated by reassembling all packets belonging to the same flow according to their sequence number, removing duplicated ones. The reassembled data is denoted by data” in the output of the reduce stage.

       Job2 is to perform URL restoration, filtering and counting. The inputs to the map stage are 5-tuple key and the reassembled HTTP content data”. The map task retrieves HTTP header fields of host and url of all GET operations, concatenates them and generates the full URL. A large number of these URLs are not referred to web pages, but for web page elements, such as a picture, a piece of Java script or flash, identified with filename extensions of gif/jpg/png/js/css/swf. These URLs for page elements will be filtered out in the map output. Further, the map also retrieves the header field of referer and saves them in a database denoted by Referer DB, which is to be used in Job3 to determine the visited page URLs. The reduce task in Job2 is to count the filtered URLs referring to exact pages. Job3 is to complete page recognition. The map inputs is the URL key and its count value, the reduce outputs of Job2. The map task will search each input URL in the Referer DB: if matched, output the URL, called page URL, and its count value; otherwise, skip it. No reduce task is required in this job. Thus, web page URLs and their request counts are obtained
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V. Conclusion And Future Work
        In this paper, a Hadoop based Internet traffic measurement and traffic analysis method is presented which integrates components like traffic collector, packet and NetFlow data reader. This study also presents an analysis at various layers.

       MapReduce-based traffic analysis method achieves up to 14 Gbps of throughput for 5 TB input files. We believe our approach to the distributed traffic measurement and analysis with Hadoop can provide the scale-out feature for handling the skyrocketing traffic data. In future work, we plan to support real-time traffic monitoring in high-speed networks.
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